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Résumeé de la these

Avec le logiciel AIMPRO, qui fournit une modélisati quantique basée sur la théorie de
fonctionnelle de densité, on étudie plusieurs exempmportants de la faiblesse des
interactions intermoléculaires dans les nanomatéride carbone. Au niveau mécanique
guantique, nos calculs donnent une compréhensalriefiet améliorée du réle et de la
fonction des interactions intermoléculaires faibles qui ne peut pas étre prédit par des
méthodes conventionnelles comme les potentielsitamiques classiques.

Premierement, on étudie linteraction entre le beopmysisorbé sur les nanomatériaux de
carbone (graphéne, graphite, nanotubes de carlompieSWCNT] et double [DWCNT]
parois). Pour le graphene, nous trouvons une neuf@me de By, & notre connaissance
jamais présentée dans la littérature, ou la maodésaltrouve perpendiculaire a la feuille de
graphéne avec un dip0le fort. La bromation ouvregap de petite taille (86 meV) dans la
structuré de bande électronique et dope forteneeigrdphene. Dans le graphite, Beste
parallele aux couches de carbone avec un trandéertharge moins fort et sans dip6le
moléculaire. A plus haute concentration, la foromtide chaines de polybromure est
thermodynamiquement favorisée, mais n'a pas lintsmément a cause d'une barriere
d’'activation appréciable (27,01 kJ / mol). Avec leanotubes monoparoi, le Breste
perpendiculaire a la surface du tube, comme obser@é le graphene; dans les fagots, ke Br
s'intercale comme dans le graphite. Les spectresaRaont enregistrés afin de vérifier ce
résultat.

Dans la deuxieme partie, on étudie des interactiiempilement de typer-n entre le
benzene d’'une part, les chaines oligoméres de PRNtrel part, avec des nanomatériaux de
carbone. Pour le dimére du benzene, nous avonsiré@ugproduire les structures stables
trouvées par ailleurs via des calculs de plus haugtau de théorie ; pour le benzene sur le
graphéne ou sur les SWCNTs, I'empilement est de #B comme dans le graphite.
L'orientation de linteraction dans le cas PPV MR#st différente de celle obtenue dans le
cas PPV / nanotube ou PPV / graphene. Dans le @rezas des plans moléculaires sont
orthogonaux, semblable a un empilement de PPV autrds hydrocarbures aromatiques

polycycliques. Dans les autres cas, I'axe de langhde PPV se trouve parallele au plan du
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graphéne comme a l'axe des nanotubes, ce quitebuéta des effets d'empilementr.

L'analyse des fonctions d’onde prés du niveau deniFeuggere qu’il y a peu de couplage
électronique entre PPV et SWCNTs. La différencentdiiaction prévue entre PPV et
nanotubes semi-conducteurs ou métalliques suggererouvelle conception de composites

PPV-SWCNT pour les dispositifs électroluminescemtgganiques.

Les merveilles et la complexité de la vie et sovirennement est I'une des plus grandes
guestions qui ont remis en cause et dérouté I'hiténdepuis le début de notre existence.
Notre curiosité innée nous a amené a disséquendeanismes et les processus qui font de
nous ce que nous sommes. Contréle du comportententes les échelles que nous
étudions, du macroscopique au microscopique, leegrd'interaction moléculaire est d'une
importance critique. Il est en effet difficile denser a quelque chose de plus fondamental
dans les nanosystémes que l'interaction moléculagdaines de ces interactions sont tres
fortes tandis que d'autres sont faibles et mémerséles. Les propriétés des molécules en
interactions régissent le type de forces en pré&saimsi que la force et la dynamique de cette
interaction.

Les caractéristiques des systemes faiblementtliés eomplexes d'hydrogene ont attiré
beaucoup d'intérét pour la recherche en raisorutarmportance dans différents domaines,
tels que I'emballage de cristal, l'adsorption e€kection sur les surfaces et interfaces, les
effets de solvatation hydrophobes ou hydrophikes diux processus biologiques et les
mécanismes de catalyseur en chimie organigue.d&ficomprendre ces réactions, il est
crucial d'établir une connaissance fondamentala tegon dont les atomes et les molécules
interagissent avec les surfaces. Par conséquesimidation de calcul de ces complexes est
percue comme un outil indispensable en fournisdesiinformations détaillées concernant
les mécanismes de liaison et propriétés interfesidintérét.

Les nanomatériaux de carbone jouent un réle urdgus la nature. En fait, la formation de
carbone dans les étoiles comme résultat de larfulgdroisa-particules est un processus
crucial fournissant I'existence d'éléments chimsgquedativement lourd dans I'Univers. La

capacité d'atomes de carbone pour former des réseaplexes est un fait fondamental de



la chimie organique et la base pour I'existencladée, du moins, dans ses formes connues.
Méme le carbone élémentaire montre un comportemkabituellement complexe en

formant un certain nombre de structures tres difftas. En dehors du diamant et du graphite
qui sont trés populaires, les fullerenes recemméoabuvert, et les nanotubes sont désormais
dans le centre d'attention des physiciens et dessths. Ainsi, seules trois dimensions
(diamant, graphite), unidimensionnelle (nanotubeiszero-dimensionnel (fullerenes)
allotropes de carbone ont été découvert jusquément. La forme a deux dimensions a été
manifestement absente, résistant a toute tentditzservation expérimentale. Cette forme
insaisissable de carbone a deux dimensions, aétéhée graphene, et ironiquement, est
probablement le meilleur allotrope étudiée. Le beage est planaire, les arrangements
hexagonaux d'atomes de carbone est le point detafgpes tous les calculs sur les nanotubes
de carbone graphite et les fullerénes.

L'étude des systemes faiblement liés avec ces iaatéte carbone a des implications
directes pour les problemes fondamentaux physiaoighes telles que la spectroscopie
moléculaire, les transitions d'état des structleesglectivité des liaisons hydrogéne, la
dynamique des réactions chimiques, la catalysesahteractions de surface. Mais encore
beaucoup de travail reste a faire pour compreradrsimilitudes et les différentes

interactions entre ces matériaux avec d'autrecespeélles que les gaz absorbés et

polyméres.

L'adsorption des molécules de;Basse et haute densité a été examiné sur le talehi
graphéne, les nanotubes de carbone a simple eledoatoi par la méthode ab initio DFT /
LDA, calculs mis en ceuvre dans la méthode AIMPRO.

Dans le graphéne, nous constatons que les molé&belleome sont préférentiellement
orientées perpendiculairement aux plans de carti@semolécules forment un dipble avec
un fort transfert de charge associé. La molécuiméoun Br* + Br, paire qui rend les infra-
rouge actif, et aboutit & une 'ouverture d’'unetpdbande dans le graphene (86 MeV). Ceci

est une nouvelle forme de molécule de brome aupatamniquement considéré comme une
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saturation de carbone intermédiaires instableg@mé induite obligataires. Alors que dans
la configuration paralléle, aucune distributionati@rge dipole mais symeétrique de transfert
entre la paire d'atomes. Aussi les énergies dmliagalculée ont montré que les orientations
paralleles (0,15 eV) sont moins stables que lentations perpendiculaires et puisque la
différence dans les énergies de liaison entrettastares perpendiculaire et paralléle est
négligeable, il est proposé que, a températureantsiles structures pourraient étre
intermédiaires en raison de I'agitation.

Dans le graphite, les molécules de brome adoptenbtientation paralléle aux feuillets avec
un transfert de charge associés et ceci est emchaeec les données expérimentales
lorsqu'elles sont disponibles. Les énergies dedirapour les deux étapes-1 {BAA-
graphite) et de stade 2 (BrAABB) ont été calculés pour étre endothermiqle faible
couverture en raison de I'énergie de liaison de/gBaphite ne pas étre en mesure de
compenser I'énergie de séparation intercalaire lpognaphite: ce qui a été calculée comme
36,74 meV / atome pour AB et AA-étre 12 MeV / atomeins stable. Mais sur bromation, il
ya une stabilité préférentiel pour AA-étape-1 que skade-1, méme si, expérimentalement,
aucune étape un composeé de brome ont été penséxister.

En outre, pour les nanotubes, quand le brome ariéété perpendiculairement aux tubes
isolés, il adopte un arrangement similaire qu’deegraphéne, et quand ils en ballots
intercaler dans les faisceaux comme aveagBaphites intercalés couché paralléle sur les
hexagones et par extension similaire, le méme phéne pourrait étre vu comme cela se
passe pour les nanotubes a double paroi.

A une concentration élevée en,Ba structure de la chaine polybromure sera
thermodynamiquement favorable. Mais la formatiorce® chaines de brome n'est pas
spontanée. Il y a une barriére d'activation cakalé27.01KJ/mol, c’est pourquoi la chaine
n'est pas réalisable. Ainsi, il pourrait impliquere l'interaction de Coulomb entre les
résultats de brome dans la répulsion entre lesaul@g de brome en raison de transfert de
charge a partir des charbons graphene voisinslgsunolécules de brome.

Pour ces systemes, la LDA semble étre suffisaritajetit d'un terme d'énergie vdW ne

devrait pas modifier qualitativement nos résultatais peut-étre changer nos valeurs pour
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les énergies de liaison calculées. En tout caacoard entre les valeurs LDA et les données

expérimentales a éte trouve.

Interactions impliquant des espéces collagsgouer un réle crucial dans la stabilité et la
conformation de I'ADN et les protéines, les crigtdlempilement des polymeres contenant des cycles
aromatiques et la reconnaissance des espéces oks('auto-assemblage). Celles-ci ont été
également connus pour jouer un role majeur dastalilisation de I'héte de deviner les complexes et
les interactions de certains médicaments a I'ADN.

Cependant, la nature et la variété dans la strigtila composition des composés aromatiques
couplée a l'absence d'une compréhension approfdedisteractions-z, il est difficile d'enquéter
sur leurs interactions. Ces difficultés proviennduntraitement de la corrélation électronique, la
dispersion, la polarisation et de solvatation, €'oraniére qui est appropriée au contexte des
applications et dans les limites des ressourcesnatiques disponibles. Les méthodes
expérimentales telles que la RMN ont été utiliggeas étudier la nature der interactions, ce qui
donne une information partielle sur les effets géeques et substituant. Cependant, l'interprétatio
de ces résultats expérimentaux est complexe ceffets de solvatation et d'interactions secondaire
compliguer la situation.

A la lumiére de cela, des études de mécanique iquardeviennent prééminente dans I'étude des
interactions impliqguant-n collage. Supérieur méthodes pour fonction d'origieectelle théorie
guelques-cluster grace a l'utilisation de tripfesturbative, CCSD (T), avec des ensembles de base
grandes, sont connues pour atteindre un bon nidegumécision, mais le codt de calcul est trop
exigeant: les échelles de temps pour sur &,(bl N est le nombre d'atomes dans le systéme. Des
méthodes moins colteuses telles que la perturbistiatier-Plesset (MP2) peut aussi devenir cher
guand une fonction de base est pris en granded#asion. En outre, ils conduisent a une
surestimation des effets de corrélation d'électousont inhérents &= purs interactions. Voici

donc également laisser des problémes pour la cémmpséon théorique des grands systemes
contenantt-n interactions d'empilement, qui ne sont pas engl@ieement compris. Néanmoins, la
littérature actuelle suggere que la chimie théa@d@ niveau élevé de la théorie de la structure
démarche électroniques utilisés par Sinnokrot et @kuzuki et al donne un modéle précisde
stacking interaction. Cependant le co(t de calgmifie pas qu'il ne peut pas étre appliquée a de
nombreux grands systémes que nous envisageotelsajue le PPV-nanotubes interactions. Par
conséquent, une approche plus simple et moins anxigele calcul est nécessaire. Le seul moyen
théorique pour comprendre phust systémes grace a l'utilisation de la techniquiadenctionnelle
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de densité dont les échelles beaucoup moins aitigec la taille ensemble de base que les méthodes
d'onde avancées fonctionnelles.

Pour cette raison nous benchmark ici I'approche DEJA contre ces techniques plus complexes.
Notre approche est pragmatique, plus proche deéi@rentation numérique: La question que nous
posons est, dans quelle mesure peut plus simgleattige-corrélation description telle que LDA se

reproduire avec succasr d'interaction pour les systemes tres grands?

Method T-shaped Parallel displaced | Parallel stacked
(PD) (PS)

This work -4.250 -3.371 -2.501

CCSD(T) -2.492 -2.513 -1.564

DF-LMP2 -3.503 -4.427 -3.147

DF-SCF-LMP2 -2.436 -2.604 -1.833

MP2 -3.516 -4.324 -3.222

Energies Interaction (kcal mtlpour une configuration différente du benzéne déamd®mparer avec
ce travail et d'autres méthodes prises a partir

Method T-shaped Parallel displaced Parallel stacked
This work 4.89 3.52 3.71
CCSD(T) [14] 5.00 3.60 3.90
DF-LMP2 [16] 4.89 3.70 3.72
DF-SCF-LMP2 [16] 5.04 3.54 3.89
MP2 [14] 4.90 3.40 3.70

Distance interatomique,;RA) pour ce travail par rapport a d'autres méthodes
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Comparaison des courbes d'énergie potentielle @uen parallele empilés, (b) en forme de T, (c)
des diméres de benzéne paralléle entre ce trayaicktes (AIMPRO) avec celle de CCSD (T), MP2,
DF-LMP2, DF -SCF-LMP2 résultats de Grant et Aladjiidompare les résultats de CCSD (T), MP2,
vDW-DF avec celle de deux GGAS revPDE et PW91 priteetravaux de Dion et al.

La majorité des études sur linteraction concentbenzene benzéne sur quelques
configurations haute symeétrie. La vitesse relatieenos techniques nous permet d'explorer
plus en détail la surface d'énergie potentielle rpai benzéne-benzéne interaction.
Nous avons traceé I'énergie pour les deux annealbedeéne en fonction de leur centre a
centre de déplacement dans un point de grille dn Ry avec la séparation interplanaires z
autorisé a varier librement, tout en fixant le memment du dimére dans les directions xy.
La carte montrant le contour du dimére du benzénmains et les plus stables. L'intrigue

confirme que la configuration la plus stable edlifeere en forme de T. Le dimere PS dans
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les régions rouges de la carte est défavoriséaisonr der-électron répulsions (compétition
entre la répulsion et I'échange Pauli effets &statiques dans le dimere). Comme les
arrangements deviennent empilage offset, ce quilldbra d'autres structures de I'Etat de
transition avec I'énergie répulsive beaucoup philsié que les structures initiales jusqu'a ce
gu'on atteigne finalement la forme stable qui egtdralléle déplacées (PS) dimere (0,15 eV
plus stable que deux molécules de benzene isolé@zn$ lequel les effets électrostatiques
sont minimisés en raison du décalage dans les mlamére. Orbitales remplie, puis se
chevauchent, dans le méme temps menant a la matiarisde la répulsion de Pauli
échanges avec la conformation la plus favorables das régions bleues de la carte.
Pour le bord-a-face (en forme de T dimere), ilupe forte attraction dipdle entre I'atome
d'hydrogéene d'un monomeére pointant vers le centne autre monomere qui constitue une
interactiono-n, dans un systeme de 0,2 eV plus stable que delécuiles de benzene isolées
avec dimere plus favorisée dans la région du béela darte. Comme les deux positions sont
changées monomere a savoir des régions bleu sartipar rapport aux plans XY, d'autres
structures a faible énergie de liaison sont vu gleses couleurs de la carte) jusqu'a un état
défavorable est atteint. A ce stade, on voit geg,dimeres sont totalement déplacés de la
position initiale favorable, et les molécules dezsne ne sont plus en interaction due a leur
éloignement.

Nous avons ensuite examiné la liaison entre lelgnag et le benzéne. Nous avons placé le
benzene sur une cellule grande unité composée&8iatathes de graphéne et déplacé
latéralement le benzene dans les directions (X & ghaque point du graphéne a eu lieu fixe
et tous les atomes du benzéne fixées dans leireetidns y, mais autorisés a circuler
librement dans la direction z.

Figure ci-dessous est la carte de contour résaltaantcelle pour interagir graphene avec une
molécule de benzene. L'interaction montre un agaregnt moléculaire similaire a celle du
dimere du benzéne décrits ci-dessus. Pour I'otientan forme de T, la géométrie la plus
favorable est lorsque la molécule de benzéne sgiggemé au centre d'un hexagone le
graphéne, qui se traduit par une liaison plus é@air cette conformation, qui est plus

stable 0.10eV (région bleue) que la conformatiantdes (zone rouge). Contrairement au cas
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du benzéne-benzéne empilage, cette fois la comflignr paralléle est plus stable que la
géomeétrie en forme de T.

Lorsque les molécules de benzéne sont parallélpgénsur une feuille de graphéne,
l'orientation la plus stable, c'est quand le palalempiler les commutateurs a une
conformation PD (dans lequel le centre de I'anm@amatique est positionné sur le dessus
d'un carbone graphéne semblable a AB en graphipdamm), ce qui est de 0,10 eV plus
stable que la configuration PS (équivalent & AA iage). Le benzéne est physisorbé sur le
graphéne, produisant une géométrie paralléle adangl on trouve l'adsorbat a étre
positionné 3,27 A dessus de la surface en bon diea@c 3,24 la valeur d'une rapportés par
Rochefort et al utilisant LDA. Cette distance emérgraphéne et le benzéene est plus petit par
rapport a la distance de 3,71 A intercalaire naass obtenus pour le benzéne dimére
paralleles empilés, et est proche de I'espacemtamtouche pour AB-graphite hexagonal de
3,35 A.

L'adsorption du benzéne sur du graphite rappodas th littérature donne des valeurs
d'énergie de liaison pour les deux sites d'adsorpés plus stables (PS et PD) de 0,229 a
0,350 eV avec LDA et la valeur expérimentale edd,d& eV qui sont en accord étroit avec
notre énergie de liaison de 0,38 eV.

Parallelement empilage de benzéne avec le gragsheaucoup plus stable que
perpendiculaire, a la différence de benzene-bennéemction dans laquelle la
perpendiculaire est plus stable. Ces différencasqué survenir dans l'interaction graphene
benzene, la géométrie paralleles empilées qui mseiteffet det-n interactions empilage
tandis que dans le second, ce n'est pas le cgduBedous les atomes de carbone dans le
graphéne sont neutres, ce qui réduit les interatilipolaires dans la configuration
perpendiculaire par rapport au benzene-benzenatiens.

Ce travail est aussi d'accord avec les étudesitjuasr par Olga et al., Sur l'adsorption de
benzene et de ovalene paralléle a I'nydrogenddedel graphene résilié. lls ont constaté que,
tant le ovalene et le benzéne préféré I'AB-empijlggeest le minimum global, mais pas
I'AA-stacking qui est un maximum global.
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Les composés aromatiques sont connus pour intexregir le graphite et aussi avec les flancs
graphitique des nanotubes de carbone. Cette ititamate perturbe pas la conjugaison
aromatiques systemes du réseau et est donc idératles applications telles que
électronique et d'autres ou la fonctionnalisation covalente est nécessaire. Cependant la
présence de molécules aromatiques sur le flanc@Nihpourrait modifier leur transport et
leur propriétés électroniques.

Molécule de benzene d'adsorption sur le fauteuj{4ld), (6,6)] et en zigzag [(7,0), (13,0)]
NTC ont été calculées avec la molécule de benzsihperpendiculairement au-dessus du
trou hexagonal du SWCNTSs, au-dessus un atome HeraaSWCNT ou paralleles empilées
(avec le centre des molécules de benzéne justesausid'un atome de la CNT). Dans le
tableau ci-dessous pour chaque tube, les énergikasisbn, aprés la détente la géométrie
sont comparés avec le benzéne orientée sur legramtans la pile en paralléle et

I'orientation perpendiculaire.

X

(4
:\b\. . ‘
t

"
’

WY
ﬂ“\?

(d)

Optimisation du benzéne sur la géométrie (6,6)CBMK avec (a) vue de dessus, vue de coté (b)
pour le benzéne perpendiculaire SWCNTSs et (c) welebsus, vue de cbté (d) pour le benzéne /
SWCNT en conformation paralléles empilés.
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Tube Diameter | Stacking Perpendicular Perpendicular

(n,m) (A) Binding energy| (hexagon centers) (on carbon)
(eV) Binding (eV) Binding (eV)

4,4) 5.43 0.19 0.16 0.14

(6,6) 8.14 0.25 0.13 0.13

(7,0) 5.48 0.18 0.11 0.12

(13,0) 10.18 0.26 0.10 0.10

Graphene - 0.38 0.19 0.15

L'énergie de liaison pour l'orientation des diffésemolécule de benzene sur des nanotubes de
différents diamétres différents en comparaison aelbenzéne orienté sur feuille de graphene.

Dans tous les conformations étudiées la plus félerast le PD (on-top de conformation) a plus
haute énergie de liaison par rapport a l'oriermapierpendiculaire de plus de 0,15 eV plus élevés da
le cas de tubes de grand diamétre. C'est la ménfieromation que le benzéne sur le graphéne avec ce
dernier ayant une plus grande énergie de liaiserlgbenzéne sur la NTC. Tableau 13 peuvent étre
résumées comme suit: (i) de liaison est plus faidkeplus petite des tubes, (ii) les augmentations
obligatoires de diameétre (iii) méme sur de granties est de moins de graphéne. Cela implique que
la courbure est important pour la conjugaisonifilidue), sur des tubes de petit diamétre,
empilement est endommagé, et enfin (iv) le benp&ngendiculaires au dessus du trou hexagonal du
SWCNTs ou quand un atome d'hydrogéne du benzémpaestdirectement au dessus d'un atome de
carbone de I'SWNTSs, il n'ya pas de différence ficative observée dans la liaison entre les deux
conformations, mais il semble y avoir une préféegpaur les tubes métalliques dans cette
conformation par rapport aux tubes semi-conductéllest peut étre parce charge dans les tubes
métalliques peuvent redistribuer plus facilemeinitefagir avec le 6 sur I'hydrogéne.

Nos résultats théoriques sont en accord avecdeldhEorique du benzéne sur des nanotubes de
différent par Tournus et al. qui ont trouvé la aonfation paralléles empilés a venir comme le plus
favorable avec un diamétre de plus en plus lestobas.

Ceci est un polymere attrayant pour I'étude théerides propriétés des polymeres

conjugués, car elle prend la forme d'assez simydsieunidimensionnels molécules
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disposées en une structure cristalline en 3D. @asgements permettent donc pas d'étudier
les caractéristiques conformationnelles et éledtas a la fois des chaines de cristaux isolés
et des polymeres PPV.

PPV a des groupes aromatiques dans sa longuearctiaine qui la rend plus rigide et
principalement responsable de la plupart des iatierss non covalentes de ces polymeres.
Les propriétés physiques des matériaux polymengségmlement régis par des interactions
polymére-polymére. Ceci peut étre dominé par lesactions dipble-dipdle, la répulsion
échange de constituants atomiques, répulsion ggéatjdes mécanismes de liaison
hydrogene. Ce comportement de leurs interactiangrigipalement associée aux électrons
locaux ou non locaux des polyméres.

Méme s'il ya eu quelques études théoriques suypes de polyméres, les principaux
mécanismes permettant de comprendre l'interaceared polymeres est souvent absente, en
raison de l'utilisation de techniques simples deut@omme base des approches de champ
de force et empirique de mécanique moléculairengprendre en compte la description
électronique de ces polyméres conjugués.

Ainsi, beaucoup de ces interactions peuvent émmgas par la modélisation mécanique

guantique pour calculer leurs effets, donnant a@ngrigine et la nature de ces interactions.

La chaine isolée PPV étudiés dans ce travail estitoé d'un monomere répéter 3-phényle.
Nous étudions deux configurations différentes cogdps de configurations a plat et plié.
Apres la détente atomique, nous trouvons la cordtiam plane a 0,30 eV plus stable que la
conformation pliée méta-stable. Ceci est en acesst les études théoriques par Zheng et
al., Ou ils trouvérent I'unité monomere isolés péte plane ou plate et la plus stable. Nous
trouvons également un tres petit angle de tors®r8 ¢ stabilise |égérement la molécule
supplémentaire. En effet, des études de diffracpperimentaux suggerent un angle de
torsion d'environ 5 ° par monomeére PPV dans lesmsvgui augmente avec la température.
En général, pour PPV deux mécanismes concurrenigepeétre vus a se produire; (1) pour
n étendu-conjugaison a produire de la chaine deis@é@ a la carte doit étre planaire et (2)

BN

I'encombrement stérique survenant entre lI'anneazébéjue et le lien vinyle a certains
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égards en faveur d'une non planaire de conformatjonpourrait aussi venir avec un codt

énergétique (que nous avons calculé a 0,12 eV )ci-oiessous.

Optimisé pour les géométries 3-phényl unités momemegpétition de PPV avec ((une vue) a l'avant
de la géométrie plane, vue de cété (b) de la cordigpn stable planaire et ((c)-vue de coté, (D3-vu
de face) d'un méta-stables de configuration p(i&80 eV moins stable que (b) qui est le plus stabl
avec une légére torsion de torsion dans nos caleuss® par monomére PPV.

Comme il ya huit atomes de carbone dans une cellel®PV unité de répétition, mais un seul
électron par atome de carbone peut prendre pastl@dge conjuguér, et parce que chaque niveau
d'énergie peut prendre un maximum de deux élegtmmgui impligue que seuls quatre états de
valencen, avec plus basse énergie sont remplis et queulasegétatst * bande de conduction sera
vide par maille. Cela signifie que le noyau bengéeicontribue troig-paires électron et le reste
paire électron-vient de la liaison vinyléne, (voirdessous pour la structure de bande de molécules
PPV).

La bande LDA pour les deux configurations a étéudél celui de la VPP planaire est 2.17eV, et la
VPP est plié 2.13eV avec la bande expérimentala@mrcomme 2.5eV. Dans la configuration plié
les niveaux d'énergie sont toutes décalées vdrauepar environ 0.9eV en ce qui concerne le niveau

d'énergie de la configuration a plat. Un calculotigue précédente de la bande pour une chaine

oligomére PPV a été trouvé que 1,3 eV. La valeuladeande a faible écart obtenu par ce groupe
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pourrait étre due a leur utilisation d'une chairfnie dans leur calcul qui donnerait une plus I&aib
écart. Notre chaine courte introduit des effetscdefinement qui peut ouvrir I'écart plus large.
Comparé a la valeur d'autres théoriques, notrauvakdculée pour la bande correspond étroitement a

la valeur expérimentale de 2,5 eV.

o B Flat Bent (¥
Niveaux d'énergie pour moléculaire (unité de latmha3-phényl) PPV, dans (a gauche) de la
configuration plane et stable, et (& droite) unéanséables de configuration pliée. Dans les degx ca
I'écart reste autour 2.15eV, mais une fois pligs niveaux sont décalées vers le haut en énekge. |

carrés noirs indiquent les états et les carréblemplis états vides]

(b)

© o (d

Place de la fonction d'onde pour les isosurfaceMB@a), LUMO (b) pour planaire isolée PPV de la
chaine et Homo (c), LUMO (d) pour plié PPV chakée.
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L'intrigue de la fonction d'onde de densité de ghasosurfaces pour la plus haute orbitale
moléculaire occupée de I'(HOMO) et le plus basaitbiales moléculaires inoccupées (LUMO) sont
indiqués pour les deux planaires et courbé métdest@haines de PPV isolés. Pour les PPV planes,
I'état HOMO (a) est délocalisée avec la plupartEtass sur les liens vinylene, mais dans |'état
LUMO (b) il n'ya pas d'Etat sur le lien vinyléne isaur la liaison CC simple entre I'anneau
benzénique et que des le carbone vinyléne parce'gsteun collage anti-orbitaux.

Un effet similaire a été observée dans la métdestaihiés isolés PPV pour 'Homo état (c) et (b)
LUMO. Cependant l'augmentation de répulsion stérignire les atomes voisins en raison de la
courbure de la chaine PPV couplé avec le raccaermient des doubles liaisons induites par la
flexion pourrait rendre compte de I'évolution deseaux d'énergie de 0,9 eV que nous avons calculé
comparer a la conformation plane.

Ayant établi que la chaine PPV planaire isolédaeftrme la plus stable, nous avons ensuite passé a
étudier les effets de I'empilement de deux VPPaitaren géométrie paralléle empilés et en forme de
T et également l'interaction de ce polymeére avedelgilles de graphéene et les nanotubes de diameétre
différent , comme décrit ci-dessous.

PPV est connu pour avoir la structure en forme ded sa structure cristalline solide
(chevrons, illustré ci-dessous.

Les interactions entre deux VPP (unité de répétiBigphényl) dans AA-empilés et en forme
de T configurations ont été étudiées en faisanerurs positions sur une grille de points
(plan xy) pour déterminer la conformation la pltebte a chaque configuration, d'une fagon
similaire a notre traitement antérieur de benz&ime. des chaines PPV a été gelés alors que
dans l'autre chaine PPV deux atomes a I'extrénaithdque couplage de vinyle ont été
contraints dans les directions xy mais a permigtuttoser librement dans la direction z. Tous

les autres atomes dans la chaine de deuxieme PR¥éoautorisés a circuler librement.
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Structure cristalline chevralessPPV dans les directions X et Y. @tF 52 °

Ce qui précede montre que le PPV empilés dansarmefen T et PS-configuration sont
celles qui conduisent a des structures moins dj@neemblable a celle du benzene-benzéene
et du benzene graphene discuté precédemment. Cpounée benzene benzéne, I'énergie
des structures en forme de T et PS sont trés sies)a la différence de benzeéne graphene.
Energies de liaison sont environ trois fois supége ceux du benzéne, ce qui est cohérent
parce que la molécule est environ trois fois etidgstus gros. Contrairement benzene
benzene, dans ce cas, le paralléle est un peuésnmbils énergiquement favorisées que la
perpendiculaire d'empilage. C'est a cause de l'aot@tion detr-n aromaticité.

Comme les deux PPV qui interagissent dans le PSdgéphacés dans le plan xy, ils
atteignent une conformation ou le PPV-dimeres assuim "AB-graphite” configuration de
type ie une conformation décalée, ce qui minimasepulsion stérique entre les hydrogénes
a la périphérie de les cycles aromatiques (calefour la forme de T (carte-(a)), la
structure minimale d'énergie est formé lorsquénigsogeénes-dessus de la couronne
hexagonale d'un point de molécules PPV directesuemtilieu de la couronne hexagonale de
la molécule d'autres PPV ci-dessous.

Ainsi, ces résultats montrent que le PPV PPV icteya est semblable a du benzéne-benzéne
interaction avec empilage désormais favoriser wméocmation paralléles plus graphitique.

Nous passons ensuite notre attention sur l'inieradu graphéne avec PPV.
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Notre tracé de contours pour l'interaction du gesyghavec le PPV est donnée ci-dessus. Ceci
a été obtenu en utilisant la procédure décritequ@nment dans laquelle la feuille de
graphéne a été gardé congelé pendant le cyclemdisgtion de contraintes appliquées dans
les PPV en construisant une grille de points damddn xy et ensuite ce qui lui permet de se
déplacer librement dans la direction z pendarglExation.

Comme pour le benzene sur le graphéne, les stascparalleles empilées sont beaucoup
plus stables. Forme de T, la géométrie montre aidefliaison que la configuration
parallele, semblable a du benzene.

Le maximum global (moins stable) correspond a kitjpm PS dans lequel tous les atomes
dans les couches voisines se font face, qui estalement une «AA-stacking” conformation
de type avec un espacement de 3,51 A intercalaire ks molécules et la surface avec
énergie de liaison de 0,5 eV. Le minimum globaligptable) correspond a celle du PS
d'adopter le paralléle déplacées (PD) de la cordtom (graphite AB-empilé conformation)
avec un 0,2 eV plus contraignante et un espacedeeB22 A intercalaire.

Le tracé de contours suggere gu'il ya un colt étierge dans le déplacement de la
géométrie AB-empilage a un AA-empilage. Ceci défahors la plus grande barriere de
différence d'énergie entre I'AA et AB-empilementipte PPV étant paralléles sur une feuille
de graphéne. Ensuite, nous avons calculé la fardettement coulissant impliquer dans la
VPP sur le graphene a partir de la position mininglobal, AB-empilés, au global
maximum, AA-empilage. C'est le différentiel de kExqelle d'énergie.

Comme prévu, a I'AB-empilage, ce qui corresporal stlucture minimale d'énergie, la force
de frottement est égal a zéro (0 N). Une force, 8 AN sera nécessaire pour faire glisser le
PPV directement a partir de la position stable peuaximum d'énergie AA-empilage de
conformation qui est improbable. Cependant, dap®sition d'énergie minimale, il sera
beaucoup plus facile de faire glisser le PPV sgréohene entre les configurations AB qui
nécessitent une force plus petite (0,04 NN).

Ceci est important pour une application compogitek peut étre comparé a des
expériences ou l'effet synergique sur les composliéecette nature aura une résistance

mécanique plus élevée dans lequel l'interface éntP®V et la forme de graphéne un modéle
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AB-empilage.

Ces résultats sont globalement d'accord avecueegexpérimentales sur les mécanismes
de friction entre flocons de graphéne petites &plgites en utilisant un microscope a force de
friction qui permet d'obtenir une résolution ansaes forces latérales a 15 pN. On a constaté
gu'il ya une forte dépendance du frottement stehtation des molécules. La force de
friction est maximale lorsque I'angle d'orientatiqni définit le désaccord de maille entre les
flocons et le substrat, était nul ou 60 ° signliieliapositive flocons sur toute la surface de
graphite en contact correspondant. Comportemefrodi@ment ultra-faible et glissant
amélioré a été observée lorsque le flocon glisséassurface de graphite dans un contact
incommensurable. Cependant nous constatons quenfamosis pas regardé tournant le PPV
en raison de contraintes de temps.

Une étude théorique sur I'adsorption de I'hydregaumr le graphite HAP résilié montre qu'il
ya une grande force dans le déplacement d'unetaticam AB-cumul de ces HAP a AA-
empilage, ce qui s'accorde avec nos études.

Méme si il ya un vif intérét dans I'exploitationsd@ouvelles propriétés des nanotubes de
carbone dans les appareils électriqgues et mécanitguedalisation de ces applications est
jusqu'ici tres limité, car les NTC sont hautemeydrbphobes et forment souvent des
agrégats insolubles. La présence de tubes mulipieslité présente également un probleme
dans la réalisation des applications potentielessridanotubes de carbone. Deux obstacles
importants de I'nydrophobie et I'hétérogénéité aométionnelle dans les deux aqueux et non
agueux posent des défis considérables pour learatign et de réunion et donc de limiter
leur trés envisagé applicabilité.

Par conséquent, la solubilité de ces tubes peribétéliorée par la modification chimique de
SWCNTSs, par fonctionnalisation covalente en utiltsdes polymeres, des groupes phényle
substitué, et d'autres groupes substituants norsbseDe cette maniere, la méthode
chimique peuvent perturber la structure électromid@s nanotubes et pour le pire des cas va
conduire a la destruction des tubes.

Non modification covalente est I'un de I'approchellus largement utilisée pour séparer des

faisceaux de nanotubes et de faire des tubes thaild. Parce que les propriétés
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électroniques des tubes restent intactes, ce aftir& beaucoup d'études ont comparé les
méthodes de fonctionnalisation covalente. Il egtdment admis que la liaison interfaciale
entre NTC et la matrice polymére de contréle dédaxité des transferts de charge et,
depuis les NTC sont connus pour avoir une distidbutie charge uniforme, il n'ya guére
d'interactions électrostatiques entre les nanotabkss polymeres, ce qui signifie en
I'absence de fonctionnalisation chimiquer empilage va dominer les interactions. Dans ces
cas, la force de liaison interfaciale dépendra dimta géométrie de conformation du
polymére a I'égard des nanotubes.

Il est donc important d'explorer la possibilitépdimiser les interactions intermoléculaires
non covalentes entre les NTC et de polymeres &fipagivenir & une forte transferts
interfaciaux.

Dans cette section, nous étudions la relatioredag differentes géométries de PPV
polyméres interagissant avec des diamétres diti@etrSWCNTSs graphéne, en utilisant le
code AIMPRO et aussi, en comparant nos calculs lega@sultats expérimentaux

disponibles a partir de notre groupe.

Polymeéres conjugués ont été montré a exposer umeel@ison avec les SWCNTSs et des
études de microscopie électronique ont montré Bdliandpe de SWCNTSs par plusieurs
polyméres.

La modélisation théorique des nanotubes de carbomaeraction avec I'ADN simple brin
ont montré que, il se lie a des nanotubes dansnibaliage hélicoidale a la surface, par
l'intermédiairer-r empilage dans lequel I'ADN a été démontrée a foumtube dans lequel
réside le nanotube, ce qui rend elle soluble daas.| En outre, Lordi et Yao, champ de force
utilisé moléculaire a base de calculs de mécarafjnede déterminer la résistance
interfaciale et la morphologie de la conformati@pdblymeéere sur SWCNTS et ils ont trouvé
gue, pour un polymére de la morphologie hélicoiéakeloppant autour de la SWCNTSs est
le facteur le plus important pour la constructi@nénocomposites ultraforte , tandis que
I'énergie interfaciale liant joue un réle mineuar Rilleurs, en utilisant simulations de

dynamique moléculaire, d'autres auteurs ont élediénteractions entre un ou deux
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polymeéres qui interagissent avec des nanotubes.eMggertaines de ces études ne peuvent
pas représenter les propriétés nanocompositesaenila donnent toutefois des informations
utiles sur la nature de l'interface entre le polsgrgt de nanotubes. Yang et ses collegues ont
étudié l'interaction entre le poly (styréne) PRdéy (phénylacétyléne) (APP), le poly (para
phényléne vinylene) (PPV) et SWCNTSs utilisant la@yique moléculaire; ils ont constaté
gue la structure monomere joue un role essentied Badétermination la force de
l'interaction entre les SWCNTSs et de polymeére. Basdeurs simulations, ils ont suggéré
gue les polyméres avec des dorsales contenanydes aromatiques sont beaucoup
prometteuse pour la liaison non covalente de NTis dizs structures composites. McCarthy
et ses collegues [61] a noté que la force motraze padsorption de polymeéres peuvent
dicter la conformation de l'importance relativepddymere a la CNT, et d'autres études ont
indiqué que la structure CNT peut également dietecaractéristiques conformationnelles
des molécules adsorbées.

Simulations de dynamique moléculaire par Liu etcsdegues, seulement observé
emballage hélicoidal pour chaines simples d'oligesde dorsales rigides, qui sont
également déterminés a étre sensible a I'arranderoeformationnel des unités répétitives
au sein de la chaine.

Les matériaux composites basées sur I'emballagelgmére de multi-parois na

Ce travail a utilisé le procédé électronique abarstructure de calcul (AIMPRO / LDA) et
expérimentale de spectroscopie Raman pour étiefiesttuctures et les propriétés des
complexes interagissant faiblement, en faisantaidagjuelques exemples précis a partir du
carbone basée Nanoscale Science des matériaux.

En utilisant une approche DFT / LDA nous sommemesure de fournir une compréhension
fiable et améliorée de la nature des interactintesinoléculaires faibles tels que les
interactions dipole-dipdler-n empilage, de transfert de charge complexe et Ees
interactions sont d'une grande importance dan®odreuses disciplines des sciences et de
jouer un réle majeur dans les processus de recssaraie biologique et moléculaire.

Nous avons d'abord examiné l'interaction de moéscde brome (orientés paralleélement et

perpendiculairement) avec le graphite, le graptehes nanotubes de carbone a paroi
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unique. Pour l'adsorption de brome sur le graphemgs avons trouvé pour la premiére fois
gue lorsque les molécules de brome sont orientgepeiculairement a la surface du
graphéne ils forment un dip6le avec un transfettdgge solide. La molécule forme un (Br
+ + Br-) paire rendant infra-rouge actif, et réantten une ouverture petite bande dans le
graphéne sous-jacent (86meV). C'est donc une rieudeeie de brome qui était auparavant
considéré que comme une saturation de carboneniétisires instables au brome induite
obligataires. Nos résultats montrent une différgrassible entre le comportement inattendu
dans le graphéne et le graphite. Il serait trds ptiur tester la prédiction de I'activité IR
expérimentalement. Cela devrait étre facilité paalt que les deux graphene brome liquide
et isolés sont inactifs et donc IR seulement lesBrface doit avoir une forte capacité
d'adsorption. Ou Brest paralléle a la graphene, aucun dipdle se firodais une

distribution de charge symeétrique de transferteelatipaire d'atomes de brome et le graphene
est observée. Notre calcul des énergies de liamgmirent que l'orientation paralléle est de
0,15 eV moins stable que I'orientation perpendiceililais cette différence est assez petit
pour que, NouUs pProposons que, a température arapa@ad structures pourraient étre en
alternance en raison d'un mouvement de tumblinide Dans le graphite, le brome
molécules adoptent une orientation paralléle achel avec un transfert de charge associés
et ceci est en accord avec les données expérirasritasqu'elles sont disponibles. Energies
de liaison pour les deux étapes-1(BAA-graphite) et de stade 2 (BrAABB) ont été
calculés pour étre endothermique a faible couverderBg en raison de I'énergie de liaison
du Br/graphite ne pas étre capable de compenser |laas@paintercalaire d'énergie pour le
graphite: ce qui a été calculée comme 36,74 mddapour AB et avec AA-étre 12 MeV /
atome moins stable. Cependant, apres bromati@uhg stabilité préférentiel pour AA-
empilage de chaque c6té de la couche intercaléérGes calculs actuels ne semblent pas
fournir une réponse pour expliquer pourquoi I'étamke graphite bromés n'est pas stable, et
cela est clairement un domaine d'études ultérief@s les nanotubes, quand le brome a été
orientées perpendiculairement aux tubes isolég, domporte méme comme avec le
graphéne. Lorsque la CNT sont en ballotsEintercale dans les faisceaux similaire a Br

graphites intercalés paralleéle a I'hexagone. P@neion similaire, nous supposons que le
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méme phénomeéne va se passer pour les hanotubagdee a double paroi.

A une concentration élevée Bstructures de la chaine polybromure sera
thermodynamiquement favorable. Mais, la formatiercds structures de la chaine de brome
n'est pas spontaneée. Il ya une barriére d'activatdculée comme -27.01kJ/mol donc
cinétiquement ces structures de la chaine ne ssregplisable dans les conditions ambiantes.
Cette barriére est due a l'interaction entre leleombes de brome Coulomb ainsi que des
trous voisins dans le graphéne comme un résultatdsfert de charge du brome. Ceci
suggere la possibilité intrigante que les systéteeshauffage brome / carbone dans un
systeme fermé (par exemple sous pression) powrdaiperte de brome peut encourager la
formation de chaines polybromure. Les résultatsub@ montrent que, physisorption ne
résulte pas en un changement notable dans la géemhés$ substrats tels que le graphéne, de
graphite et de nanotubes. Et a cause de l'indrieigue de ces matériaux en carbone,
I'énergie de liaison ne dépend que de la zone acioentre le substrat et adsorbats.
Deuxiemement, nous avons étudié les interactiemgmpilement entre PPV oligomére
chaine avec le graphene, PPV et SWCNTSs de diamhéfiéeent et chiralité. Nous avons
d'abord considéré comme le plus simple prototype al®@matiquea-interaction, le dimére

du benzéne et nous avons trouvé des structuresrgiéminimale que la forme de T (T) et

en paralléle déplacées (PD) avec des conformagiansle transition est le paralléle de pile
(SP) conformations . En chimiques complexes diffé&ret les systemes biologiques, cycles
aromatiques peuvent étre trouvés a difféerentesi@tiens et les distances les uns des autres,
qui pourraient ne pas correspondre au potentiehtdieisna d'énergie pout-n interactions.
Néanmoins, les cycles aromatiques peut toujouesagtr assez favorablement pour
contribuer de maniére significative a la stabijiébale du systéme. Par conséquent, il est
essentiel d'obtenir les courbes d'énergie potémpelur les systemes de prototype afin de
déterminer comment les interactiatig dépendent a la fois I'orientation et la distanueee

ces cycles aromatiques. Pour atteindre cet obj@ctifs avons calculé les courbes d'énergie
potentielle en fonction des distances intermongooer trois configurations importantes de
benzene dimére, a savoir la pile parallele (PSprime de T (T), et en paralléle déplacées

(PD) de configurations . Cela a également été wis teacomplot carte de contour avec des
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structures métastables d'autres énergies. Avesnizeine sur le graphéne et SWCNTSs,
larrangement de I'empilement a été jugée commeayraphite conformation qui est le plus
favorisé avec le moins favorisées étant la conftomaA-empilage qui a une énergie plus
élevée et par conséquent, n'aura pas lieu posofption des benzene.

Aussi, nous avons remarqué que, l'interaction desrenolécules PPV deux est différent de
PPV-SWCNTs ou PPV-graphene. Dans le premier cagrientations paralleles et
perpendiculaires ont des énergies similaires pm d'arrangement perpendiculaire
survenant dans I'empilement cristallin de ces péhgs et d'autres hydrocarbures
aromatiques polycycliques. Mais pour le PPV-SWCNU$PV-graphéne, la conformation
la plus favorisée, c'est quand la VPP est orieatéliglement sur ces substrats. Molecule /
molécule d'interaction semble étre fondamentalerméigrente de la molécule / substrat.
Dans le cas des nanotubes, la dépendance éneggétiquaignant sur I'orientation de PPV
avec diametre décroissant a été observée. Wavefonsbsurfaces parcelle de quelques
interactions choisies entre SWCNTs / PPV, suggéresatpeu d'effet sur le couplage
électronique a proximité du niveau de Fermi erdrePV et SWCNTSs. Cela implique que la
fonctionnalisation non covalente pastacking est catégoriquement différent de
fonctionnalisation covalente. Il préserve les pietgs des SWCNTSs qui peut fournir une
opportunité pour adapter le nanotube dans l'agmitapécifique d'autres tels que

I'électronique, ou l'intégrité structurale est irportant.

Dans cette these, nous avons montré que le cod®R®) basé sur la théorie DFT / LDA
peut étre utilisé pour donner un apercu sur lesaations faibles qui peuvent survenir entre
les nanosystemes de carbone (graphites, grapheS8¥gGNTS) et des molécules telles que
le brome, le benzéne et PPV. Ces nanosystemeslimegpeuvent étre décrites comme des
espéces de carboné€ $yybridés dans lequel LDA a prouvé & bien décriréeliformulaire
hybridées de matériaux en carbone et donc nottiéigation pour I'utilisation de I'approche
LDA et sa capacité a traiter de plus grands systalaeette nature avec beaucoup moins de
calcul efforts par rapport a des niveaux plus &elela théorie.
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Ces nanosystemes de carbone peuvent étre déanitesecdes especes de carbone sp2
hybridés dans lequel LDA a prouvé a bien décriréeliformulaire hybridées de matériaux
en carbone et donc notre justification pour I'séition de I'approche LDA et sa capacité a
traiter de plus grands systemes de cette natucelsaicoup moins de calcul efforts par

rapport a des niveaux plus élevés de la théorie.

Autres orientations futures de cette recherchelssrguivants;

1. La LDA utilisée dans cette these a pas dedatencorrection de dispersion. Il sera utile
de comparer les énergies de liaison dans cesatsuDA avec celle d'une approche de
force de dispersion corrigée (qui est dans sa fireale de test avant la sortie dans notre
code AIMPRO).

2. Il sera intéressant de varier la longueuradehaine de polymére de I'oligomere PPV
utilisés a partir de deux chaines oligomeres jasdiX chaines oligomeres de voir s'il y aura
des variations dans l'alignement des chaines dea?B¥ SWCNTs que le nombre de cycles

phényle augmente.

3. Nos tracés de contours ne montrent que latiami d'énergie de liaison en fonction de la

traduction moléculaire, et il serait intéressaatutlier I'effet de la rotation moléculaire ainsi.

4. Nos collegues d'expérimentation dans le ttad@igroupe avec un PPV PMN pré-
curseur, MEH-PPV, et ils sont désireux de nous taléte de son interaction avec des
nanotubes pour la comparaison avec celle du PPVI$WAd existe d'autres polymeres

conjugués intéressantes on pourrait aussi envisager
5. Notre calcul de la force pour déplacer PPV lausurface du graphéne donne une

prédiction directe de la force de frottement desgii PPV sur le graphéne et cela pourrait

étre important pour les applications des nanocoitggod| est aussi nécessaire de confirmer
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cette constatation expérimentale, ce qui est detneht examiné par l'un de nos

collaborateurs expérimentale a I'Université de Miaster, le Dr lan Kinloch.

6. |l pourrait étre intéressant de voir si a th@sse température du brome comportement
structurel et donc de transfert de charge de dodagechangements graphéne si la motion
tumbling peuvent étre congelés en.

7. Le développement futur des méthodes approdhgies que la mécanique moléculaire,
des champs de force) qui sont peu colteux et dalaapable de modéliser les types et
d'autres des interactions faibles dans les graygiéraes, il faudra tres précis des résultats de
référence pour les systemes prototypes, tels gudineeres de benzéne et les interactions
impliquant transferts de charge ou d'interactidpsldires, et nous espérons que les calculs

présentés ici seront utiles pour cela.

Les problemes liés a la taille du systeme en faiganel calcul avec des chaines de PPV et
de plus SWCNTSs de toute chiralité et le diametra p&us facile a aborder avec le code
AIMPRO quand la "méthode de filtration soi-disaest introduit. Cette méthode utilise un
nombre beaucoup plus restreint de fonctions de dpaisgonne une description équivalente

du systeme obtenue en utilisant notre numéro dedgraurant de fonctions de base, résultant
de la vitesse significative en place.

Enfin, nous nous attendons qu'une meilleure congm&bn des interactions
intermoléculaires faibles et comment ils peuverd atl'écoute jouera un réle majeur dans

I'avancement de la conception rationnelle supracoddée.
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Abstract

This thesis uses the ab initio density functionaldeling programme AIMPRO to study
several important examples of weak intermoleculggractions in carbon nanomaterials. At
the quantum mechanical level, our calculations giveliable and improved understanding
of the role and feature of weak intermolecular natéons, which cannot be accurately
predicted by conventional methods such as classitaatomic potentials.

First, the geometry and binding of bromine phydisdron carbon nanomaterials (graphene,
graphite and single walled nanotubes) is studie@r&phene, we find a new Horm which

is reported for the first time in this thesis, wil@he molecule sits perpendicular to the
graphene sheet with an extremely strong molecualel Bromination opens a small (86-
meV) band gap and strongly dopes the grapheneraphde Bg is stable parallel to the
carbon layers with less charge transfer and no eantde dipole. At higher Brconcentrations
polybromide chain structures are thermodynamicdiwyoured, but will not occur
spontaneously due to an appreciable formation dérad7.01 kJ/mol). For single walled
nanotubes Brlies perpendicular to the tube surface similagrigphene, while in bundles Br
intercalates similar to graphite. Experimental Rarspectra are recorded to verify this result.
We next studyr-n stacking interactions between benzene and PP\6rokg chains with
various carbon nanomaterials. For the benzene diveesuccessfully reproduce high level
theory stable structures, and for benzene on grephend SWCNTs, the stacking
arrangement matches AB- stacking in graphite. Tientation of the interaction between
PPV/PPV is different from PPV/nanotube or PPV/gaph In the former the molecular
planes are orthogonal, similar to the crystal paghkn PPV, as well as in other polyaromatic
hydrocarbons. In the others the PPV plane liesa(lgxiparallel to the substrates, attributed to
n-n stacking effects. Wavefunction analysis suggestsy little electronic coupling between
the PPV and SWCNTSs near to the Fermi level. Ptedidifferences in interaction between
PPV and semi-conducting or metallic tubes suggesew route to experimental ultra-
efficient composite PPV-SWCNT organic light emittidevice design.

Keywords Graphite, Graphene, Bromine, PPV, SWCNT, DFT, Ram\IMPRO.
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Objectives of Thesis Work

The main goal of this thesis work is to study tléune of weak intermolecular interactions in
carbon nanomaterials through a combination of abeicomputer modelling and
experimental optical spectroscopy. Density funalomuantum chemical technique
(AIMPRO modelling programme) are used to examinengrily two problems: (i) the
interaction of bromine with carbon nanomaterialafdpene, graphite and carbon nanotubes),
and (ii) the interaction of conjugated polymerskirig PPV as a test example with carbon
nanomaterials.
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Chapter 1

Introduction

The wonders and complexity of life and its envir@mihis one of the biggest questions that
has challenged and baffled mankind since the staytir existence. Our innate curiosity has
led us to dissect the mechanisms and processesniddet us what we are. Controlling
behaviour on every scale that we study, from theroseopic to the microscopic, the concept
of molecular interaction is of critical importandeis indeed difficult to think of something
more fundamental in nanosystems than molecularactien. Some of these interactions are
very strong whilst others are weak and even reblersiThe properties of the interacting
molecules govern the type of forces involved and #trength and dynamics of the
interaction.

The characteristics of weakly bound systems anddggh complexes have attracted a lot of
research interest due to their importance in dfferfields [1-3], such as crystal packing,
adsorption and reaction on surfaces and interfaa#gation and hydrophobic or hydrophilic
effects related to biological process and the mmishas of catalyst in organic chemistry. In
order to understand many of these reactions, itrigial to establish a fundamental
knowledge of how atoms and molecules interact wsitifaces. Therefore, computational
simulation of such complexes is perceived as aimspathsable tool in providing detailed
information regarding binding mechanisms and iaigel properties of interest.

Carbon nanomaterials play a unique role in natctually, the formation of carbon in stars
as a result of merging of threeparticles is a crucial process providing existemte
relatively heavy chemical elements in the UniverBlee ability of carbon atoms to form
complicated networks is a fundamental fact of org@hemistry and the base for existence
of life, at least, in its known forms. Even elema@ntarbon demonstrates unusually
complicated behavior forming a number of very déf& structures. Apart from diamond and
graphite which are very popular, recently discodef@lerenes, and nanotubes are in the
focus of attention of physicists and chemists ndotws, only three-dimensional (diamond,

graphite), one-dimensional (nanotubes), and zeredsional (fullerenes) allotropes of
1



carbon have been known till recently. The two-disienal form was conspicuously missing,

resisting any attempt of its experimental obseoratiThis elusive two-dimensional form of

carbon has been named graphene, and ironically;oisably the best theoretically studied

carbon allotrope. Graphene - planar, hexagonahgements of carbon atoms is the starting
point in all calculations on graphite, carbon naihes and fullerenes.

The study of weakly bound systems with these carbaterials has direct implications for

fundamental physical and chemical problems sucimakecular spectroscopy, transitions

state structures, hydrogen bond selectivity, chalmeaction dynamics, and catalysis and
surface interactions. But still much work to doutaderstand the similarities and differences

in the interaction of these materials with othez@es such as absorbed gases and polymers.

1.1 Our method for handling weak Interactions

Although the post-Hartree Fock methods have beeavepr to well describe systems
involving weak interaction, however, there is al sk as the systems size increases; the
computational cost becomes expensive which inviriggmders this method impossible for
tackling larger systems [3].

Carbon nanosystems are invariably large, with mfaumydreds of atoms, and complex, with
e.g. low symmetry, particularly when combined wjthlymers. Because graphene and
graphite are semimetals their electronic interasticare typically long-ranged (the
wavefunctions of defect states spread out a long iwdahe material) which means that to
accurately model molecular interactions where ahargnsfer is involved, it is necessary to
include many carbon atoms to avoid modelling mdkcnolecule interaction. The
flexibility of the systems (such as polymer chaingans that the potential energy surfaces
under study are invariably highly complex with mdagal minima, which requires multiple
calculations from different starting points to eresa global minimum is identified. All of
these reasons mean that to correctly model carboomaterials, in interaction with other
complex species such as polymers and charge traggézies, post-HF approaches are
impossible, as are indeed many other techniquasaasimpler approach is required. One

route to performing large calculations is with dgngunctional techniques, in particular
2



using localised orbitals based on functions suchGasissians, as implemented in the
AIMPRO code. This is the approach we have usedgher it is necessary to benchmark the
approach against higher level theory calculatiarchsas post-HF, which we do in Chapter
5. We show that, despite restrictions such as d¢dakispersion corrections in the code, we
are nonetheless able to reproduce higher levehyhmaculations to an acceptable degree of
accuracy. We then use this approach to exploreduthe range of complex and fascinating
interactions possible between these species, dgawut similarities and differences in
interaction depending on the type of carbon nanenaitnvolved.

Firstly, an overview of carbon materials and theowss forms of interactions are discussed
in chapter 2 with a detailed description of the ARIO/DFT method given in chapter 3.

The main body of this work comprises theoreticaldss of four molecular systems
(graphene, graphite and SWCNTS) interacting withezibromine or PPV oligomer unit and
or benzene. Each study addresses important isslegg1g to charge transfer, stretching
frequency, Raman modes, stacking interactions agfénential alignment on surfaces.

In chapter 4, the interaction of bromine physisdrbe graphene and graphite is discussed,
since this has implication for the study of propmysystem for weakly adsorbed nanosystems
and also to verify the reliability of our modellifgrogramme in handling such systems.
Experimental Raman modes of the bromine beforeadted interaction with these materials
and TEM images were recorded in order to verify angport the theoretical modelling
results.

Also, we studiedr-nt stacking interaction in chapter 5. Initially, wensidered the interaction
of the benzene dimer, which is used as a protaypmystem for studyingt stacking
interactions, by using this dimer, a potential ggemlot for the various stacking
arrangements of the dimer was obtained and compeitedbther potential energy curves of
different theoretical methods. The interaction 8vPpolymer with SWCNTs and graphene
were also studied thereby giving insights into w©omalent interaction or surface
functionalization. The most energetically favoumsdrientation of PPV interaction with
benzene or graphene was obtained by a contounalpping.

Finally, conclusions and future directions are dramwchapter 6.
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Chapter 2

Nanostructures, Carbon Materials and Intermolecular interactions

The scientific understanding of the molecular woddd the application of theoretical
methods laid the foundations of modern materiadsaech.

Spontaneous formation of molecules is dependenthendesign of molecular structures
capable of self-assembling into supramoleculattieatrepresenting the desired architecture
and functional features [1]. The application of swllar self-organization process is central
for the development of novel functional nanoscalamals. Now it is well known that, the
self-assembly of molecular structures is very ddpahon intermolecular interactions such
as electrostatic, Van der Waal forcess stacking interactions, hydrogen bonding and donor-
acceptor effects to give a hierarchical organirmatianging from molecular level to the
macroscale.

It is therefore important in all the scientific diglines to develop knowledge of the weak
non-covalent interactions types which operates éetwmolecular structures and to learn
how to use them to solve a particular need or erobl

This chapter therefore, gives brief introductionn@notechnology and the various carbon
materials studied in this thesis (graphite, graph&PV polymers, benzene, and SWCNTS),
with also, bromine. Furthermore, the various madl@cunteractions types which are
necessary for the understanding of these matenialdescribed.

2.1 Nanotechnology

The continuous speed in the miniaturization of angn-made devices specifically in
electronic technology have continued to impact be technological and economical
development including medical, ecological, cultaat social advances.

Nanotechnology uses the units provided by natuhggtwcan be assembled and manipulated
based on atomic interactions. Atoms, moleculessarids, are therefore the building blocks
of nanotechnology. Being the key driving force lie €#merging field of nanotechnology, the

limits of further miniaturization as established thye top-down fabrication procedures are
5



nearing their end, and research and engineeringigasously drifted into the potential of
bottom-up methodologies starting at the atomic olecular level to design nano-objects of
defined shapes and dimensions [2], as already iened by Richard Feynman in his talk
“there is plenty of room at the bottom” [3].

Over the last half century, the field of computaibmaterials modelling has matured while
the understanding of nanoscience has made tremenplmgress. The merging of both
disciplines represents the most promising approéaatesign distinct shape-persistent nano-
objects via self assembly, creating long-rangeepadt through intermolecular forces at
interfaces.

This therefore, leaves no doubt in the discovergest materials, processes, and phenomena
at the nanoscale, as well as new experimental hadrdtical techniques by a way of
providing opportunity for the development of inntiva nanosystems. Research in
nanotechnology promises breakthrough in areas sagkhmaterials engineering and
manufacturing, nanoelectronics, medicine and heafth energy and information

technology.

2.2 Carbon Materials

Carbon is a very versatile material which existaature in different allotropic forms and the
third most abundant element in the universe afiglrdgen and helium. On the periodic
table, it is classified in group IV together witificon, germanium, tin and lead. Most of these
elements exist in tetrahedral {sfponding with their neighboring atoms. While Timalso
known to have the largest allotropic forms, carithe only member of this group that can
also take all different hybridised configurationsls as a plane hexagonal {spr a linear
(sp) configuration depending on the atom or compduis bonded to.

The extraordinary properties of carbon nanomategalld be traced from the hybridization
of carbon; electrons in the innermost shell of oarlatoms make up an electron ‘core’
adequately enclosed to allow the outer electronsitowith other atoms to form linear or
one-dimensional (1D), plane or two-dimensional (2Dy tetrahedral or three-dimensional

(3D) materials (see Figure 1).



Various forms of carbon materials are found in rmfaand the discussion here will be limited
to the materials studied in this thesis and read@rsrequire a deep understanding of this
wonderful element are referred to consult manyefghysical chemistry literature text
available elsewhere
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Figure 1. Crystal structures of the different atdypies of carbon. (Left to right) Three-
dimensional diamond and graphite (3D); two-dimenalgraphene (2D); one dimensional
nanotubes (1D); and zero-dimensional buckyballg (R@produced from ref. [4]).

2.2.1 Graphite

Graphite has a layered structure in which the atanesarranged in a hexagonal pattern
within each layer and the layers are stacked iARrsequence. This results in a hexagonal
unit cell with dimensions (a = 2.46 A, ¢ = 6.71[4)7]. It was Bernal who first proposed the
hexagonal structure of graphite in 1924 [8] (sepifé 2).

The unique properties of graphite result from tviffedent types of bonds in the structures,
as a result o$pf ¢ andx bondingas compared to thep® hybridization consisting only of 6
bonds that is mostly associated with diamond cly$7d. It is accepted that the kind of
bonding that exists between the intra-layers oplgeme sheets are covalent, which obviously
applies to graphite, however, the inter-layer imtéons have been a subject of debate
amongst the science fraternity with some authomggesting a van der Waals sort of
interaction between the layers and some otheread9refer to call it a weak intermolecular
interaction [6]. The graphene planes are sepatateddistance of 3.35 A.
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Figure 2. Crystal structure of graphite (taken froeference [5]). The primitive unit cell is
hexagonal with dimensions (a = 2.46 A and ¢ = &Y1The in-plane bond length is 1.42 A.
There are four atoms per unit cells labeled as d\Bn

Because of the weak interplanar interactions, #mban layers can slide over each other
making it useful as a lubricant or in pencils ansbaare used as moderators in nuclear

reactors [9].

2.2.2 Graphene

The term graphene was first used in 1987 [10] &cdee single layers of graphite. Then in
2004, a layer of graphene was pulled out from gtaphnd deposited on a silicon
substrate [11] see Figure 3.

According to the Mermin—Wagner theorem [12], “lowgvelength fluctuations destroy the
long-range order of 2D crystals”. These fluctuasiocan, however, be suppressed by
anharmonic coupling between bending and stretchindes or the presence of a substrate,

meaning that a 2D membrane can exist but will ekkibong height fluctuations [13].



It has been demonstrated that these ultra thiphgfea pieces are only one atom thick and

that there is a peculiar behaviour of the chargeesa in these ultra thin sheets which has

resulted into worldwide research in this material.

In graphene, electrons move with such an ease asseps a vanishing mass and have an
intrinsic degree of freedom known as helicity [14].
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Figure 3. (Left) technique for making graphene byeacil leaving a trace of graphite on a
paper. (Right) optical picture of a few layer graph flakes. (Taken from ref.[14])

Due to easy manufacturing procedure and affordafidbis material, it is envisioned for

many potential applications covering a wide ranfidéiedds such as, graphene field effect
transistor in gigahertz (microchip) and teraheaizge which is ideal for the identification of
hidden weapons, bio-sensors, touch screens andcalapplication. Also, the mechanical
properties of graphene have opened up many excg#iindies in composites and force
sensing and detection.

2.2.3 Carbon Nanotubes

The landmark paper by lijima and Ichihashi in 1985 showing single-walled carbon
nanotubes (SWCNTs) marked a new beginning for a& washge of research in the field of
nanotechnology due to their potential for variopplEations such as electronic devices,

nanocomposites, supercapacitors [16,17] and sacpbatteries [18,19].



Carbon nanotubes occur in two different forms, lgirvgalled carbon nanotubes (SWCNT),
which are composed of a graphene sheet rolled antglinder (see Figure 4) and multi-
walled carbon nanotubes (MWCNT), which consist ofiltiple concentric graphene
cylinders. For the SWCNTSs, depending on the clargjle,s, and the chiral vectot,, of the
graphene, different chirality could result (armehaigzag and chiral, this is shown in Figure
5).

Compared to multi-walled nanotubes, single-walladatubes are expensive and difficult to
obtain and clean, but they are of great intereshgwo their expected novel electronic,

mechanical, and gas adsorption properties [20].

—e /‘ 1-:._:}"\ - ;l"
; I ;\"I'.».
1 Iy
p &
graphene sheet SWNT

Figure 4. Scheme for creating a single wall carbhanotube by rolling-up graphene sheet
(Adapted from ref. [21])
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Figure 5. Honeycomb lattice of graphene with hexafjanit cell (A and B). The chiral
vector determining the structure of a carbon namota given by L, and its length gives the
circumference. The chiral angel is denoted hywhen n= 0, corresponding to zigzag
nanotube ang= n/6, to armchair nanotubes (Taken from ref. [22]).

The common production methods for these versatitgenals are by chemical vapour
deposition, arc-discharge and laser vaporizatiothe presence of a metal catalyst [23].
However, large-scale production of carbon nanotwi#gh controlled conformation still
remains challenging. In the past few years, chdmimaour deposition (CVD) has been used
as a promising solution. The process is simpler lzasla higher productivity than the arc-
discharge process. Nonetheless, the carbon namsopubduced by the catalytic process are
usually thicker than those produced by the archdisge process and often consist of large
aggregates.

Carbon nanotube based materials have inspiredtsteedue to a wide range of potential
applications. The use of carbon nanotubes in paljgadbon nanotube composites has
attracted wide attention. The carbon nanotubes hengue atomic structure, very high
aspect ratio, and extraordinary mechanical proger{strength and flexibility). These

properties make them ideal reinforcing fibers ino@mposites.
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However, colloidal materials such as carbon naregutbo not spontaneously suspend in
polymers, thus the chemistry and physics of fidlepersion becomes a major issue. In the
case of polymers filled with carbon nanotubes, theearch challenge is particularly
tremendous due to the unique character of thessuahmaterials. As a result of strong Van
der Waal attraction, nanotubes aggregate to fornales or “rope” (shown in Figure 6) that
are very difficult to disperse [24]. In case of gien nanotubes, they are only 1-3 nm in
diameter, however, since they like to assemble riop@s which consist of many nanotubes,
are most likely 10-200 nm in diameter. Furthermoopes are tangled with one another like
spaghetti or polymers. With high shear, these raj@as be untangled, but it is extremely
difficult to further disperse at the single tubede

Figure 6. SEM image of single-walled carbon nanew:khoiné the rbpe-like structure [23].

Methods such as covalent and non-covalent fuctietadn together with sonication have
been used to disperse these nanotubes with soroessuc

As a result of low entropy of mixing, rigid moleeslof high molecular weight require strong
repulsive interactions to disperse. Since the coimnty and rigidity of macromolecules
drastically reduces the number of configurationailable in the dispersed state, mixing
becomes a problem.

12



2.3 Polymers

Polymers are long chain molecules that are madef uppeating units (monomers) which
form the building block of larger molecules (oligers). Our modern world is built on
polymers (clothes, pipes, wires, coatings, plagic3. Indeed even the proteins in our body
are polymers of amino acid compounds; this thenewndike itself a form of polymer with a
countless variety of shapes and forms.

Polymers are composed of a backbone of carbon atonthains and are result of the
catenation property of elemental carbon. They @aklspecial mechanical, rheological,
electronic and optical properties due to their lghgin structure. The properties of polymers
are functions of their chemical composition, argbathere is a dependence upon the length
of the molecules and physical conditions such mpézature and solvent.

Polymers can be classified into two groups which laased on their backbone stiffness;
flexible chain polymers include those polymers tleantain aliphatic portions in their
backbone and stiff polymers are comprised of mdéscihaving both aromatic and
conjugated chemical groups in their backbone whieh often called conjugated polymers.
For the stiff polymers with high level of unsatuoat along the backbone, they tend to be
electrically conducting in nature and they alsoveh@ry interesting crystalline structures
and strong intermolecular interaction. They areduseorganic photovoltaic devices and flat
panel displays. One such polymer that has geneitled of research interest due to its
electroluminescence properties is poly-paraphepemylene (PPV).

This is the polymer used in this thesis work anscdbed below.

2.3.1 Poly-1, 4-Phenylene vinylene (PPV) Polymer

PPV is an organic semi-conducting polymer. Intenestthese types of polymers for
electroluminescence was triggered by the worksaofglet al [25,26], in which they showed
that devices with a sublimed molecular dye filmcombination with one or two organic
charge transport layers resulted in conversiortieficies of charge carriers into photons by
~1 %.

13



The use of PPV in light emitting diode (LED) applions followed the first report by
Burroughes et al in 1990 [27After this report, a large variety of semi-condagtpolymers
were used as active electroluminescence layergibsl with a wavelength of light emission
centered in different regions of the visible spaetir Two other examples of conjugated

polymers beside PPV are given in Figure 7.
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Poly(l,4-phenylenvinylene)  Poly[2-methoxy-3-{2"-ethvlhexoxy)- p-
(FFT) phenylene vinylene]
{(MEH-FFT)

Figure 7. Some structures of organic conjugategmeis [28]

PPV can be solution processed only by the precutade, the major obstacle in this step is
the requirement for thermal conversion which igxeess of 300°C. The breakthrough came
with the discovery of soluble PPV derivatives [2@hich enable the realization of robust,

flexible electronic devices that can be easily pesed by solution techniques like spin-

coating or ink-jet printing, see Figure 8.
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Figure 8. Some flat screen television made from D&By Samsung Limited.

2.4Bromine

Pure bromine is a diatomic molecule,Bind is the only non-metallic element that is liquid
at room temperature. Bromine is less reactive tdorine or fluorine but more reactive than
iodine. It forms compounds with many elements akd thlorine is used as a bleaching
agent. It is also used as a fire retardant in iglestlyestuffs and as a water purification

compounds

2.5 Intermolecular Interactions

Properties of materials are controlled by the dgnsi bonds, their spatial distribution and
bond strength between the particles. Therefore, uhderstanding of intermolecular
interactions in structures is crucial in the unterding of the relationship between
(structure-property-function).

As size and system dimension decreases towardsatiwscale, the behaviour and characters
of isolated molecules becomes increasingly impaortaitimately, individual molecules
(which show thermal and structural fluctuations)l vdominate the behaviour of nano-

systems. Generally, the interactions between atgnosip of atoms, ions and molecules can
15



vary enormously with respect to their character stnehgth. In order to differentiate this, the
various types of interactions are divided into séssknown as bond types and these classes
are suited for the description of a bond.

On the contrary, in classical synthetic chemisthere strong bonds, such as covalent bonds
are important, however, in nanomaterials, the waeak medium non-covalent bonds become
increasingly important. The significance of theseak bonds increases with an increasing
size of the aggregates constructed, which is atsoparable to what happens in nature.
Hence, this section will build on the key classésh®emical bonds and further discuss their

importance to nanomaterials or nanosystems (sesd-4).
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Figure 9. Energies of covalent and non-covaleetractions (taken from ref. [30])

2.5.1 Weak Interactions

2.5.1.1 Van der Waals Interactions (vdW)

The Van der Waals’ [31] interaction occurs univysbhetween closely spaced atoms, but
becomes important only when the conditions forrgjey bonding mechanisms fail.
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Van der Waals bond is a basic type of bond, whatomes important due to the cooperative
effect of many atoms bound to each other. The ntplof molecules is determined by the
size. Another parameter is the partial dissociatiban der Waals bonds by intramolecular
movements. If atoms or groups of atoms are onlyneoted by freely rotating bonds, the
rotation of one part of the molecule can thus imdtlee separation of the respective bond.
With fixed bonds, all bonds are distributed in aperative manner. At room temperature the
bonds between individual atoms can be thermaliyatetd and broken.

As atoms approach each other, the electrons oatume dynamically disrupt the distribution
of the electrons of the other atom. This defornmaperturbs the charge distribution in some
way such that the sum of the energy of the two @gugring atoms is lowered as compared to
the isolated atoms. This difference in energy deitees the strength of the bond and if this
effect is not influenced by other bonds (examplethwy exchange of electrons); the bond
energy is fairly low.

Dispersion force which act between all atoms andeoubes, makes up the major
contribution to Van der Waals forces as comparedth® others (such as repulsive,
electrostatic and induction-polarization forces)ketddled information on Van der Waals
interactions between different types of atoms anteoules are given in [32,33].

It was London [34], who theoretically explained wihatually happens in the so called Van
der Waals atoms or molecules by observing thagwral atom has zero permanent electric
dipole moment, the same as many molecules; yet atachs and molecules are attracted to
each other by electrical forces. He showed tharéne-point motion, which is a result of the
Heisenberg uncertainty principle, gives any neuwtam a fluctuating dipole moment whose
amplitude and orientation varies rapidly. Henceftbkl induced by a dipole falls off as the
cube of the distance. Thus if the nuclei of twonaoare separated by a distance r, the
instantaneous dipole of each atom creates an tasious field proportional td/r)* at the
other. Potential energy of the coupling betweerolé® which is attractive is given by an

equation of the form;

Eawr = - (A/ r6) (1)
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However, as the interatomic separation decrealsesttractive tendency begins to be offset
by repulsive mechanisms when the electron clouddgarhs begin to overlap. The attractive
energy of the Van der Waals dispersion for neutnain-polar systems with spherical
symmetry is rigorously derivable quantum-mechahycahnd one of the most famous

empirical parameters commonly used to describe d&anWaals interactions energy is the
Lennard-Jones potential;

12
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where g, well depth, r, distance and, distance for which the potential energy
vanishes, the Hamaker constant, &EP;P, ; P, & P, are number of atoms per unit volume

in two interacting systems and C, the attractiteraction strength.
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Figure 10. (Left) Our binding energy curve with ttrend of its attractive and repulsive
components for the benzene dimer in T-shape comfoom (red) with the analytical

Lennard-Jones fit (blue) and (Right) Lennard-Jopetential between two atoms or non-
polar molecules indicating the empirical parametadapted from ref. [33]).
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These Van der Waals interactions play an importate in all phenomena involving
intermolecular forces. While belonging to weak bgnthey are always present [32]. They
are also important for life in living cells espdbjain the creation of 3D structures of
proteins. They also form an important componerdrirg designs for the attachment of other
moieties to target specific cells in the body. Andhe arrangement of complex molecular

aggregates from smaller units which is the basisdpramolecular chemistry.

2.5.1.2 -1 Interactions (Aromatic interactions)

These are direct interactions involving aromatigsi with energies between (0-50 kcal/mol).
The attachment of substituent groups is import@sthe interactions depend on electron-rich
or electron-deficient aromatic rings.

There are three major arrangementsafar stacking [35-37]; parallel-displaced, face-to-face
and edge-on-face conformations, (see Figure 11 &Hge-on-face and the parallel-
displaced are the most energetically stable strestwhich have been reported by theory and
experiments. The aromatic units attract each otiean the interactions of thesystem of
one arene with the system of the other and also when the units of each arene are
slightly out of plane, these together gives enargiebinding which are higher than when the
n-n units of the each arene molecule is face-facechvhesult in higher repulsion between
the two molecules.

The n-n interactions have been shown to be the major iboritrrs to the stability of the
double helix structure of DNA, intercalation of dauin to DNA, protein folding (porphyrin
aggregation) and the crystal packing of aromatitsun
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Figure 11. Schematic showing some weak interadsipes [38]
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2.5.1.3 Hydrogen Bonding

The hydrogen bond is an attraction interaction mclv an electropositive H atom, intercedes
between two electronegative species (such as oxggemtrogen) and brings them closer
together [39]. Hydrogen bonding spans between méalinteractions in chemical, physical

and biological science, with interesting featuneshsas stability, directionality and dynamic
nature [40].

The nature of hydrogen bond depends on the diredtistrength of the intermolecular

interactions and hence, is selective and directiigrid. Generally, an individual hydrogen

bond is of relatively low energy, distributing ordyweak contribution to the overall energy.
Also, it is easily cleaved. However, several hy@mdonds between two molecules can
stabilize the created aggregate significantly leging a cooperative binding.

Therefore, the selective nature and directionattythe hydrogen bond has made it an
extensive component in the construction and stabiin of large non-covalent bonded
molecular and supramolecular structures.

They can also be formed, when a donor (D) with aailable acidic hydrogen atom is

brought into contact with an acceptor (A), (assitated in Figure 12).

Figure 12. Schematic representation of hydrogerd®amith (a) linear, (b) non-linear, (c)
bifurcated hydrogen bonds (adapted from ref. [42] )

Three different types of hydrogen bonds are shoaseth on their structural characteristics
(Figure 12). Most of the hydrogen bonds are nadmas they deviate from the 180° bond
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angle and are classed as non-linear types (Fig2b@. When an acceptor takes on two
hydrogen atoms, the result is a bifurcated hydrdgerd (Figure 12c). Strong hydrogen bond
is characterized by D'H distance of less than 2.5 A with a linear stree{40], (Figure
12a).

For strong, moderate and weak bonds, the hydrogew lenergy can range from 15-40
kcal/mol, 4-15 kcal/mol and 1-4 kcal/mol respedivd his therefore gives an indication for
wider range of interaction energies in hydrogendsothan for ionic or covalent bonds but

however, are still weaker bonds as compared toleowar ionic bonds.

2.5.1.4 Dipole-Dipole interactions

Due to the differences in electronegativities, rooles made up of different atoms normally
exhibit inhomogeneous electron distributions. Butew the bonds are symmetrical, this
distribution will not be apparent in the environrhe@therwise an electron polarity of the
molecule is observed. Such molecules with one orenggpole moment attract each other
(see Figure 11). The intensity of the polarity deiees the strength of the dipole-dipole
interactions.

These can also be observed for instance, when amdy half exhibit permanent dipole
moments. As the electron shells can be deformedxigrnal fields, a molecule with a
permanent dipole moment is able to induce a defbomawhich therefore results in
polarization with a dipole moment which is termediaduced dipole.

Dipole-dipole interactions are ubiquitous in natarel for example can be responsible for

deposition and binding on surfaces.

2.5.1.5 Cation-1 Interactions

These are electrostatic interactions occurring betwa positively charge species and the
planes of a system containingelectrons (0-80 kcal/mol), see Figure 11. Theradons of
alkali and alkaline earth metalstasystems are weak and considered as supramolebutar,

however, the taxonomic classification of transitimetals binding to conjugated polymers
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has still not come to a final conclusion [43]. Tb&tions interactions are not limited to
metals; it has been shown that, ammonium and congiganic cations are goadbinders.
These interactions are seen as equally importatiteasydrogen bonds, hydrophobic effects

and ion pairing in defining the structures of pnoteggregates [44].

2.6 Other Types of Interactions

2.6.1 lonic Bonds

When there is a large difference in electronedgasiof atoms, there is a transfer of one or
more electrons from the electropositive to the tebe@gative interacting partner. The bond
formed is not determined by the binding electrdms,by the interaction of ions generated by
the transfer of electrons.

The strength of this bond is comparable to covaled, implying that, it is a strong

chemical bond.

2.6.2 Metallic bonds

This is the electrostatic attractive forces betweka delocalized electrons known as
conduction electrons and the positively chargecamens.

Metal have loosely moving electrons. Since the vaeelectrons move freely, metals can be
considered to have positively charged ions instdageutral atoms. The attraction between
the positively charge ions and the loosely movilegteons binds the atoms in metals.

The metallic bonding has attracted interest in miand nanotechnology due to potential
applications of metals and semiconductors in atsdtror electronics materials. Also,
metallic bond helps in the adhesion and both etedtand thermal conductivity at interfaces

occurring between metals and inside alloys [45].
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2.6.3 Covalent bonds

This is the strongest of all the bonds. Strong bupdccurs during an interaction between
two atoms with unpaired electrons which result aulaly-occupied binding orbitals. While
the density distribution of electrons does notatifignificantly from the density distribution
of the free atoms, the differences in the elecigatieity of the binding atoms give rise to
polarity of covalent bonds.

An atom is limited by the number of covalent boridsan make (which is dependent on how
much the number of outer electrons differs fromased-shell configuration), and there is a
marked directionality in the bonding [46]. Furthemm, the geometry of the bonds around an
atom is influenced by its valence. Bivalent atome dinear or bent structures and trivalent
atoms result in trigonal-planar or trigonal-pyraalideometries. Regular geometries around
atoms with four valence are planar square or tetralg Hence covalent bonds can affect just
several or high number of atoms. The hydrogen nutge¢t, is a simple example of covalent
bond.

Consequently, the creation of molecular nanostrastus dependent on the degrees of
individual bonds on one hand, and the rigidity eftain parts of molecules on the other
hand. Therefore, double bonds, bridged structundshaultiple rings system of covalent units

are important motifs for molecular architecture amalecular nanotechnology.

2.6.4 Coordinative Bonds

These bonds are generated by the provision ofeatreh pair by one of the binding partners
(ligands) for a binding interaction. One of the uegments for this type of bond is the
existence of double unoccupied orbital at the othieading partner, in order to create a
doubly occupied binding orbital [47] .

The stability of coordinative bonds lies betweea #trengths of the weaker dipole-dipole
interactions and that of covalent bonds. Henceydinative bond is well suited for the

realization of adjustable binding strengths anetiliies of molecules. This type of bond can
be found in nature which uses the principle oflfiteneable binding strengths of complex

bonds; example is the Co- or the Fe-complexeseoh#&me groups of enzymes [48].
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2.6.5 Polyvalent Bonds

Polyvalent or multivalent bonds are the simultarseassociation of multiple ligands on one
entity (a surface or a molecule) to multiple reocepon another entity [49].

Multivalent interactions are dominant in biology.gein infectious diseases, in processes
involving antibodies, metastasis, platelet actvatinflammation, and in many conditions in
which cells interact with surfaces) [48,49]. Mulépsimultaneous interactions have unique
collective properties that are qualitatively di#fat from the properties of their monovalent
constituents [49,50]

The mobility of molecular groups determines theesif cooperative effective sections in
large molecules which are able to bind externailg polyvalent manner. This is well known
from the melting behaviour of double-stranded DNAe thermally induced separation of
the two strands connected by hydrogen bonds requipguring the bridges. Over a length of
about 40 bases, the melting temperature does a@ase further, pointing to an independent
movement of strand sections above a critical lefdfh

Confirming, understanding, and quantifying the impoce of multivalency in biological
interactions, and moving this fundamental knowlettygards applications in the design of
drugs and materials will be important in the pregian of dynamic or self-repairing

materials for application in medicine, materialesce and nanotechnology

2.7 Summary

The importance of nanotechnology has been higld@yhtwvith a brief account on
nanostructures. Also, carbon which forms the basmost important material in the field of
nano-science has been elaborated. The understamdinghysical interactions on the
nanoscale and interfacial properties allow stradtand functional investigation on a single
molecular level.

Together with experimental concept on interfaciedperties, theoretical calculations will
generate new insight into the nature of molecuigeractions and their relation to structures

and functions.
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Chapter 3
Theory, Method and Characterization Techniques

The aim of this chapter is to outline the theosdtipproaches used in solving the many-
body electronic structure problem for a systemntériacting particles as well as giving some
basics on the experimental instruments used (Rampactroscopy and Transmission electron
microscopy). This begins with the quantum mechaniteallenge set by the many-body
Schrodinger equation, followed by the main apprations used in solving this equation.
Other techniques used in the literature are theoudsed such as the Hartree and Hartree-
Fock methods. Finally, the discussion shifts tositgnfunctional methods (DFT) and the
approximations which have been used, followed bguak overview of their practical
implementation within the AIMPRO DFT/LDA approach.

3.1 The Schrddinger equation

Solid state materials are composed of electronsantki which themselves are ‘elementary
particles’ whose behavior can be described bydiws lof quantum mechanics. The aim of ab
initio methods is to extract information about plgs systems beginning from fundamental
guantum theory alone without the use of any emgdiic experimental input as data. This is
not easy to achieve, since the exact solution éoSthrodinger equation is too complex to
allow a direct solution for all cases except thesmsimple (e.g. k). Despite these
difficulties, ab initio methods have been invaleabi rationalizing experimental materials,
and in making accurate predictions of the propgerté a wide range of materials. This
success is due to the existence of reasonableapmations that make the theory tractable
by numerical means, the development of robust dfidiemt algorithms that assist in
optimizing the computational requirements and thailability of increasingly powerful

workstations and parallel computers.

3.2 The Many-Body Problem

Fundamental to any ground state electronic stracti@termination method is finding the
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solution to the Schrédinger equation for a systéimteracting particles.

The Time independent non-relativistic Schrodinggragion is given as:

HWY = EY (1)

Where H is the Hamiltonian operatdd, is wavefunction of the system aidis the total
energy of the system. The total Hamiltonian for angnbody system containing N electrons
and W nuclei can be expressed in terms of its mu@ad electronic kinetic energy,n(diear
and Teecronig @and a Coulomb attractive term between the chargecie® (Miectron-

electronVnucleus—nucleu@-nd Velectron—nucleu);in atomic units.

H = Tnuclear+ Telectronic"' Velectron—electron"’ Vnucleus—nucleus‘" Velectron—nucleus Z)

W N N N w W N W
B TREE MO I IO DI

where M. and 4 are respectively the mass and charge of the inlleis the distance
between nuclei k and lirthe distance between electron, i and the nuclaind | is the
distance between the electrons i and |.

The exact solution to the Schrodinger equatiomlg soluble for very small systems such as
H, and He, but not for systems containing large nunmdfeatoms, approximations are
therefore needed to simplify the Schrédinger eguat these larger systems.
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3.3 General Assumptions

3.3.1 Born-Oppenheimer approximation

In general the nuclei of atoms (containing protamsl neutrons) are much heavier than
electrons. This means that the electrons will redpmuch faster to their environment than
the nuclei. This assumes that the electrons respwtantly on the timescale of the nuclei,
i.e. as far as the electrons are concerned, thieincen be considered as stationary, which
therefore becomes possible to solve the Schrodiegeation for a set of electrons in the
presence of static atoms.

This then reduces the Hamiltonian to its electrqairs only:

H electronic: Telectronic+Ve|ectronic—electronic+Ve|ectron— nucleus (4)
1 N 5 N N 1 N W Z
— Kk
I MEEDINIEEDH I ®
i i1l ke

This first approximation is not sufficient to maktee Schrodinger equation soluble for our
systems, since there remains the complexity ottheelated behaviour of the electrons.
Next we solve the many body Schrodinger equatiortie electrons. Historically there have
been several approaches for this.

3.4 Hartree Equation

The Hartree approximation [1] is one of the eatl@sposals in solving the electron-electron
interactions in many-body Schrodinger equations. states that, the total electron

wavefunction can be represented by the produdngfeselectron wave functions

‘P(rl,rz,...,rN):z//(rl)tﬂ(rz)..z//(rN) (6)

:I__lwi (ri) (")

29



This assumes that each electron moves in a fieddrasult of other electrons.

Hence the potential term in the Schrodinger eqadbo electron is,

vz ey ) @

ro=r] &7 r-r

This approximation leads to surprisingly accurasults [1], but suffers a draw back due to
the lack of electronic exchange, i.e. the many bwdyefunction is not antisymmetric with

respect to the switching of two of the electror®]. [This violates the Pauli exclusive

principle which forces a change of sign of the ltetavefunction when two electrons are
switched.

3.5 Hartree-Fock Theory

The Hartree product fails in satisfying all the esgary criteria for a wavefunction as a result
of the fact that electrons are fermions and muanghk sign if two electrons change places
with each other which is known as the antisymmptmciple.

A Dbetter approximation to the wavefunction therefoinvolves the use of a Slater
determinant. In this approach, the N-electron wawetion is formed by combining one-
electron wavefunctions in a way that satisfies dhéisymmetry principle. This is done by
expressing the overall wavefunction as the detantirof a matrix of single-electron

wavefunctions,

wl(rls.l.) wl(rZSZ) wl(rN SN )

1 2\"'1 2\!2992 ) - RUEN
Wi ens)= 0(s) .68 WS, .,

wN (rlsl) l//N (rZSZ) l//N (rNSN)

The columns in the Slater determinants are sinigletsen wave function orbitals, while the

row is made up of the electron coordinates.
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On the whole, the solution to the HF equation i:fib by making an initial guess at the wave
function and iteratively approaching self-consisterrhis is accomplished by continuously
feeding the potential due to the electrons baak thé equation until a considerable level of
similarity is seen between the input and outpuhimisome tolerance limit.

The main limitations of the HF methods are; (ajhhicomputational cost involved in

generating the integrals for the matrices limisapplications to relatively small systems, (b)
lack of electron-correlation, gives a zero densitystates at the Fermi level in the simple
case of the homogenous electron gas. To overcoisehtirdle other methods such as
Configuration interaction or Coupled Cluster andllghgPlesset Perturbation theory, which
are collectively called Post Hartree-Fock methaalk,aim to incorporate correlation via

different methods. While successful, this increasé®e computational expense

astronomically.

3.5.1 Mgller-Plesset perturbation Theory (MP)

This theory [3] looks to include electron corretati effects with Rayleigh-Schrodinger
perturbation theory (RS-PT). This is the first everal methods that works to remove the
deficiency from the Hartree-Fock method. It gessniame from the fact that in the molecular
system, electrons are ‘perturbed’or moved fromaud state to an excited state and then
allowed to fall back to the ground state.

There are several levels of MP theory, indicatedh®ynumber following the abbreviation
“MP” as in MP2, MP3, MP (n).

3.5.2 Configuration Interaction (ClI)

Configuration interaction (Cl) wave function is raultiple determinant wave function
method. This is made by beginning with HF wave fiomcand making new determinants by
promoting electrons from occupied to unoccupiedtald Cl is classified by the number of
excitations used in making each determinant. Fstairce, if one electron is moved for each
determinant, this is called a configuration intéi@at single-excitation (CIS) calculation.

Other forms of combinations exist depending onat@uracy of the results required.
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3.5.3 Coupled Cluster Theory

These calculations are similar to configuratiorefattion, in that the wave function is a
linear combination of many determinants, althoudbosing the determinants in coupled
cluster calculations is more cumbersome than thecehof determinant in CI. Different
forms of combinations such as CCSD, CCSDT, etcbeaformed.

However the computational cost associated with tecinique means it is only appropriate

for small systems.

3.6 Density Functional Theory (DFT)

This is the approach used in this thesis work. slt based on the hypothesis that
[4]"knowledge of the ground state density n(r) &y electronic system (with or without
interactions) uniquely determines the system.”

Instead of taking the wave function approach, argh densityn(r), is considered as the
main fundamental variable. The use of charge dewrsihsiderably reduces our many-body
problem from one with 3N(+1) variables in the caddhe wave function method to only
three (x,y,z) spatial coordinates (+1 if spin isluded).

DFT, was first developed by Hohenberg and KohngsH then later by Kohn and Sham [6],
(Kohn-Sham were given a Nobel Prize in Chemistrg @0 for their work). The main idea
of their work is the use of charge density as thecjpal variable in solving the many-body
Hamiltonian problem encountered earlier on throtighuse of wave function methods such
as the Hartree-Fock approach.

DFT is a ground state theory, meaning the unocdupiates are treated very poorly often
leading to errors when calculating the band gapadadition it is not well adapted for
studying excited states.

The first assumption on the use of charge density @oined Thomas-Fermi theory in 1927.
Although, the theory is quite useful in describthg total energies of atoms, when it comes

to Chemistry and Materials science, which involvekence electrons, it has no use [4].
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3.6.1 Thomas-Fermi Theory

In this model, the kinetic energy of a non-unifosystem is described by the uniform

electron gas expression which is represented asciidnal of the electron density
E[n]= I (3772)3 n3 (10)

In which the total Thomas-Fermi energyrf{Eas a function of one electron density can be

written as:
e [ )] = (e + [ o e+ j| )ddr ay

Where the first term in equation (11) is the nuclkglactron attraction, second is the kinetic
energy and lastly, the electron —electron repulsion

This method, though successful to some extent, doedead to any chemical binding in
molecules and also the mathematical proof is nbbtst hence there was an urgent need to

solve this problem, which was provided by Hohenlzerd Kohn.

3.6.2 Hohenberg and Kohn Theorem
The ground-state densityr) of a bound system of interacting electrons in sa®rternal
potentialv(r) determines this potential uniquely, this is knoventlae Hohenberg and Kohn
Lemma [4]. In other word this means that, thera tme-to-one correspondence between the
electron density of a system and the energy. Theitive proof of why the density
completely defines the system is credited to E.Bs&M [7], in which he argued that:

(a) The integral of the density defines the numberedteons.

(b) The cusps in the density define the position ofrthelei.

(c) The heights of the cusps define the correspondiratear charges.
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Hohenberg and Kohn demonstrated that, any twesystith different potentials will have
different ground-state energy and also, the gratate density minimizes the total electronic
energy of the system. The following is a summarthefr proof.

Here, a universal function for the energnHfased on densityr) can be defined;

Let n(r) represent the non-degenerate ground-state dexidityelectrons in a potential ()

corresponding to the ground-state wave funefiprand the energyEThen,

E =(W,HW) (12)

=_[ v, (r)n(r)dr +(w,, (T +U)w,) (13)

H, is the total Hamiltonian corresponding tg, M and U are the kinetic and interaction
energy operators. And suppose that a second paltexiists, y(r), which is not equal to
vi(r) + constant, with a ground-state wave functénwhich gives rise to the sanmr).
Then

E, =] v,(r)n(r)dr + [ (W, (T +U)w,) (14)

Applying the variational principle for the non-degeate¥; gives the inequality

E, < (Wz’ lez) (15)
= J'vl(r)n(r)dr +(w,,(T+U)w,) (16)
=E, +J'[v1(r)—v2(r) n(r )dr (17)
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A similar expression can be constructed for E

E, <(W, HY )=FE +.|'[v2(r)—v1(rl)] n(r )dr (18)

Addition of equation Eand E yields the final expression
E +E,<E +E,. (19)

The inequality is logically false meaning theraisontradiction of the process, and therefore
the assumption for the existence of a second patewi(r), which is unequal to r)+
constant and result in the same) must be false. Therefore, no two different pasdsthave
the same m(. Each potential has it own unique density fromaktthe Hamiltonian can be

determined.

Kohn & Sham defined a functionalritf) ], independent o andv(r) which takes the form,

F[n(r)]=T[n(r )]+ E.[n()]+ Excln(r), (20)

Where T is the kinetic energy term for a given geatlensityE,, is the Hartree energy and

Excis the exchange-correlation energy of the eleafams

E, is given by

E. [n(r )] = %j%drdr' (21)

Since both the kinetic energy and the exchangeslation energy are complex to express in

terms of the density, the Kohn-Sham equation igtatbin determining T and that of
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which commonly involves the use of one of two appgites, either the Local density
approximation (LDA) or the Generalized gradientraggmation (GGA).

We now discuss Kohn-Sham theory further.

3.6.3 Kohn-Sham Theory

The aim of Kohn-Sham theory is to calculate theetimenergy under the assumption of non-
interacting electrons. In real situation, the el@t$ are interacting and this does not give the
total kinetic energy. However, the difference betweexact kinetic energy and that
calculated by assuming non-interacting orbitalsn&ll and therefore, the remaining energy
is adsorbed into an exchange-correlation term wiscimplemented in the DFT energy
expression.

Kohn and Sham [6] introduced the idea of usingtatbiin order to solve the kinetic energy
term in the Hamiltonian. Their suggestion is tatdple kinetic functional into two parts, one
which can be calculated exactly, and a small ctmederm. However, there is a price to pay
by re-introducing the orbitals, whereby increasing complexity from 3 to 3N variables, in
which electron correlation re-emerges as a sepaeate (One term describes the kinetic
energy for the independent electrons, tHftém corrects this for real interacting electrons)
This allows the total Schrodinger kinetic equatiorbe used, which then gives an overall set

of one-electron equation

_1 2 _ Zk n(r') 3.1 dExc[r](r)] —
{ 2D7\2|r—rk|+j|r—r’|d/'-v c)'n(r) ‘///\(r)_‘g)lw)l(r) (22)
These are the 2 parts

The charge density can then be written by summireg all N occupied states;

n(r) =g|¢a (r). (23)
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The first three terms in equation (22) represeatimetic energy, external potentials (due to
ions) and Hartree contributions. The fourth terrmtams the exchange and correlation

information of the system.

According to Parr and Yang [8], the total energyafystem can also be expressed as another

functional of the charge density,

E[n(r )] = gl‘% -J [n(r )] + Exc[n(r )] _vac[n(r )]n(r )dr (24)

Where J and/,. are the Hartree and exchange-correlation potemisgectively, given by,

J[(r)] =%j%drdr', ( 25)
and
Viel(r) =%[r()r)]- (26)

Hence, equation (22) and (23) can be solved itesigtiuntil self-consistency is reached to
give the ground-state density of the system, whien gives the total energy in equation
(24).

The major setback in this theory is that, the exachange and correlation energies are not
known and therefore, we resort to two approximatiamich have been used successfully to

address this problem.

3.7 Methods for the Treatment of E . [n(r)]

The Kohn-Sham theory assumes the kinetic energyndi@pendent electrons.
Had it not been for exchange and correlation effeitie electrons will move independently

of each other. But, this is not the case, theiromstare coupled.
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The Pauli-exclusion principle states that no twariens could occupy the same quantum
mechanical state [9], which in this case reducdkédact that two electrons of the same spin
cannot occupy the same position in space. Consdgutre many-body wave function must

be anti-symmetric under exchange of any two elestend the energy required to fulfill this

anti-symmetric condition is known as teechange energy

Correlated motion between the electrons and thecésted energy contribution is known as
correlation energyThis term is absent in the Hartree-Fock theory.

Both electron correlation interaction and electcoekxchange reduce the probability of two

electrons being close to each other. Exchange amckl@tion energies must be included in

the total system energy.

The two most common approximations used for thdamge-correlation term are, the Local

density approximation (LDA) or for systems withmpero net spin the Local spin density

approximation (LSDA) [6,10,11], and Generalizeddieat approximation (GGA).

3.7.1 Local Density Approximation (LDA)

Within the LDA, the exchange-correlation energyaapoint is taken to be equal to the
exchange-correlation energy of a uniform-electras gith the same electron densityAt a
point in spacey, the contribution to the exchange-correlation gnas approximated in
LDA as,

Exc[n(r)] = [ n(r Je(n(r o (27)

wheree (n(r) is the exchange-correlation energy per electroa uniform-electron gas of
density nf). The exchange correlation energy for a uniforecebn gas can be calculates
analytically. This is the simplest solution to fitlte exchange correlation energy and works

surprisingly well.
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Improvements in the functional can be constructeddmsidering the spin-polarization of the
system, by introducing.(r) and n(r) which are respectively the spin-up and spin-down
electron densities.

In this case the exchange and correlation functiaeparable in spin and the overall
contribution of the functional ,& can be written as the sum of two spin dependent

functionals,
Excln, (r). 0, (r)]=En (), n ()] +Ecln, () n,(r)) (28)

where, R(r) and n(r) are charge densities for spin-up and spin-dowaotedns respectively,
which are consistent with non-zero spin of theeaystand the exchange functional has been

shown to have analytical form for a homogeneouster gas [10],

3( 3 )"
el O =3 2] () n) @
For any small region in the system, this assumnpis also accurate for the zero net spin
case.
Although E, has a small energetic contribution, it is consdeto be the more complicated
term. Ceperley and Alder first parameterizeg #6r a uniform electron gas by quantum
Monte Carlo calculations [12]. Later, it was paréeneed by Perdew and Zunger [11]. There
have also been slight improvements in the paramatem by Perdew and Wang [13]. Other
parameterizations such as Vosko-Wilk-Nusair algetg%4].
Even though the LDA is successful in some casels as inhomogeneous systems when the
charge density is slowly varying; it has been veoysistent in predicting some structures
and large scale properties, but some well knowblpros are inherent as well.
The energies of excited states and band gaps inceeductors and insulators are
systematically under predicted. This is attributedthe fact that, DFT is a ground-state

theorem only, and not for excited statdsand gaps in solids and energy gaps between the
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highest occupied molecular orbital (HOMO) and tluht the lowest unoccupied states
(LUMO) are also under predicted, due to electrdfrigsteraction in the energy functional,
which is interaction of an electron with Coulomidaxchange-correlation potential arising
from itself.

Prediction of wrong ground-states for some magrstitems with the most notable example
being that of Fe, which is predicted to be hexaboluse packed and non-magnetic instead
of body-centered cubic and ferromagnetic, alsongfiso correlated systems such as Mott
insulators NiO and L&ZUO, are predicted by LDA to be metallic [15].

It is also known to underestimate atomic groundesemergy and ionization energy, while
overestimating binding energies and giving shortend lengths as compared to
experimentally obtained bond lengths, also comparedesults of post Hartree-Fock
methods.

However it gets very well graphite interlayer spagci elastic constants, and heat
capacity [16] and also in the description of thdeiactions between polyaromatic

hydrocarbons with other carbon materials [17], thiwhy we use it in this thesis.

3.7.2 Generalised Gradient Approximation (GGA)

The GGA, was developed in order to improve uponlibd, based on the observation that
the electron gas is not uniform. Therefore, adoetvay of expressing the exchange-
correlation term based on the GGA is by including tlerivative of the density in thg.E

functional which should give a more accurate desiom of the true exact exchange-

correlation contribution to the energy. The expi@s takes the form;

ESn] = [n(F )i [n(F )] Frc[n(F).jan(F),... Ja (30)

Fxcis dimensionless, and';"m[n(r”)] is the exchange energy term of a uniform elecyyas of

density n.
In this approach, there is a dependence of theaggehcorrelation functional on the gradient

of the electron density. As direct expansions iadgnts violate the sum-rule for the
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exchange hole, a number of authors have proposedctions to the sum-rules on the
generalized gradient expansion. However, thereois€ansensus, on the most robust GGA
method.

The two common parameterizations of this approaelgaven by Perdew and Wang (PW91)
[13] and Perdew, Burke and Ernzerhof (PBE) [Ejen with this approach the band gap
problems encountered in LDA still remain unsolved.

Again, there are some instances where the GGA kas beported to over correct the
deficiencies in LDA which eventually leads to un#dénding [17]. Some of the most
classical cases are with the noble gas dimers aecmar nitrogen crystals which by GGA
will not exist as bound entities [7-8]. Further ifations of GGA are incorrect estimation of
hydrogen bonding leading to wrong freezing pointvater estimations [7].

Both the LDA and GGA do not account for systemthvong range Van der Waals even
though LDA is able to predict the interlayer intgrans in graphites correctly where GGA
does badly [16-17]

3.7.3 The Hybrid Methods

Hybrid methods for the treatment of thg[&(r)], has also been put forward. The idea is to
combine the standard DFTfh(r)] functionals with the Hartree-Fock exact exchateyen
(EX"). The most commonly used of these approachesiofithe B3LYP functional [19,20],
combining the Becke exchange functional [21] wille tLee, Yang and Parr correlation
functional [22] in a linear combination with/E

These three parameters are fitted to experimeatal @hd the resultant functional has been
shown to perform well with systems containing fotample, n-n stacking, where the
performance of conventional approaches often dgirbduce the desired results.

Another approach to be adopted in a future versioour DFT AIMPRO code is “screened

exchange” [7].
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3.8 Pseudopotentials

An additional approximation that is made in mangctionic structure determination
methods is the pseudopotential approximation. lddapproximations are not only limited
to DFT calculations alone. The main idea is to aeplthe core electrons and the nuclear
potential with an effective screened potential, geeudopotential, which then acts upon a set
of pseudo wave functions. The assumption for thighat, the core electrons are highly
localised and don't participate in any chemicaldiog process. Furthermore, an all-electron
calculation gives large total energies and thid regult in large error bars when comparing
the energies of similar structures and also siheeetis rapid oscillation of valence electrons
wavefunctions in the core region to maintain orthrwagity with the core states, which makes
it expensive due to the fact that, large fittingdtions with appropriate basis set is needed.
In the construction of pseudopotentials, two masuanptions are made; (1) the frozen core,
where the core electrons are presumed to be umpedy the specific local environment of
the atom. This then enables the pseudopotentiz@¢ome transferable between the systems.
(2) Small core approximation, where the assumptdrased on a negligible overlap between
the core and the valence electrons, which makes Separable. This allows the exchange-
correlation functional to be written for the sepdeacore and valence states, hence the
exchange-correlation functional becomes the sutwofindependent functionals {fcore +
MNvatencd = Exc(Ncord + Exc(NMvaencd). Additionally, one of the requirements for many
pseudopotentials is that the associated pseudofwsst®n gives the same total charge
density as obtained from the original wavefuncti®he term norm-conserving, is used for
this sort of pseudopotential which is what we usé¢his thesis. One major disadvantage of
pseudopotentials is that the calculations of qtiastassociated with the core electrons will
not be possible, for example core electron energy pectra, though other methods [23,24]
are available for the reconstruction of the coeetebns.
It was Hans Hellman (1903) [25], who first introédc pseudopotential approximations.
There are three kinds of pseudopotential typeslIMRPRO:

(1) Hartwigsen, Geodecker and Hutter (HGH) [26], whith the pseudopotential

designed specifically for efficiency with a Gausslaasis set and used in this thesis
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work.
(2) Bachelet, Hamann argthluter(BHS) [27]
(3) Troullier and Martins (TM) [28].

3.9 Basis Sets

One of the major tasks that are encountered whefementing the DFT method is how to
represent Kohn-Sham states and the charge defisigy.functions in which these are
expanded are known as basis functions, which dkectigely called basis sets.

Basis set functions are normally in the form of &aans orbitals, plane waves or Slater
orbitals.

The AIMPRO package uses localised real spaces§iant Gaussian type orbitals (GTO) as

its basis sets in which each GTO is centred ort@m R; given by,

dr -R)=(x-R.)*(y-R,J*(z-R,)ee ") (31)

wheren;, n, andng are integers that determine the symmetry of théadsb The type of the
orbital is determined by the choice of the integess n, = n3=0 gives an s- orbital, fixing;

+ m + ng =1 gives p-orbital in the x-, y- or z- directionfiNgt settingn; + n, + n3 =2 gives a
total of five d- and one s-orbital.

One of the major advantages in using Gaussianatslg that their matrix elements can be
found analytically. In addition, they can be madedecay rapidly away from the atom,
thereby resulting in many of the elements of thenttanian matrices being zero.

For use in periodic boundary conditions, a lineambination of the GTO'’s that satisfy the
Bloch’s theorem is used, which can be used to sbkedohn-Sham equations.

The GTO, has a number of advantages in their userapared to other basis functions and
as compared to plane waves (PW). The fast decalg leaan efficient evaluation of matrix
elements for the density and Hamiltonian than & finction were longer ranges. This then

results in an increase in efficiency for largerteyss. Another advantage is the ability to
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increase the number of functions within a speddialised region as one requires which is
unlike in plane wave method, where the level ofdbeuracy is constant for the system being
modelled. But, it's not easy to show that incregsine number of Gaussian function has
resulted in a converged answer. In fact, due tontireorthogonal nature of these functions,
addition of extra functions can result in instdilbecause of over-completeness. Over-
completeness is said to occur when too many silpilewnstructed basis functions (for
instance, with similar or equal exponents and etualopposite coefficient) are included,
giving rise to instabilities within the self-consacy cycle. This is contrary to PW, where the
results are said to converge with the number ak&sing basis functions. However, the PW
approach has serious drawbacks, in that it hagmetrdifficulty in expanding a localised
wavefunction and also, due to the periodic naturd>?/, for non-periodic systems the
vacuum region will be unnecessarily well descridagtthermore, due to the large number of
PW required to describe the core region, additionadlifications to the pseudopotential is
needed to allow for a larger core region, and spebudopotentials are termed ultrasoft

pseudopotentials [29].

3.9.1 Basis sets used in this work

The basis sets used for Carbon(C), Hydrogen (Hynre (Br) for the modelling of PPV
Polymer, SWCNTSs, graphene and graphite, are casstiwas follows; (i) pdpp and pdddp
which corresponds to 22 and 38 functions respdgtioe each carbon atom. We started with
pdpp basis function for computational efficiencyt tater shifted to pdddp which is thought
to give a better description for the inter-laygemaction in graphites and other related carbon
compounds. This is discussed later in the thesipdpp with 16 functions per H atom and
(iif) fddd containing 50 functions for each Br atom

Here, p refers to; + my + n3<1, i.e. 4 functions, d refers t@ + n, + n3<2, with 10 functions,

and f refers ta, + n, + N3<3 with 20 functions.
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3.10 Self-Consistency

The Kohn-Sham equations must be solved self-camlgt i.e. the electrons are allowed to
redistribute throughout the system freely until tbeest system energy is achieved. This
implies that, the charge density generated by a&erexl potential is the same as that which
gave rise to the potential within some toleranoeorder to achieve this, an initial guess at
the charge density is usually taken from the néwttam or from the output of a prior
calculation. In this work, self-consistency of d@density is believed to be achieved when
the difference in Hartree energies between two exuts/e self-consistent cycles is less than
107 a.u.

3.11 Structural Optimisation

For a given starting geometry, the lowest energgrgement of those atoms in that co-
ordination can be found once the self consistehitiso to the Kohn-Sham equation is
obtained. In order for this to be achieved, a $tmat optimisation must be performed; this
then requires a knowledge and minimisation of threds on each atom. These forces can
then be used to produce a search direction to neeithe energy of the system with respect
to the atom positions.

The forces on each atora) can be given analytically as

E
fo= _E’ l=xYy,2 (32)

where R, is the position of atom ards the direction of force and this can be evaldidtg

calculating & for a displacemergR, . This then gives the formulation of the forceshanb

derivatives of the wave function coefficient, aquiged by the Hellmann-Feynman theorem
and is corrected for the pulay forces that resdinfincomplete bases, such as the atom
centre Gaussians used in the AIMPRO code [30].

Optimization of the structures starts by moving ét@ms in order to minimize their energy.

This is achieved in AIMPRO by making use of thejogate gradient method [31,32], in
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minimizing a function by ensuring that an energyimium is located. The search algorithm
simply reduces the energy from the initial values ijiven, to the nearest local minimum; the
algorithm is incapable of determining whether ikithe global system minimum or not. The
best way to achieve a global minimum is to try xalg several different starting structures.
By taking the energy as a function to be minimiséth respect to the atomic positions,
knowledge of the forces on the atoms is requiredviNg all the atoms in unison in the
direction of the forces will result in new struaar The energy along the displacement
direction is approximated to a quadratic or culnitelipolation and the amount of atomic
movements is chosen to arrive at a position wighntfmimum energy.

All the structures presented in this thesis wetly foptimised until the energy change in a

given structural optimization iteration was less’ HY.

3.12 Vibrational Modes

The major importance of a theoretical calculatisnto validate concepts and also make
realistic predictions where experiments cannot bedacted. In other words, important
information can be gained from theoretical caldal® and compared with available
experimental data and one of them is the vibratiom@des of materials. Optical
spectroscopy (such as Raman and Infra red specpysoesults could be compared directly
with calculated modes.

Therefore, a very useful capability is to be ablesimulate atomic vibrations of systems. In
order to simulate theoretically atomic vibratiotise second derivative of the energy with
respect to the displacement of the atoms is reduirkis is done initially by optimizing fully
the system until the forcdsetween atoms are zero, within a chosen toleraritte avinal
self-consistent charge density. An atems then subjected to a displacemerdlong the

directionl. The self-consistent charge density is then retated. Then atorb feels a force

along a directiom given byf* (I,a). The displacement is next repeated such thatgivin

by ¢, then, this will also correspond to a forfcg(l,a).
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This then implies that it is possible to calculdie energy second derivative up to second

order ine,

_(f0,8)- 1,(,3) (33)

Dla,mb - 28

when the full dynamical matriP is determined, it can then be diagonalized antedday
the square root of the atomic masses, to giveitfenealues as the vibrational modes within
the context of the harmonic approximation (where0). But this method is actually termed
guasi-harmonid33] due to the fact that this is a numerical differeirceéhe forces, not an
analytical second differential and the, &, contains all even terms ithus, there will be
someanharmoniccontributions included.

This method was employed in this work to generiagevibrational modes for bromine doped
substrates which has been described elsewhere texh

3.13 Fermi Statistics (Level Filling)

In systems with small band gaps, often convergendhe self-consistency cycle for the
electronic charge distribution becomes very slowf oot impossible due to the occurrence
of charge sloshingIn one self-consistency cycle, electrons may raasferred from the
(bottom of the valence band) to the (top of thedzmtion band) which then results in the
switching of the electronic levels due to the Caoutbec repulsion between electrons in the
same level, and when another iteration cycle oc¢theslevels switch back. In this way, self-
consistency is never reached. In such a situatiayelevant to smear out the occupation of
the electronic levels into a finite temperaturetrihsition using Fermi Statistics. This can
often be used in practice during optimization amehtturned off when the structure has been
relaxed beyond the level where the electronic keebss. This temperature is not physical

and is purely a computational trick to avoid thesk-consistency problems.
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However, the use of Fermi statistics can sometigines incorrect structures and such is the
case in which the mechanisms contributing to Jadltef distortion is removed when this
feature is on. In addition it can dampen out higim solutions.

In this thesis work, the finite temperature smegrigT, was chosen as 0.04 eV, as this is the

standard value used in many graphite calculations.

3.14 Brillouin Zone (k-point sampling)

The first Brillouin zone (BZ), is the region of ipoocal space in which all eigenstates of the
electrons from the unit cell can be representedi@nghape depends on the symmetry of the
crystal being investigated.

When periodic boundary conditions are used in aeugh, the calculation of physical
observables requires integration over the entitkoBm zone (BZ). Generally, the integrand
has no simple analytical solution, although it eripdic in reciprocal space; however a
numerical integration can be performed.

The method involves taking a dense mesh of pomtample the BZ, but this is practically
demanding due to the computational cost involvedalculating the Kohn-Sham states for
each point in the zone. Consequently, a numbecléraes have been developed to average
the value of the physical quantities over a smathber ofk-points. The computational cost
can further be reduced if one could take a sikgpoint in a given volume of the zone as
representative of the average effect of all theokds within that zone or volume. The
scheme introduced by Monkhorst and Pack (MP) [84]ich is also implemented in the

AIMPRO code, gives correctly the averaging overghtre BZ at the same time keeping the
computational expense much lower to converge. Fgiven BZ with volumé27)®/Q , the

averagef is given by

f=_2 jf(k)dkz%if(kn), (34)
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where N is the number of sampl&epoints. The MP model is based on equally spaced
points along three directions in reciprocal lattspaces, termed speckaboints, which are

dependent on the shape of the BZ, and are givea at of primitive lattice vectors,, ,

by
ki, j,k)=ub, +ub, +u,b, 513
whereu ;) are prefactors give by
ug = (2 -1-1/21, uy =(2j -3-1)/2J, u, =(k-K -1)/2K (36)

andl, J andK are numbers for the speclajpoints. This is evaluated using the formula over
a Ix Jx K grid of points, in order to reduce the computatiegense. Clearly, the k-point
density determines the accuracy of the calculationgciprocal space. Therefore, a system
with a larger unit cell (smaller BZ) will require fawer number of k-points to model the
system accurately, however proportionally, the cotimg time increases with the number of
atoms and each k-point becomes harder to tredteasatom numbers increases hence it is
necessary to achieve a balance between the systeraral the number of k-points in order
to achieve the highest level of accuracy withieasonable computing time.

In this thesis work, calculations were done usimg MP scheme in which the k-point grids

sizes are given in the text for the different matsrstudied.

3.15 Boundary Conditions

An important issue when solving the DFT problentasconsider the effects of boundary
conditions. These boundary conditions are eithetiogee or non-periodic which are
important to the electronic structures of molecualed crystals. This can be further explained

in terms of the extent to which the structure filie unit cell; (i) When one has full structural
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periodicity, meaning the unit cell being modelleasmo vacuum regions and the structure is
repeated in all directions(x, y, z), this is a buollterial, (i) if the structure repeats only in
two directions (x and y) but the z direction isaeted by vacuum, then one is able to model
a surface and (iii) if there is no periodicity,.ivehen the unit cell structure is surrounded by
vacuum, then one is modelling particle-in-a-bokjak is a non-interacting gas of molecules
system.

In this thesis work, the periodic supercell met@d used to model the interactions between
the various carbon materials (single-walled nanetujraphites, graphene and Poly-para
phenylene venylene oligomer) and bromine molecdis@rbate), using all three of the above
situation as appropriate. It is important to enghe¢ the vacuum spacing in a given direction
is sufficient that the systems are genuinely delsalpand this is discussed further in the

results section.

3.16 Supercell Approach

Both non-periodic cluster and supercell runs assiide in the AIMPRO code. In this thesis
we only used the supercell approach.

Carbon materials and the adsorbate were treatpdrindic boundary conditions by placing
them in a unit cell. This is achieved by generatinigttice vectot, and containing a basis
of atomsR; wherei=1, 2 ...N, with N being the number of atoms in a unit cell. A contins
condition is then applied to repeat unit cells with positions of all atoms given ag p+ R

where = 0,£1... and this must also satisfy the potentiaiclwishould be continous

v(r)=v(r+L). (37)

With this, the resulting Kohn-Sham orbital becorad&loch function of the form

@, (r)=e“u,(r) (38)

whereuM(r) = uM(r + L) is periodic.
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3.17 Mulliken Population Analysis

This involves the separation of electrons of a malEr species in some fractional manner
into various constituents (atoms, bonds, orbital3ed on the use of density and overlap
matrixes. This is possible because atomic chargpspulations are not quantum mechanical
observables and thus, such molecular descriptiansresult from some reasonable, albeit
arbitrary method. However, it is useful for theagtitative description of intra-molecular
interaction, chemical reactivity and structuralukegities. This can also be used to describe
the hybridization of a given state by analyzing toatributions from the atomic orbitals (s-,
p- and d- orbitals) and the charge state of an adeuse it in this thesis as a way to analyse
guantitatively the charge redistribution betweetenacting species such as grapheme and
Br..

Mulliken [35], therefore, proposed a method that apportions thetrehs of an n-electron

molecule into net atomic-orbital type populationsl @verlap populations given by;

ﬂq;,.\zdvj =1=C2 +C2 +..+C2 + ¥ 2C,C.S (39)

sj~rs
r<s

where S is the overlap integr@% ‘2 is the probability density associated with an etet

The sum of contributions over all Kohn-Sham enepels must add up to one. In this
thesis, atomic charge states were obtained by snghivulliken population analysis for a
given atom over all the filled electronic states.

3.18 Summary of the AIMPRO code

AIMPRO stands for “ab initio Modeling Program”t Is a quantum mechanical approach
that solves the many-body Hamiltonian in the Scim@er equation via DFT method. It was

first developed and written in the United Kingdohy, Bob Jones and Patrick Briddon in
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1985. Since then, this has been the code of ctiorabe atomistic modeling of materials in
diverse areas of science spanning from Biology,n@$iey, Physics and other engineering
related disciplines due to its robustness coupliétd lw computing time.

It uses Gaussian centred orbitals in the descriptid the wavefunctions which is
computationally less demanding as compared to @jpproaches such as plane waves. For
instance, in the plane wave formalism, the sameamsipn is used for analysis over all the
components in the cells whilst in AIMPRO only tregion containing atoms and electrons
are considered in expressions of the Hamiltoniagr @l space. Recent developments in the
AIMPRO code make it easier for example, the optatiis of say 300 atoms in a supercell
run which before could take not less than a weegptimise, now could be done within a
day by turning on ffiltration’ during a run, althgh this is unfortunately still in final
development so could not be used during this thesis

All the calculations presented in this thesis, wab&ained within the AIMPRO code unless
otherwise stated in the text, under the local dgregproximation. The pseudopotential of
HGH, was used in the simulation of atoms. The malegtron wavefunction was constructed
by the use of atom centred Gaussian basis functionghich the basis sets are labelled by
four orbital sets. The Fermi occupation functiom=k0.04eV, was used to overcome charge
sloshing in systems with partly filled degenerateitals or small band gaps. Sampling in the
Brillouin zone was done with the Monkhorst-Packesok and to satisfy periodic boundary
conditions of supercells, the Blochs’ approach wsed over the lattice vectors. Vibrational
modes or stretching frequencies were obtained luleting the energy second derivatives
with respect to the atomic displacement.

Though the Van der Waals correction is not includedhis thesis, its usefulness in the

description of weakly interacting systems cannataen for granted.

3.19 Characterization Techniques
The use of atomistic models is invaluable in theaadement of science. For example where
experiment is deemed to be laboriously intensiveargerous; this can be done with ease,

using theoretical calculations. Atomistic modellialipws the prediction of many properties
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such as electronic properties of the different carhllotropes and defect vibration modes,
just to mention a few.

The comparison of these theoretical calculatiorth @xperimental results will then allow the
precise assignment of processes such as stretotodgs and other properties in order to
give insights into their phenomenon. Here a bregadiption of the experimental techniques
used within this thesis work is given for Ramancsmscopy and Transmission electron
microscopy (TEM).

3.19.1 Raman Spectroscopy

Raman spectroscopy is based on inelastic scattefirgonochromatic light source upon
interaction with a sample in which the photonshaf kaser are absorbed and re-emitted by the
sample.

There are three types of photon scattering in tattexing of monochromatic light source;
inelastic, quasi-elastic and elastic scatteringstt scattering (Rayleigh) is very strong, with

the scattered photons having the same frequendfeasncident photon frequency().

Quasi-elastic scattering is related to the relaxai movements, such the atomic or
molecular conformational change, translation andtian. This is the broadened elastic line
with almost zero energy transfer. Inelastic (Ransa)tering is very weak with the scattered

photons having a frequency, (xv,), where v, is the vibrational frequency of the system.

Stokes Raman scattering, occurs when the frequehtlye scattered photons is lower than
the incident frequency, as a result of absorptibthe frequency difference of the scattered
radiation by the system. And anti-Stokes Ramantextiad) is observed at higher frequency

(v, +v,) when the scattered photons has higher energghwheans there is a direct transfer

of energy from the system to the photons. The thoadtering processes are given in Figure
13. The Stokes scattering is usually stronger than ah&-Stokes scattering, since the
intensity of the anti-Stokes scattering is promordl to the number of phonongv) in
thermal equilibrium and that of the Stokes scattgis proportional to(v) +1. Because of

this, the Stokes line is normally measured in tlaenBn spectroscopy. Figure 14, shows the
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mechanism of various light scattering processaaush more detailed description of Raman

scattering processes can be found in[BS].

Elastic (Rayleigh)

(\

I —

Quasielastic
Inelastic
(Raman, Stokes) Inelastic
(Raman, anti-Stokes)

Vi - Vs Vi Vi + Vs

Figure 13. Spectrum of elastic, quasi-ataatd inelastic scatterings [37]
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Figure 14. Energy levagtiams for light scattering [37]

The Raman scattering of a species can be obsertied the polarizability changes as a
result of vibrational motions. The dipole momerduoced in a molecule by an electric field is

given by
= aocodemt)v 2 S| xfeodarty, +w,b) eodenty, v k) @0

whereaq, is the Polarizability, Eis the vibrational amplitude of the lasey,is the frequency

of the laservi, Iis the frequency of relevant vibration arEeldﬂj is the variation in
X 0

polarizability along the displacement led by thération. In order for a molecule to be

Raman active, (Z—aj must not be zero, in other words, a change ofrizalility is
X 0

required during vibration. The perturbation of &teyn under going normal mode vibration
could result in the change in polarizability.
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The intensities of Stokesgfland anti-Stokes £§) lines are,
1 O1,(n(v)+2), 1,s O1,n(v) (41)

where n is the temperature Bose factor.

n(v) = (exp{%} - 1)1 (42)

The sample temperature as a measure of the rattbeofStokes and anti-Stokes at any
vibrational frequency is given as,

0 n(:]’()VJ)’ 1 exp{mj (43)

Is
IAS

3.19.2 Transmission Electron Microscopy (TEM)

This is an imaging technique that is widely useddetting information such as structure,
crystallography and phase. This can provide a fsogmtly higher resolution than light
microscope due small de Broglie wavelengths oftedes. The TEM forms a major tool for
the investigation in many scientific fields incladi physical and biological sciences. This
has found application for use in areas such asrralstscience, cancer research, virology and
also semiconductor research. This section is lanitethe basics of using TEM, with the
view to its use for charactering bromine doped Ishveplled carbon nanotubes as described
in this work. Further detailed information can tigaoned in ref. [38]
Image production in TEM is the results of the anuple difference in the electrons waves
reaching the detector or the screen. By the usesafiall aperture, between the objective lens
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and the detector, only the primary beam contribtdethe image. This then culminates into
dark and light regions corresponding to areas efsiirecimen where electrons are scattered
strongly and weakly, respectively. In this case, tésolution of the image is controlled by
the size of the aperture which then allows morertbae beam to the increasing of the

resolution.
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Chapter 4

Bromination of Carbon Nanomaterials

A variety of exotic properties and potential apalions of carbon based materials has
triggered an intense research activity since treatization. Analogous to semiconductors,
the possibility to dope these carbon materials ihea@ither by gate voltage or molecular
adsorption is of particular interest to applicasian electronics and chemical sensors based
on these materials.

In this chapter, DFT/LDA calculations and experitarRaman spectroscopy, is used to
describe the bromination of graphite, grapheneglsirwalled nanotubes, double-walled
nanotubes and the formation of bromide chains.afians in vibrational modes frequency,
bond-length and charge transfer as a result of im®rdoping will be discussed. Band
structure calculations are included in order todshght on the changes that occur in these

carbon nanostructures as a consequence of broomnati

4.1 Introduction

The doping of carbon nanomaterials with electronaldand acceptors is an active research
area which started in 1940 [1] in which much of @féorts were channeled towards the
understanding and controlling of electronic projgsrof graphites and other related carbon
structures. Since then graphene and carbon narmhave all been doped in this way to tune
their electronic properties. Numerous potential lisppons such as sensors, electronic
display panels, hydrogen storage and supercapscifpy have been suggested for such
materials. Chemical doping is one of the possibégsmo tune the electronic properties of
these materials for a specific application. Alseroical doping results in Fermi level shift
improved dispersion (in the case of bi- or mulfidasubstrates) and increase reactivity.
Bromine acts as an acceptor when doped in matesiath as graphite, graphene, or

nanotubes and has been proposed experimentallyvay & open the band gap in 3- or 4-
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layers graphene [3]. Drawing electrons from thet lmosnpound drastically modifies the Br
molecules characteristic bond-length and stretcliiaguency [1,2]. Bromine forms many
ordered phases and undergoes an order-disordez phaasition as the amount of bromine or
temperature changes [4,5].

The layered structure in graphites plays an importale in charge transfer reactions.
Acceptor species can intercalate between graplayiers, expanding the graphite with the
resultant hybrids known as graphite intercalatiompounds (GIC) [4]. Studies on graphite
shows that, the in-plane electrical conductivitygedphite increases from 2.4 X1Q* cm*

at room temperature to 2.5 XX@™ cm® after intercalation with bromine which can enhance
its potential for electrical conductivity-based Apgtions [6]. Furthermore, GICs is a way to
make graphene from graphite in combination witheo8urfactants.

Graphene is a single layer ofspordinated carbon atoms or a monolayer of grapltihas
attracted a lot of interest because of its highieamobility and other fascinating physical
properties [7], such as abnormal quantum Hall ctffeand massless Dirac fermions.
Furthermore, the high mobility of electrical carsién graphene makes it useful for a number
of carbon-based nanoelectronics devices. In-ordendhieve a wider electronic device
application such as field effect transistors, thisrdhe need to control the number free
electron carriers in graphene with an opened bapdand this could be accomplished by
doping with bromine [8].

Single-walled carbon nanotubes (SWCNTSs) haveaédaa lot of research interest in their
high thermal and electronic conductivity, as graphehere is interest in doping them. One
application of SWCNTSs is to use them as gas sefi@prSWCNTSs typically form bundles
SO once again, their surface and “interior” spalcesveen these tubes can provide one-
dimensional channels for the doping process ancatiserption of dopants this case is
confined as compared to solid surface adsorption.

Double wall nanotubes (DWCNTSs) are graphitic carbsiructures consisting of two
concentric tubes, with diameters and chiral angieslar to SWCNTs [10]. When doped
with bromine, it has been proposed as a way to podatie their electronic properties for

applications such as GHz oscillators, cylindricgbacitors and nanocomposites [11]. Recent
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experimental studies suggest that, when SWCNTs daped with bromine, their resistivity
and Raman active modes exhibited a stepwise balragliring the uptake and removal of
bromine [12].

Halogen molecules such as,Ch and Bp, are more electronegative tharf-shybridized
carbon and they will induce positive doping by deatransfer. However, Biis the only
diatomic homopolar halogen that intercalates rgaidil graphites [7]. Therefore, a much
clearer understanding of the behaviour of iB the doping of carbon nanomaterials is
important to explore a new technique of functiazialj carbon nanomaterials.

The bromine molecule has?4p’ valence electrons and hence the isolatechiglecule has
filled p, and g orbitals on both atoms with covalent pp bondiragest

Despite study since 1957, many fundamental questr@main, notably; the amount of
charge transfer, bromine vibrational frequencyptiree stable geometry, polybromide chains

formation etc. We attempt to address these questiothis chapter.

4.2 Calculation of Bromine interacting with Graphit es, Graphene, SWCNTs and
DWCNTs

4.2.1 Computational details (AIMPRO)

Optimization of possible structures of bromine noale interacting with graphite, graphene
and SWCNTs were performed using the ab initio dgrfanctional code, AIMPRO, within
the local density approximation (LDA) by the sumapproach.

Isolated bromine molecule was calculated as a igparin a box” with a 13.23A cubic
supercell. Both spin unrestricted and spin avecadgulations gave net magnetic moments of
zero on the bromine isolated molecule.

Hexagonal 4 x 4 graphene supercells containig8iG were used with a large vacuum
spacing of 31 A between layers to ensure no itged interaction, and a4 x 4 x 1
Monkhorst-pack k-point grid [13]. Graphite caldidas used 3 x 3 x n layer supercells
[(Cig)n (Bro)m,n =1-4, m =1-2] for different layer stackings, @sponding to experimental

maximum concentrations, with 4 x 4 x1 or 4 x 4 k-@oint grids depending on the size.
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Nanotube calculations were performed using 40 &hdt8m sections of a (5,5) SWCNTs in
a hexagonal supercell with Br densities gBCand GoBr respectively and 1 x1x 4 k-point
grids. For isolated tube calculations, supercelith \25.39 A between neighbouring tube
surfaces were used and 13.22 A, along the tubéheng

Localised Gaussian basis set were used with a fargder of fitting functions per atom (22
for each C atom and 50 for each Br), with angulamanta up to 1=2 for C and I=3 for Br.
The sampling over the Brillouin zone was performégth weighted summation over wave
vectors generated in the Monkhorst Pack scheme.tdlamnce in the convergence of self
consistency was set as 1X1@V/atom and a finite temperature electron levBing of
kT=0.04eV was used as a computational tool to impronvergence. Core electrons were
eliminated using norm-conserving relativistic psspotentials of Hartwigsen, Geodecker
and Huitter [14], with atomic valence electron cguofations of 454p° for Br and 28 2p” for

C. Cut-off energy of 150 Hartree was used to obtainvergence of the charge density.
Charged systems containing;Bells, were compensated via a uniform backgrounadge in
order to maintain overall charge neutrality of supercell.

All structures were fully geometrically optimisedtlvno constraints of symmetry, allowing
both atomic positions and cell dimensions to vamelly. Optimization was considered
complete when the total system energy varied by tlean 3x10 eV in an iteration. Atomic
charge states were obtained by summing Mullikenufaton analysis over all the filled
electronic states. Vibrational frequencies werecuated by determining the energy and
forces for +0.2au displacements of the bromine atofhe second derivatives on the
displaced atoms can then be found from the twodsdiéerence formula for the second
derivative. This approach does not leach&wmonicforce constants as there are quadratic
and higher-order correction terms in these estisnat¢he second derivatives. We refer to the
frequencies arising from these force constantguasinarmoniclf all second derivatives;E
are evaluated then the dynamical matrix can bedalirectly as &/ (MiM;) %5 where M is
the mass of thegh atom.

We performed test calculations incorporating adddily displacements of neighbouring

carbon atoms, but found the difference in calcdl&eBr stretch frequency to be negligible
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(i.e.the Br-Br stretch is vibrationally decoupled fronat of the lattice).
Further discussion of this approach is given irb],[Where it was successfully used to

identify stretching frequencies of Bromine and te@based small molecules.

4.3 Experimental method for the bromination of Sing le-Walled Carbon
Nanotubes

Raw HiPco SWCNTs were purchased from Carbon Nahatdogies Inc.of Houston, Texas.
Liquid Bromine was obtained from Sigma Aldrich Cheats. In a simple step, 25mg of raw
HiPco tubes was mixed with 10ml of Bl) in a glass ampoule which was capped at the end.
We then sonicated the mixture using low-power wstvaic bath (Fisher Scientific-FB15052)
containing ice for 1 hr in order to disperse tha@otabes in the liquid bromine. Another
sample was similarly prepared but without sonicafjcontrol sample). Both samples were
then left for 4 days after which bromine liquid wasnoved by gradual evaporation in a
stream of air for another 4 days.

We then examined the morphology and structure istipe and brominated SWCNTSs using
transmission electron microscopy (TEM), using a 2010 microscope; samples were
prepared with Lacey carbon film on a 200 mesh coppd after dispersing 1mg of tubes in
ethanol, this is shown ifFigure 24).

Pristine, liquid bromine and brominated SWCNTseveharacterized by Raman spectra in
the UV visible range using a Jobin-Yvon T64000csmemeter equipped with cooled charge
detector with scattering excited via*Aaser{ = 514nm). In the near IR, we used a Fourier
transform (FT) Raman spectrometer (Bruker RFS i) an excitation given from an Nd:
YAG laser { = 1064 nm). Low laser power of 20mW was used onpta for excitation in
the visible range and at 45 mW for the IR excitatithis is to avoid thermal damage due to
laser irradiation. A resolution of 4 ¢hwas used in order to discriminate with good accyra

overlapping Raman bands (in order to obtain redsersgnal-to-noise ratios).
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4.4 |solated Bromine Molecule

The Br, molecule has been well characterized both expetiig and theoretically. Raman
frequency of gaseous bromine has been determirerimgntally to be 320cth 309cni" for
liquid bromine and 295cth for solid molecular bromine [16]. The bond-lengih the
bromine molecule measured by X-ray diffraction aldctron microscopy is reported as
2.283A [17].

Table 1 below summarizes our calculations of thedietching frequency and bond-length
using the AIMPRO programme, showing excellent age@ with experiments and other
DFT/LDA calculation methods.

This Work _ Literature
Experiment
DFT/LDA DFT/LDA
2.27 [18] 2.244 [2]
Br-Br bond length (A) 2.29
2283 [19]  2.263 [17]
323 [18]
Raman Stretch Frequency (&n|326 324 [2]
320 [19]

Table 1 Comparison of bond length (A) and stretgtirequency (cr) for isolated Bs.

The bond length and stretching frequency of \Bitl vary as a result of charge transfer to the
Br, molecule when intercalated or absorbed on a dapompound such as graphite or
nanotubes. This additional charge occupies the yempt* antibonding state and weakens
the Br-Br bond. In order to quantify this effect,saries of geometric optimisations were
performed on isolated Bwith different charge states, and the resultamdblengths and

vibrational frequencies are givenhigure 15.
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Figure 15 (left) Calculated Br-Br bond length (Andavibrational frequency (cm) for
isolated Bs molecule as a function of its charge state, aight)r bond length vs frequency
for Br, in different charge states

The bond stretch frequency exhibits two approxitgdieear regimes as a function of charge
state, for the positive and negatively charged mdé&respectively. The bond length also
shows two regimes, with a slight quadratic depeneeRor negatively charged Bfcharge
statex), Br-Br stretch frequency is given by= (172.1& + 324.09) crif, bond length by
(0.004¢ — 0.14% + 5.492) A. For the positively charged molectiese shift tor = (4.0« +
323) cmi* and length by (-0.0154+ 4.332) A. The relationship bond length to freney is
guadratic and is given in Figure 15(right). The Brgraphite typically shows a characteristic
peak at 240 cnt, so these results show that, if this frequencyretse is due purely to
charge transfer, it implies a transfer of (0.488cebns) to each Bmolecule. However, to
determine if this is the only mechanism involveds inecessary to model Bn the presence
of graphene/graphite, the subject of the followsegtion.
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4.5 Adsorption of bromine on Graphene

The ability to modulate band gaps and to n- andogpe, shifting Fermi level in graphene has
spurred intense scientific interest and a lot otthods have been tested to control the
electronic behaviour of these novel material, idolg electrostatic gating [20], use of
bilayer graphene [21], graphene-substrate intemactj22], contact with metals [23], and
hydrogenation [24]. Being a 2D material, the wheleface of graphene can be used to
interact with metal atoms or chemical moleculesclwhinay functionalize graphene further
with the desirable electronic properties. Duringeroical absorption, the Fermi level of
graphene can be shifted due to charge transfeth@ntlansport of these charge carriers could
be controlled accordingly [25]. The introduction safbstitutional impurities can disrupt the
conjugated network, adsorption-induced chemicairdpprould be ideal way to manipulate
the band structure and control thelectron conduction of graphene.

Geometrically optimized structures were obtainethgithe AIMPRO code as described
before with the Brmolecule placed at parallel and perpendicularigandtions at different
sites above the carbon atoms, with the concentratiodeled, containing £Br,. Figure 16
shows the structures of Bover graphene in both parallel and perpendicud@ntation after
geometry optimization, with calculated properties Br, perpendicular and Brparallel

(structures (a) and (d), respectively, in Figurgih6Table 2
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Figure 16. Optimised geometries of,Bnolecule oriented perpendicular (a-c) and paré&del
h) to a graphene sheet 3(Br,), with calculated parameters given in Table 2. lafee
stabilities of the different structures are quoteceV (binding enthalpy of isolated Bto
graphene in the most stable structure ‘a’ is 0.40eV

The most thermodynamically stable arrangement is @rented perpendicular to the
graphene sheet above a carbon atom, Figure 1&&)jnting enthalpy of 0.40 eV shows that
it will be strongly physisorbed at room temperatiHlewever, the small variation in binding
energy between structures suggests that low deBsitginding to graphene will be largely
orientation independent; at these densities at rtemperature, Brshould be in constant
tumbling motion. Increasing the Bconcentration did not significantly change theatiek
energies of perpendicular and parallel orientatiblvever, it is possible to obtain twice the
maximum surface density for Brin perpendicular as for Brin parallel orientation
[Fig.16(d)]. Thus, for the limit of maximum surfaa@®ncentration, Brin perpendicular

orientation will be expected to dominate.
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Literature

Structure DFT/LDA
(2]
a b c d e f g h NdW-

DFT [26]
Orientation with
respect to graphene Perpendicular Parallel Parallel
surface
Binding energy / | i ) i i i i i -0.20 [2]
iy 040 | -0.38 | -0.35 | 020 | 026| 026 -0.25 025 (%oioe
?Crrﬁ; Stretch Freq) ,gq 200 | 289 270 267 269 265 269 311 [2]
%Br bond length , 54 232 | 232 | 231 231 | 231 2.31 2.31 2.245 [2]
Br-C distance &) | 274 | 282 | 285 | 345| 337| 335 533|345 g?ﬁz[g}
Charge state / each+0.48 | +0.47 | +0.48 |-0.04 |-0.04 |-0.04 |-0.04 |-0.04 |
Br (e) 061 |-0.60 |-062 |-0.04 |-0.04 |-0.04 |-0.04 |-0.04
Total Charge 013 | -013 | -014 | -008 | -008| -0.08| -008 -008 -
transfer / By (e)

Table 2Calculated parameters for Boriented in different configuration on graphenenpared with other DFT calculations from
literature at concentrations@Br». [Structures for calculated parameters are showsgure 16].
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4.6 Br, perpendicular to graphene surface
The most stable configuration represents a verguguconfiguration for bromine. It shows

strong charge transfer (0.129e) from graphene, aittery strong induced molecular dipole
(Br *0489_ Br 299 The singly occupied mrbital of the lower Br atom depopulates into the
pz of the upper Br atom, forming a nascent bromordund bromide ion pair. In this way, the
emptied lower porbital can sit within the graphemecloud (Br is only 2.74 A above the

graphene), this is shown schematically in Figure 17

P,

Br, parallel

Br, perpendicular

Figure 17 Schematic of orbital filling of (left)rBperpendicular and (right) Bparallel on
graphene with charged state marked in green. Riledbitals are black, partially filled gray
and empty white. The graphiticcloud is represented shaded. Note thatd@rpendicular
sits above a carbon atom whereasg farallel sits above hexagon centres. [Thanks ©. J.-
Riquier for graphical help with image].

This behaviour is reminiscent of the well-knownatgan between Brand unsaturatdzbnds

in organic chemistry. However, in these cases, thmlar form of B is an unstable
transient state that immediately saturates the 6@, forming Br-C bonds. In graphene,
this final step would be endothermic due to stbnmrance between the Br atoms as a result
of the mechanical confinement of the lattice. Irjeattempt to stabilize C-Br pairs on
graphene in both neighboring (1,2) and cross-haxdfg!) configurations both resulted in
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Br spontaneously restructuring into aBnolecules (placing Br-C in a (1,4) configuration
with Br atoms on opposite sides of the graphend.@8 eV less stable than Bm
perpendicular conformation).

The unusual Brperpendicular configuration is reflected in thadbatructure (Figure 18 (a)).
The strong coupling between the graphene lowestaumeed molecular orbital (LUMO) and
Br, antibonding state at around +0.6 eV reflects mnberaction between the emptygpbital

and the graphenecloud, with the resultant low-density Bayer opening a small 86 meV
band gap. This therefore, represents a new forBr.ofiot previously reported in the

literature and discovered in this PhD thesis.

4.7 Br, parallel to graphene surface

In contrast, By in parallel orientation has no induced dipole,mét much weaker charge
transfer (0.084e) from the graphene. The molecitte 3254 A (which is higher than Br
oriented perpendicular on graphene considered &eé&drove the graphene, i.e., aboveithe
cloud, with the additional charge occupying the, Bps* antibonding state. The band
structure (Fig.18 (b)) shows that the, Btates lie lower than those of,Bn perpendicular
orientation by ~0.7 eV. The Bantibonding state pins the Fermi level ~0.2 eVdothan in
the pristine case, leaving graphene states ardwn&-point depopulated, indicating charge
transfer from graphene to BrThe bromine states are flat and largely decoupieah the
graphene bands since there is only weak interatigtween By orbitals and the grapheme

cloud in this orientation.
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Figure 18.Band structure of (a) Biperpendicular and (c) Bparallel on graphene (eV); (b)
same supercell of pristine graphene for compari@mited pink show bromine states and
arrow pointing to a band gap opening (86meV) ardbedni level in the Brperpendiculare
case (a)

4.8 Spectroscopy of bromine on graphene

The results of our theoretical studies above amesistent with Raman observations of
brominated graphene [3]. For graphene with thremore layers, a resonant Raman signal
was observed for bromine around 240cifor monolayer and bilayer graphene, no signal
was observed. This could be an orientation effgiaoce if the Bs sits perpendicular to the
surface and conventional orthogonal Raman is ubked, the molecules will be aligned with
the beam and there will be no interaction and, &eno signal. This would suggest,Bs
orthogonal to the surface in mono- & bi- layer, gradtallel in higher order, consistent with
our calculations (see next section). In additidre bromine highest occupied molecular
orbitals (HOMO) and LUMO states are further apartthe Bp perpendicular (~2.2 eV) than
for the Bp parallel (~1.96 eV) or for the various graphiteistures examined below (1.7-2.0
eV). Given the excitation laser used (633 nm, 99, Br, perpendicular would have an
associated resonant Raman signal, and, since sooleserved, this allows to exclude this
configuration. However, the perpendicular configiora at 2.2 eV sits above the laser
excitation energy and so would not be in resonandech may also explain the lack of

signal since non-resonant Raman is typicallytiifes weaker signal.
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It would be interesting to test, especially asppene and Brare IR-inactive, so the signal
should be clear. Clearly, the strong dipole sholat,tthe simple first approximation in

section 4.7 that the Raman shift is purely duentarge transfer is unlikely to be correct.

4.9 Graphite

Graphite, one of the allotropes of carbon, is aisetal with nearly compensated low
density electrons and holes, and a very small &ffeenass [27] Also, it is known to be
anisotropic, being a good electrical and thermahdoator within the layers (mainly
associated with the in-plane bonding) and a poa@ctetal and thermal conductor
perpendicular to the layers (due to weak interlaygeractions). Electrical conductivity
enables graphite to be used as electrochemicdtades and as electric brushes. Owing to
this anisotropic behaviour, the carbon layers epbite can slide with respect to one another
quite easily, thus making graphite a good lubricard pencil material.

The intraplanar bonding is covalent as a resulspfhybridization which gives resonant
honeycomb structures with C-C bonds of 1&[28]. The interlayer distance is typically
known to be 3.34 in AB stacked graphite.

Interlayer interactions became a subject of caetr®y, initially thought of as purely due to
Van der Waals interactions, (or more preciselypelision forces). Calculations have
suggested that these forces are less importanthahdhe bonding can be explained mainly
through a weak bonding overlapmotlectron system of each carbon layer [29]

Bernal stacked hexagonal graphite is the most estidsm of graphite. In this phase, the
layer stacking is AB. Other stacking arrangements also known to exist such as
rhombohedral or ABC and AA stackings, shown in Fegio.
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Figure 19.Types of stacking in graphite. (a) ABckiag or Bernal graphite, (b) ABC
stacking or rhombohedral graphite and (c) AA stagkiLattice parameters for the primitive
unit cell are shown in red for each case (ImagefRef. [27]).

Electron affinity, & (eV) lonization energy, EeV)
Graphite 4.8 4.4
Ceo 2.8 6.8

Table 3.Comparison of electron affinity, Bnd lonization energy;f graphite with G
showing their acceptor rather than donors chardEtem Ref [32]).

Next, we modeled graphites and our calculated grtergeparate AB graphite layers with no
Br present was found to be 36.7 meV/atom, with Adcked graphite 12.0 meV/atom less
stable that AB-stacked graphite. The figures argood agreement with experiment (35
meV/atom) [30] and previous calculations (9.68997eV/atom AA-AB energy difference)
[29,31]. The interlayer spacing of 3.39 and 3A&0for AB- and AA-stacked graphites

respectively are also in reasonable agreementpsg¥ious calculations [29].

74



4.9.1 Graphite intercalation compounds.

Graphite intercalation compounds (GICs) are fornbgdthe total or partial equilibrium
through the insertion of chemical reactants (callgdrcalates) between the layers of the
graphite host material. These are known as intatiocal reactions and were first synthesized
(1841 by Schaffautl) with systematic studies onirtphysical properties by the use of X-ray
diffraction for stage index determinations [1] ¢gtey discussed later).

Intercalation compounds occur in highly anisotropéyered structures in which the
intraplanar binding energies are large in comparison withittterplanar binding energies.
Amongst the carbon allotropes, diamond is the enygtalline variety of carbon which does
not form intercalation compounds due to its 3Ddigtructures (sbhybridization). On the
contrary, in graphite and other carbon materiathsas fullerenes, the crystal structures are
held together by weak interactive forces, and aalation which results in the expansion of
the structure, is extremely easy since the enenguedved are relatively small.

The amphoteric nature of graphite makes it possdkeccept electrons from electropositive
donor species (such as K, Rb, Cs) or donate electt® electronegative acceptor species
(such as Br, Cl, F), as a result increasing thebmrrof carriers in the conduction and valence
bands accordingly and making it act as a ‘syntheetal’.

The mechanism for alkali metals intercalating iragfite can be described by the

hypothetical reaction below:

M ——> M +6 AH = (M)

C&raphita +te ——» cé[aphita_ AH = ‘Ea(C[graphita)

C&raphita +M — MQ_{(aphit& AH= Ei(M)‘Ea(C[graphitJ)

Where M is the alkali metal\H is the enthalpy of the reaction, ik ionization energy and,E
is electron affinity.
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Intercalation into graphite is governed for theadilknetals by their ionization energy. Thus,
the higher the ionization energy of a metal, theerifficult to form a GIC and the reverse

is true for lower ionization alkali metal, thisgs/en in Table 4

Alkali metals E(eV) AH (eV)
Na 5.14 0.34
Li 5.39 0.59
K 4.34 -0.46

Table 4 lonization energy of the alkali metalshithe values oAH calculated
by the expressioAH= Ej(M)-Ea(Clgrapnid) (2dapted from Ref [32]).

From Table 4, it follows that intercalation compdsrof potassium will be easier to form,
whereas those of sodium and lithium will be difftcdue to the endothermic nature of their

reactions.

Similarly, the assessment of donor characteristicgaphite can be performed by combining

the first ionization energies with the electronrafy of the acceptor elements (halogens):

C[graphité — g[aphittr +€ AH=E (C[graphita)
X+e ——» X AH = -E, (X)

Clraphitd + X = ———>  Cflapnid)X  AH = B (Clgrapnid)-Ea(X)

Where: X represents a Halogen atom

For the halogen elements, intercalation intglite follows a different trend which is not
well understood, thus, from Table 5 below, one mlghtempted to say, since thél value

for Cl, is lower than the rest it should intercalate measily but this is not the case. It has
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been suggested rather that,;,BIBr and ICl halogens intercalate readily due keirt
intermolecular distances (2.28, 2.49 and 2.40 Apaevely) which are closer to the
distances between the graphite hexagons, whoseeseare separated by 2.46 A [6] . For
instance, Gl which is much smaller (2.02 A) ang which is much larger (2.68 A) do not
intercalate in graphites and as a result the greyid, system is the most studied the best

understood of the molecular intercalation compounds

Halogen E(eV) AH (eV)
F 3.40 1.00
Cl 3.61 0.79
Br 3.37 1.03
I 3.06 1.34

Table 5. Electron affinity ¥X) of the halogen and values for the expression
Ei (Clgraphitd)-Ea(X) (adpted from Ref.[32]).

Perhaps the most important and characteristic mglegeroperty of graphite intercalation
compounds is the phenomenon known as staging, whidetermined by intercalate layers
that form an order sequence along the perpendipldaie of the graphite layers. The GICs
are thus classified by a stage index (n) symbddizhee number of graphite layers between
adjacent intercalate layers asHigure 20.The phenomenon dftaging is a general process
occurring in graphite intercalation compounds, ewesamples with very dilute amount of
intercalates concentration [1]. The graphitg-Bystem does not forrstage-1compounds
[33], however, the halogen ICI does formtage-1compounds, (seeigure 20).

Charge transfer, which occurs in GICs, resultshim inodification of chemical or physical
properties of the intercalation compound and a$ skiese compounds are more electrically
conductive than graphite on its own.

The high conductivity of GICs has found applicates electromagnetic interference (EMI)
shielding [34] . Many of the GICs can be exfoliatggbn heating, thus providing a means of

graphene formation from graphite. Compressing édfedl graphite flakes without a binder
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leads to mechanical interlocking, hence forminglexilble and resilient sheet known as
flexible graphite. At present, the interest on &eSICs is for secondary batteries

applications [32].

Stage-1 Stage-2 Stage-3
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Figure 20 Rudorff model of staging in graphiteengalation compounds [35].

4.9.2 Br; Intercalated graphite

Bromine is known to form several transitional plsasdthin graphite which depend on
bromine concentration and temperature. Low-enelegtr®n diffraction (LEED) studies [36]

show for low coverage of 0.2 bromine atom monolagieroom temperature, five distinct
phases: a lattice gas, a liquid, a first and sesotid phase, followed by a multilayer or bulk

solid phase. The same study suggested bromine uhedebecome atomic sitting on the
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graphite layers. Heald and Stern [37], used ExtnHeay Absorption Fine Structure
(EXAFS) spectroscopy at room temperature and 1a9istady the Br-Br intramolecular
distances and Br-C nearest neighbour distanceg usiomine gas and CBras control
samples. They found that bromine molecules intatedl at coverages between 0.6 and 0.9
monolayers lie parallel to the basal plane, witheapansion of the Br-Br distance from
2.283A in the free molecule to 2.31A with a net rgeatransfer from the graphite of
0.16e/Bg molecule. The increment of 0.03A was explainedHgyrieed to accommodate the
lattice mismatch between the free bromine moleant#the 2.46A spacing between graphite
hexagons. Eeles and Turnbull [17] used X-ray difitm and electron microscopy to study
Br, intercalated graphite. They suggested that thexdatated Br at lower concentration is
composed of chains of Bmolecules in which the intermolecular distancesideatical to
that of solid bromine.

Graphite Raman spectra associated with iBtercalation shows a strong peak at 242*cm
[38] , assigned to the intercalated, Btretch mode. The frequency is downshifted from
320cni’ for gaseous Brand 295crit for solid molecular bromine [16]. Raman speatopsy
has proved to be indispensable for characteriziraghgte intercalated compounds, giving
detailed information regarding the layering typ&SiCs.

Using AIMPRO (DFT/LDA), a range of different bronginintercalated graphite structures
were optimised containing16Br; and GeBr, which are (stage-1) and (stage-2) compound
respectively, where Bmmolecules are intercalated between each layeygstaor alternate
layers (stage-2) of graphite. The molecules weseqd either perpendicular or parallel to the
graphite sheets, in a variety of different orieiotag and locations including aboue andf3-
carbon atom sites, and above hexagon centers.ridrgyeto separate isolated AA- and AB-
stacked graphites was calculated (given in secti@nabove) together with other different

configurations and concentrations of bromine irpbites.
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Figure 21.Optimized absorption geometry of Bmolecules on (a) stage-1 AA-graphite
(Ci1gBr2) and (b) stage-2 AABB-graphite {§Br.).

Unlike in graphene, Brin graphite is more stable parallel to the graphiayers after
geometry optimization, with Br atoms above hexagemters (sed-igure 21),in good
agreement with experiments [17,37]. The perperalidar, intercalated graphite structures
are much less stable (by typically 0.52 eV). Theults are summarized and compared with
experiments in Table 6. While the majority of agneat is excellent, there is an
inconsistency with the charge transfer measuremeinacted from Raman. However as the

authors themselves observed [19], there is a laotential error in this experimental value.
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(@)

Binding
C-C ) Br-Br Br-Br Charge
Energy/ | Br-C _ c-axis
) interlayer bond frequency | Transfer
Br2 distance (A)| A
distance (A) length (A) | (cm-1) (e)
(eV)
Stage 1
[AX]n
(C1gBry) +0.040 |3.51 6.45 9.80 2.30 287 -0.16
[AXBX]n
+0.059 3.47 286
(C36Bra) 6.62 9.98 2.33 -0.18
Stage 2
[AXABXB]n
(C72Bry) +0.040 | 3.46 6.47 9.82 2.30 274 -0.12
[AXB]n
(Cs6Br2) +0.054 |3.51 6.61 9.96 2.30 264 -0.17
[AXA]Nn
(Cs6Br2) +0.167 | 3.51 6.57 9.92 231 250 -0.15
(b)
Stage-1 Stage-2 Experiments
Cell used @sBro C7,Bry
Binding energy {Br2 (eV)} | +0.04 +0.04
C-C layer distance() 6.45 6.47 7.0 [33,38], 7.05 [35]
c axis @A) 9.80 9.82 10.7 [17]
Br-Br bondlength A) 2.30 2.30 2.34 [37-39]
Br-C distance4) 3.51 3.46 2.9 [39]
Br-Br frequency (crit) 287 274 242-258 [18,19]
Charge transfer {Br(e)} -0.10 -0.12 -0.16 [37]-0.34 [19]
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Table 6 (a) Calculated different stacking arrangemséor Bg, intercalated in graphite at low
coverage of Br concentration for (stage-1) and (stage-2) GICsl afp) Comparison of
calculated and experimental results for, Bntercalated graphite, where the C-C layer
distance refers to the layers separated by bronkimperimental values are from EXAFS
[39], Raman [18,19] and XRD [17,19,33,35]. Nokattat these low concentrations,, Br
intercalation isendothermic

Aside from other lowest energy structures, othetastable structures were obtained. While
their energies were all within 0.01-0.05 eV of tbeest energy structures quoted in Table
6b, they show significant variation in the,Bstretching frequency (250-286 &jnand also
slight variation in position and Br-Br bond Ieng(m31-2.332\). This then suggests that, at
room temperature, Biin graphite will be mobile and is consistent wiltle observation of a
broad and somewhat complicated Raman peak [18].

Our calculation for isolated Bwith the same charge state (-0.16) (see sectibnas. the
intercalated species gave the same Br-Br stretdheagiency. Thus, one could conclude that
in this case, the drop in Br-Br stretch frequensyampared to gas phase B wholly due

to charge transfer from the surrounding graphiteaddition, a calculation incorporating the
energetic double derivatives of the surroundingbear atoms was performed, but the
frequencies remained the same to within fcrehowing that the Brstretch mode is
decoupled from the surrounding carbon lattice cziest with the literature [2].

All possible layer stacking combinations fstage-1and stage-2Br, intercalated graphite
were explored. Whilst it is known that, unbromirthggraphite prefers to be AB-stacked, in
the presence of Brthis switches to AA-stacking, with bromine on easide. Thus
(indicating layers of bromine molecules by (X) stigives the most stable stage-1 phase to be
{[AX] n} and stage-2 phase to be {{AXABXRB] and presumably by extension {{[AXAB]
and [AXABABXBAB] »} for stage-3 and stage-4 respectively.

At these low densities, the binding energy for bremolecules intercalated in graphite is
endothermic (albeit very weakly so). This meang thare is an energetic cost associated
with separating the graphites planes (a cost pér area) and at low Br density or
concentration, the energetic cost involved with asefing the graphitic planes is not

sufficiently offset by the binding of the Bto the layers. Subtracting our calculated eneogy t
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separate graphite layers from the, Brtercalation energy gives energy for intercalataf
Br, into pre-separated stage-1 graphite of 0.581 eV/Biis implies that the minimum Br
concentration for exothermic intercalation in staggraphite will be GBr,. Indeed, a
fixed-Br calculation for a €Br, stage-1 high coverage structure gives Btercalation as
exothermic. Thus, Brwill aggregate in the same interlayer space amdildhbe considered
as a layer rather than as individual molecules.

This minimum required concentration suggestsisual diffusion behaviour during
intercalation, since classic Fick’s law diffusioasha continuous concentration gradient at the
diffusion front. However in the case of Brominke tminimum concentration required for
thermodynamic stability would indicate a much slovdgfusion process with an abrupt
diffusion front. This is consistent with the longntercalation times required
experimentally [40] , despite the high bromine irisyer mobility that had been calculated.
It also explains why, on out-gassing bromine, thatemal switches from stage-2 to a
compound of stage-n (n = 3,4, ...) rather than remgimt stage-2 with lower bromine
density per layer.

Figure 22a-c, and b-d shows, respectively, the electroardbstructures of pristine stage-1,
stage-2 graphites and stage-1 , stage-2, withcaigged Bs. Due to band folding the point,
where ther andzn* bonding and antibonding levels of graphite mestuss at thd" point.
Comparison of the two Brintercalated graphitic band structures (b-d) shtwas the Fermi
level is shifted to lie below the level crossingmipand a new filled flat band appears in the
vicinity of I' (~0.29 eV) then falls off at M (~ -0.1 eV), whics due to the Brstates in the
stage-1 graphite.

A similar trend is observed for the stage-2 graphihere there is a shift in the Fermi level
below the level crossing point, with a filled stateabout (0.45 eV) dt which does not fall
below the Fermi level at M unlike in the stage-hisTcould explain the instability in stage-1
compounds bromine compounds observed experiment@iys state also shows some
dispersion signifying weak coupling with the ungarg graphite. In other respects, the

graphite band structures are barely perturbed.
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In all cases, there is a down shift in the Fernaeleon introduction of Br showing charge

transfer from the graphite to the Bromine molecules

(©) (d)

Figure 22 Band structures for stage-1 AA-graphite 48F,) with (a) pure AA-graphite (b)
Br, doped AA-graphite and stage-2 AABB-graphite£,4) with (c) pure AABB-graphite
(d) Br, doped AABB-graphite. Dotted pink lines are guidetlie eye showing the bromine
states.

4.10 Br, doped Single-walled Carbon Nanotubes (SWCNTS)

The physical properties of single-walled carbonatabes (SWCNTSs) doped with bromine

show large differences with respect to the undopestine materials. Since SWCNTs are
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normally present in bundles, the long length ankhdgical geometry of the nanotube can
provide a way of confining the dopant within thenotube environments (see Figure 23).
The interstitial spaces within nanotube bundlesvige one-dimensional channels for the
incorporation of dopants and the adsorption of dépato this site should be constrained in
comparison to adsorption in a two-dimensional maltefherefore the electrical properties
of these doped nanotubes can change in unusualensaas the dopant is absorbed on the

surface and the interstitial spaces of the tubellasn

Figure 23SWCNTs bundle showing specific interstitial spaieBr intercalations (image
taken from Ref. [40])

lodine, which has the same valence electrons asibey is reported to form chains inside
SWCNTs by inducing a zipper-like effect as the @oncation of iodine changes [41].
Bromine doped nanotubes exhibit drastic changehrattonal and electronic properties but
their structure is not yet clear.

The Raman spectra for pristine SWCNTs contain sgverger print modes, notably the
tangential G mode seen at 1590 twhich are related to the;Egraphite mode, the D mode
at 1300 crit which is associated with disorder or other amogshstructures present in the
nanotubes, and the radial breathing modes (RBM#)arlow frequency regime (the values
the of RBMs depend on the diameter of the tube).

Raman modes of bromine doped nanotube shows a iseefpehaviour after doping and

removal of bromine. Evidently, a mode has been sean 240 cififor Br.-doped SWCNTs
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with excitation energy higher than 1.8 eV and veasdtively assigned to the breathing mode
of Br,-doping of nanotube bundles [42].

We next prepared brominated samples of SWCNTs aol Raman spectra with laser
energy of (514nm and 1064nm). The full Raman speattRT for pristine HiPco SWCNTs
sample in the solid state, liquid bromine and tfabrominated HiPco tubes together with

TEM image of the brominated tubes in the range @& are shown ifFigure 24.
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Figure 24 Our experimentdRaman spectra (a) pure SWCNTs, (b) liquid bromifo,
Br/'SWCNTSs respectively and TEM image of (d) Br/SW\bundles. (a) and (b) performed
with FT-Raman at 1064 nm, (c) by UV Raman at 514 nm
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No signal was observed for the brominated sampile the 1064 nm laser.

The strong signal at 308 ¢hin Figure 24b is due to the symmetrical Br-Br sthittg mode

of the liquid bromine solvent, in good agreementhwiterature value of 308 cm43]. As
earlier indicated, the RBM and the G-mode are lsathsitive to bromine doping but here
only the RBM region is investigated. For the pristtubes, Figure 24a, two frequency modes
are seen (190 and 285 ¢)nidentifying the diameter range as correspondingiPco tubes
(0.8-1.3nm). Both FT-Raman spectra exhibit a patk~80cm' (72 and 88 cim
respectively) corresponding to the notch filtetlo# spectrometer.

The spectrum taken at 514nm after bromination shatwer frequency modes in the RBM
region between (205-274 &h These can be ascribed to the bromine stretcterand other
different chirality tubes in resonance with theelag-or a given laser excitation energy, only
certain nanotubes will be in resonance, as a fonaif the spacing between their van Hove
singularities.

However detailed comparison is not possible for Baman spectra, since the same laser
energy was not used for both. Once the tubes becbarged, the tubes that are in resonance
change, indeed there is a shift in the whole Kaploa [44]. Indeed some treatments, such
as Fluorination, remove all RBMs [45]).

The 240 crit frequency mode seen in bromine intercalated gtapkialso present in the
case of bromine doped SWCNTs seen around the 234 fequency mode, signifying
bromine intercalates in-between the bundles ofube to give this frequency mode. We note
it is broader than the SWCNT RBMs, probably dutal variation in the Brenvironment.
Although the nanotubes used here were not purifieelmixing of bromine liquid with the
SWCNTs coupled with sonication resulted in the disgson of some of the impurities
present in the SWCNTs compared to the pristinesuhé this can not be seen because no
comparison picture but rather comparatively cleandte surfaces are seen (see Figure 24d).
Apart from this, no significant differences weresdetween the sonicated sample and the

dispersed tube indicating that the tubes wereistilundles.
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In order to investigate the effect of bromine dgpon SWNT frequency modes seen in the
Raman spectra, calculations were performed as letaarlier in the text. Firstly, the
molecular structure and the changes in RBMs folaied (5,5) SWCNTs before and after
Br, adsorption was investigated. Just like in all #teictures mentioned above, several
atomic models of the bromine on the isolated (S®CNT were optimised and the most
stable structure is given iRigure 25a with concentration ofsfBr,. Br, molecules were
oriented at radial, axial, circumferential and @sgicular to the nanotube axis. After atomic
relaxation the Br molecules oriented radially on the nanotube wertend to be the most
stable matching what we found for graphene abowsoceatom with a C-Br distance of 3.45
A. Thus we have found that the doping of the namesuwith bromine gave the same
orientation as in graphene with a characteristiange in bromine bond length, frequency
and radial breathing mode frequency of the tube {sble 7).

We next constructed models of (5,5) CNTs in hexagpacked bundles by reducing the size
of the unit cell to 13.2 A. We then addec; Bnd allowed all atoms to relax, as well as the
lattice parameter of the cell. The bundles expared0 % in the presence of Br

In this case, the most stable structure was wherBthmolecules were oriented parallel to
the nanotube axis, this time behaving the sameast@rcalated graphite.

The calculated stretching frequencies for the tgol&WCNTs/Br were (264, 272 cif) and

for SWCNTs/Bg bundles was 204, 237 &nThe range of values represent small local
variations in Br-Br bond length and agrees with biead peak and the lower frequency
agrees best suggesting most Br intercalated into bundles which is seen in Baman
experiments above. Similar Raman experiment for SM&C using a lasers betweeh £
619.9nm-563.5nm) have been reported as 239ati. The higher frequency modes
observed in the Raman spectra for the SWCNTSs,ianiéas in our model for graphene with
Br, molecules, which suggest similarity in moleculausture. Furthermore, for bundles of
SWCNTSs/Bs, a stretching frequency of 237¢ris seen, which is close to 242¢iftequency
associated with Brintercalated in graphite. Again, this gives a cleethe interlayer
arrangements in the bundles of the nanotube whercalated with the Brmolecules.
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It's clear from literature that, it is difficult tassign a particular frequency other than the one
seen near 230-245 ¢mwhich has been linked to bromine intercalatecblites and Br
between the nanotubes bundles, see Table 7. Thasstbe other associated frequencies
seen in the Raman measurements other than the aamessponding to the calculated
frequencies could come from other chiral tubesesonance with the energy of the laser

used.

(b)

@ \\‘
13.22

Figure 25 Optimised geometry of Babsorbed on (a) bundles and (b) isolated (5,5)
SWCNTs in a hexagonal lattice.
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Isolated SWNT SWNT Bundle

Br, orientation Perpendicular Parallel
Concentration GoBrg CsoBre
Binding Energy / Br (eV) 0.22 0.34
Br-Br stretch frequency (cm) 272, 264 204, 237
Br-Br bond length (A) 2.34 2.34
Inter tube spacing (A) 25.39 13.22
Charge transfer / Bi(e) -0.08 -0.09

Table 7. Calculated parameters for low density bnendoped with isolated and bundled

SWCNTSs. Stretch frequency range represents sneal l@riation in Br-Br bondlength.

Finally, the adsorption of the Bon the surface of the SWCNTSs results in similaergation

to graphene in which the perpendicular orientaisotihe most favoured. On the other hand if
the Bp is oriented parallel in-between the bundles oftth®e, then this becomes similar to
graphite, in which the parallel orientation is st favoured which subsequently gives

lower frequency modes (seen around 230-24%)cm

4.11 Br, doped double-walled nanotubes (DWCNTS)

Due to large computational time required to cal®utamodel for DWCNTS, we used instead
SWCNT calculation to predict what will be observethien DWCNTs are doped with
bromine.

Our calculated RBMs for isolated (5,5) SWCNTs withbromine molecule adsorption was
339 cmi(but could not find any literature value to comp#is value to as at the time of
writing this thesis), which is down-shifted to 2" after bromine adsorption.

Table 8, is a summary of results for the Ramanueegy of Bs intercalated carbon
nanomaterials with different laser energies takemmfref [11]. Souza Filho et al [46],

reported the Raman spectrum of, Bloped DWCNTs in which they showed, the Raman
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intensity of the most intense peaks decreases hftanmine doping. Similar studies by
Gustavo et al, found the Br-Br vibrational mode e 231 crit at RT for Br doped
DWCNTSs [10]. The radial breathing modes for the DMAG have their outermost wall
RBMs mode quenched as a consequence of bromineglopi

Based on our SWCNTs calculations, we can spectifgethe only way to see a lower
frequency mode at 242 ¢mwill be when the bromine is intercalated betwgenbundles of
the tubes, where we find a Br-Br frequency simtlarthat observed for Biintercalated
graphite at 242 cth The Raman frequency for Bdoped DWCNTSs has been reported in the
range of 232-222 cthusing different laser energy of excitations aB3ltd 2.41eV and 1.92
to 2.1 eV respectively [11]. Thus, it is evidémat depending on the energy of the laser used
different frequency could also be seen. Our calas give a stretching frequency for the
Br/SWCNTs bundles and Biintercalated in graphite respectively as 237 agé em’
which are consistent with the experimental Ramaasuement on Brdoped DWCNTSs.
Therefore, based on this, one could conclude tbaDWCNTSs doped By, lower frequency
similar to that of By/graphites or SWNTs/Bibundles are seen when the Bre intercalated
between the DWCNTSs bundles.

Laser Energy (eV) Raman Frequency (¢m
Brz(9) 2.4 323
Bry() 2.1 306
Bry(s) 2.0 300
Bry-Coo - 271
Br,-graphite 2.2 242
Bro-SWNT 2.0-2.2 239
Bro-DWNT 1.73-2.41 232
Br,-DWNT 1.92-2.1 222

Table 8 Variation of Raman frequency with laser energyisotated bromine molecules and
Br, doped carbon nanomaterials [11]. No laser enelg/ neported for BrCgo

Thus, it is reasonable to assume that the vibrakiomode for Br-Br exhibits low values when

charge transfer with carbon surface is higher @syreith section 4 at the start). Hence the
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variation in the frequency for the Bmolecules seen in the DWCNTs and SWCNTs when
the Br molecules are adsorbed on the surface and whencahted with each giving
different frequency.

Therefore calculation at low coverage of brominplaxs why different frequencies are seen
in our experimental Raman spectra, due to bromiserption within the intralayer bundles
or on the outermost layer which giving rise to eliéint frequency in the Raman spectra not
also ruling out the resonance effects of othergukih the laser. This also accounts for the
downshifting of the RBMs associated with brominatio

Just as for graphene, in the samples with isol&MMCNTs or very small bundles where
surface area is high, it would be interesting {oRITIR to look for a Br-Br stretch for the

perpendicular high-dipole species obBr

4.12 Polybromide Chain structures

There are multiple phases of the standard halidethe gas and liquid phase they consist of
diatomic molecules. The corresponding solid haloggid acceptor compounds §¢CBr, ,I2)
belong to the space group{3-Cmca, with two molecules in the primitive uniticelowever

as well as the diatomic species, halides are alflertn chain structures. The ability for these
halides to form chains decreases in the order k> EI [47]. The clusters of the heavier
halogens, Bromine and lodine, easily form largetefte and homoatomic aggregates
stabilized by charge delocalization, that of Cl &ldave hardly been reported, mainly due to
their high volatility and reactivity.

Polyiodide chains such as¥] Is, I7, up to bg®) which result by the interactions of I, and

I3 building units, were observed in extended polymetworks [48,49], with characteristic
vibrational features reflected in their Raman res@50]. Also, linear or bent chains of
polyiodide consisting of several atoms have beamh&gized [47] and are significant in
halogen doped organic systems, in which high teatpsx superconducting transitions in the

organic systems is associated with the lodine ch&ih|.
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Polybromide chains of (Bt Brs, Brs?, Brs , Brg® ) have been characterised in various
polymers and metal complexes [47,52-54], and isuggested that bromine undergoes
interactions whose nature and orientation are amib the more studied chains of
polyiodides.

Recent theoretical studies suggest that at higbecantration of bromine, bromine chains
could form inside SWCNTs, DWCNTSs, graphites anggemes [8]. Experimental studies by
Sung et al. [55] suggest that bromine forms chaifter encapsulation in SWCNTs with the
odd numbered bromide ions,sBmBrs becoming more stable than the Brolecule.

DFT calculations of halogen chains have been padr mainly on polyiodide chains [56]
with only three theoretical calculations reportedtie literature on polybromide chains,
which mainly focus on geometry optimizations ansbasated electron affinity.

In this thesis, the equilibrium geometry and vilmaal modes of different polybromide
chains were calculated using the detailed procedeseribed elsewhere in the thesis (in
which structural optimization and double derivasivealculations on By Bry" Brs', Bry, Brs’
polybromide anion and Binteracting with graphene sheet was considerad)atticular we
have studied the reaction kinetics of {Bchain formation on graphene sheets via reaction

barrier calculation.
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4.12.1 Polybromide Chains of Br , , Brs , Bry , Br,% and Brs

26A, (26A 2.5 A 2.6 A 25A
*M

(@) (b)
25A

ziﬁ/’ ‘\\\ 2.5A 2.6 A 2.6 A 25A

(©) d)

Figure 26. Our optimized geometry of some of thiglmomide chains bond lengths with; (a)
Brs (Dxh), (b) Brs (Dxh), (€) Bz (Cay), and (d) B&(D.n) in which the symmetry group of the
polybromide chains are given in parenthesis.

In Table 9, optimised structures of different broenianions, bond lengths and their
stretching modes were calculated and compared Vthature DFT calculation and
experimental Raman measurements, see also Figuiglt charge variation could explain
differences in observed modes, typically in crystéls described in section 4, bond length
and stretching frequencies, change dramatically witgain in charge on the bromine.
However in the polybromide chains the lower symsneteans that the charge state of each
atom need not be equal, and this results in diftdoend lengths and stretching frequencies.
Atomic Br and molecular Brhave been characterized well both experimentallg an
theoretically, hence, we use here as test systamsthe performance of theoretical
calculations on larger clusters of Br.

Calculation of Bf stretching frequency from the literature lie belewperiment; and this
current work gave a better match to experiment.tfie best of my knowledge, there is no
experimental data reported for,Bon bond length so we could not make any meaningful
comparison between the calculated bond length eliewy there was good match between
other DFT calculated bond lengths of (2.81, 2.86vh this work (2.83 A).
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. Brs Brs 2 Brs | Brs
i i O | O | % [(C)|0Om
Bond Lengths (A)
This work 2.29 2.83 2.55 2.55] 2.55, | 2.49] 2.45,
255, | 293 |259]| 263
2.63 2.93
Other Calc.| 2.31% [2.990, 2.964| 2.636, 2.745 [2.492
2.33F, |2.868,2.8F| 2.637 - 3.15% [2.756
2.30, 2.618a
2.37, 2.593
2.360
Experiment| 2.283 - 2.541-2.5541 - 2.43 2.43
2.98 2.87
Bromine Calc. stretching freq. Previous DFT Experimental
structures (This work) calculations Raman modes|
(cm™) (cm™) (cm)
Br, 326 313 32F, 317,318 [320, 325
Br, 152 118, 12F, 179 149-166
Bra (Duch) 93(bv), 218(as), 164(sy) 84%bv),176,178\(as)210',205",
,146,152(sy),81(bv), [201(as),
216(as),158(sy) 170',163',160'
(sy),140(sy),
208'(as)
Brs (Dun) 64, 69, 72, 94, 119, 164 (99,106,155.9,102, |
158.2§
Brs” 58, 130 70, 176 (74,1675,
(187,200Y
Brs (Cz) 16,80,81,84,90,144,174(26.2,74.4,76.4,82.5,8B.
21,227 5,122.8,133,192.8,218)
Brs (Dwn) 184, 242 (157, 245)

Table 9. Comparison of calculated properties ofrbne@ for stretching modes and bond
lengths with experimental Raman modes and other Btadies (bv= bending vibration,

as=asymmetric stretch, sy= symmetric strefd57]°[58], €[59], “[19], ©[60],

"[61]°162]" [63]," [64]," [65], " [47]," [66], ™ [67], " [68]}).

Br,®” is a metastable species resulting when two maéscof Bp dimerise with formation

energy per Br atom of (+0.42 eV) which is endottierrmaking Bg* unstable compared to
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the other polybromide structures such ag Br Brs. The charge sits primarily on the
terminal atoms, accounting for the increase in b@arjth we observed after geometry
optimization which then results in a longer bonagklh and lower stretching modes.
Experimental differences in frequency exist duethe cations used to stabilise the
polybromide ion, as seen in the Raman modes ineT@bl As a result, no inference can be
made between the calculated stretch modes to thRdman experiments, however, the bond
length calculated for B fits better to experiments than the other DFT dakinn methods,
which predicted longer bond lengths for,Br Other factors such as basis sets and the
number of k-points used could contribute to théedéhce between the calculated stretching
frequencies (58, 130 ¢ and that from other DFT calculations (70, 176 ¢rand also
difference may be if the stretching frequency ighhy anharmonic. Nonetheless, the error
margins between the two separate theoretical wamkscceptable.
Brs polybromide anion, has been seen in various geaakstructures with different levels
of symmetry because of the influence of solvergrattions and crystal fields. In this study,
the asymmetric structure (linear chain) was opaiisvith calculated bond lengths and
stretching modes compared with other similar datéhes structure, where available see table
above. Again, the calculated values are consistétht experimental and other theoretical
calculations. The calculated bond angle was 180ehwhagrees with the other calculation
methods together with the experimental bond anfyle7@.3°, reported by D.D.L Chung for
asymmetric By [68].

Brs, has two symmetry forms, i.e. 8C,,) and Bg (D.n) and are formed when Bibinds
to Brs with a binding energy of 0.11 eer Br. Below is the reaction describingsBICyy)
formation:

AH=-0.544e\
Bry + Bry =———

We find Bk (Cy,), to be 0.23 eV more stable than the other symnietm, Brs (Dy), which
is mostly reported in Raman spectra experimenty mo experimental confirmation for the

theoretically predicted stable form.
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Our calculation for By (C,,), agrees with similar calculations done by othererms of the
stability of this symmetry over the linear form,daour calculated bond angles of 128.4° and
173.3° closely match that of other DFT calculagi¢hl4.6° and 177.4967]. Again, the
lack of experimental data on this symmetry form esak difficult to draw any conclusions.
For Brs (D.n), we obtain the shorter bond length almost idahtto experiment with the
longer bond slightly underestimated. This is el in the calculated stretching frequencies
with the higher frequency mode matching almost #xa@&xperiment but the lower frequency
mode slightly overestimated, see Table 9.

Thus in conclusion, where comparable data is abks| it appears that we are able to
accurately model polybromide anions, generallyadpcing experiment better than previous
literature theoretical modelling results. We nexint our attention to their formation and

interaction with graphene.

4.12.2 Kinetic barrier for Br chain formation

Even though extensive progress has been made irddtermination of structures and
transitional phases in graphite-bromine at or abowem temperature with many
experimental and theoretical data, a lot remainddoanswered theoretically, concerning
what happens to graphite-bromine at high conceatrand low temperatures. The existence
of polybromides chains were reported experimentaylyD.D.L. Chung et al who proposed
the existence of chain of polybromides at liquidragen temperature in her work on
graphite-bromine intercalates [69].

M. Suzuki et al [70], carried out Raman vibratibapectroscopy for bromine chains at 77K
and reported frequencies as low as (110, 96, §536m"). The lowest temperature Raman
frequency measurement in the literature was cawigdat 15K, in which frequencies for
solid bromine were given as (55, 74, 86, 101'grby Cahil et al [16].

I am not aware of theoretical calculations confirgithese polybromides chain with carbon
at low temperatures. Therefore, the section of wosk is aimed at giving insight on these

complexes and unclear processes occurring durenfptimation of these structures.
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Optimised geometry (Figure 27) of bromine molecuaegraphene were obtained by placing

two molecules of bromine at a distance of 11.28arapn a graphene sheet, Table 10.

2Br,+C(graphene) =———— Br, +C(graphene)

AA2.64
I I I 2.3A b
1274 3.3A
GC-GC-GC-GC=00=00—00-T0-T0= -GG
+ (3 + (b)

Figure 27 Optimised geometries of 2Bon graphene (a), Bon graphene (b) and above is
the hypothetical reaction for the thermodynamiagfarmation.

Thermodynamically, a reaction in which two molesut# bromine sitting at a distance of
11.28A apart on graphene sheet and perpendiculaadh other, will gradually align into
chains of B polybromide ions with an increase in bond lengtt a decrease in vibrational
stretching mode as a result of charge transferkngtfically, this seems restricted, due to the
presence of a kinetic barrier.

While, the formation of chain structures is favdilea there is a barrier (activation energy)
for the two bromine molecules to stick togethefdmming this chain which we calculate to
be 0.35eV (33.77 kJ/mol). This is due to a longerge Coulombic repulsion of associated
holes in graphene beneath the,Bmd Coulombic repulsion between the Bremselves at
shorter distance.

This transformation, is exothermic, in which thehalpy of formation for the reaction was
calculated asAH = -0.28eV (-27.01 kJ/mol), see Figure 28.

We initially studied many polymerised Br structuiasgraphite, often when starting from

cells with too high Br density. All calculations Bf vibrational modes were consistent with
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the valued reported in Table 10, i.e. in the radde-190 crit. This stretch frequency

therefore seems to be characteristic sign of paligagon in the C-Br system. And the

doping effect due to chains appears to be straihgerthat of molecular Br

0.7

Energy barrier between Br, and 2Br,

Energy (eV)

02

01

0.0

E,=0.35eV

AH = 0.28eV

2Br,

Br,

Figure 28 Energy barrier curve for Bchain formation on graphene.

Calculated parameters £ graphene 2Bon graphene
Br-Br bond length (A) 2.53 2.33

Br-C distance (A) 3.52 2.70

C-Br-Br bond angle ( °) 70.3 180

Stretching frequency (cm 175 284

Charge transfer/Br (e) 0.3 0.2

Table 10: Calculated parameters for graphene interacting Biiftand 2Bg in the

formation of chain structures.

Thus to summarise, the formation of polybromideithidgs favourable but due to Coulombic

repulsion of associated holes in graphene, thignistically hindered. For the polybromide

chains longer bond lengths and low stretching feegy mode are observed.
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4.13 Summary

The adsorption of Brmolecules at low and high density has been exaimame graphite,
graphene, single wall carbon nanotubes and doulliedvnanotubes by ab initio DFT/LDA
calculations as implemented in the AIMPRO method.

In graphene, we find that bromine molecules aréepeatially oriented perpendicular to the
carbon planes. The molecules form a dipole witlongjrassociated charge transfer. The
molecule forms a Br+ Br pair making it infra-red active, and result inraadl band gap
opening in the graphene (86 meV). This is a namfof bromine molecule previously only
considered as an unstable intermediate to bromitieced carbon bond saturation. Whereas
in the parallel configuration, no dipole but symneatl charge transfer distribution between
the pair of atoms. Also the binding energies cal@d showed that, the parallel orientations
are (0.15 eV) less stable than the perpendiculenttions and since the difference in
binding energies between the perpendicular andllglarstructures is negligible, it is
proposed that at room temperature, these structangélsl be intermediate due to tumbling
motion.

In graphite, bromine molecules adopt a paralletr@ation to the sheets with an associated
charge transfer and this is in agreement with expartal data where available. Binding
energies for botistage-1(Br, /AA-graphite) andstage-2(Br, /AABB) were calculated to be
endothermic at low coverage due to binding enerfgthe Br/graphite not being able to
offset the interlayer separation energy for gragphithich was calculated as 36.74 meV/atom
for AB- and AA- being 12 meV/atom less stable. Batbromination, there is a preferential
stability for AA-stage-1 than AB-stage-1, even thbu experimentally no stage one
compound of bromine have been thought to exist.

Also, for the nanotubes, when bromine was ormterpendicular to the isolated tubes, it
gives similar arrangements as with graphene anchwhbundles they intercalate within the
bundles as with Brintercalated graphites lying parallel on the dgons and by similar
extension, the same phenomenon could be seen psrtiag for the double wall nanotubes.
At high Br, concentration, polybromide chain structures wik thermodynamically

favourable. But, the formation of these bromineircisructures is not spontaneous. There is
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an activation barrier calculated as -27.01KJ/mal kinetically such chain structures will not
be feasible. Thus, it could imply that, the Couldenbteraction between the bromine results
in repulsion between bromine molecules as a redulharge transfer from the neighbouring
graphene carbons to the bromine molecules.

For these systems, LDA seems to be sufficient aluitian of vdW energy term shouldn’t
gualitatively change our results, but possibly tegf our values for the binding energies
calculated. In any case, agreement between LDAegaland experimental data where
available is excellent.

Finally, bromine may provide way to reliably produdilayer graphene if used in

conjunction with secondary separator afterwards.
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Chapter 5

Pi-stacking vs. electrostatic interactions

The forces of importance in the interactions betwemolecules have long been
recognized [1,2]. However, it is only recently thia¢oretical and experimental methods have
been developed to directly measure the interachimoes between individual molecules
under experimental conditions. These specific adgons resulting from multiple weak,
non-covalent interactions are thought to be respts$or the complex nature that controls
our daily lives. For example, hydrogen bonding baen shown to be a critical feature in all
double helical structures of nucleic acids and Iblasis for genetic coding in all living
organisms [3]. Similarly, it is H-bonds and othepsamolecular interactions that ensure the
stability of the proteins.

This section will explore non-covalent interactiangch ast-n stacking, by the use of the
AIMPRO/LDA method described earlier to study théemctions between PPV/SWCNTS,
PPV/Graphene, PPV/PPV, and SWCNTs/Benzene in wai@enzene dimer is used as a

prototype fort-n interaction.

5.1 What is 1r-1r interaction?

The n-n interaction can be defined as non-covalent intemas involving sp-hybridized
hydrocarbons containing aromatic rings. The termafiesn generally used when unsaturated
hydrocarbons are involved in non-covalent intecangi[4].

These interactions are usually caused by intermtdemverlapping ofr -orbitals in -
conjugated systems, which becomes stronger byasitrg the number of aromatic rings. In
an aromatic system with less than three rings ristance, theoretical calculations suggest
that aromaticity contributes little to the stackifogces, and that the strength of these forces

which contributes to the stacking does not difigngicantly from theVan der Waalgorces
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also experienced by similarly-sized saturated moéscwhen stacked [5].Similarly, in larger
aromatic rings containing more conjugated ringsy stacking interactions appear to
dominate, due ta-orbitals-dependence, which contributes to the etisipn component of
the vdW force in equivalent saturated molecules.

As noted by Grimme [4]x-n stacking interactions are not unique, and non@mtal
interaction involving nonaromatic rings are ofteuitg favourable. For example, a recent
theoretical calculation by Bloom et al. [6] showsat the interaction energy between
sandwich complexes of cyclohexane with benzen.&l-kcal/mol, which is nearly 80 %
greater than that exhibited by the benzene sanddwuobr.

Other forms of non-covalent interactions are digtifole, hydrogen bonding, cations
anion-n and charge-transfer interactions.

Next we discuss an introduction to the concephiit-n stacking interaction from literature

as well as theoretical approaches used in desgrithase noncovalent interactions

5.2 Introduction

Interactions involvingn-t bonding species play a crucial role in the stibiland
conformations of DNA and proteins, crystal stackofgolymers containing aromatic rings
and the recognition of molecular species (selffasdg [7—9]. These have also been known
to play a major role in the stabilization of hosiegs complexes and in the interactions of
certain drugs to DNA [10].

However, the nature and variety in the structurd emmposition of aromatic compounds
coupled with the lack of a thorough understandihg-a interactions, makes it difficult to
investigate their interactions. These difficultiesme from the treatment of the electron
correlation, dispersion, polarization and solvation a manner that is appropriate to the
context of the applications and within the confirdfsavailable computer resources [11].
Experimental methods such as NMR have been usstlidy the nature af-n interactions,
giving partial information about their energeticdassubstituent effects. However, the
interpretation of these experimental results is mem as solvation effects and secondary

interactions complicate the situation [10].
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In the light of this, quantum mechanical studiesdmee pre-eminent in the study of
interactions involvingr-n bonding. Higher order wave function methods sucboaple-
cluster theory through the use of perturbative lagp CCSD(T), with large basis
sets [10,12,13], are known to reach a good levelcotiracy, but, the computational cost is
too demanding: time scales to abdd{ N /), whereN is the number of atoms in the system.
Less expensive methods such as Mgller-Plesset rpation (MP2) can also become
expensive when a large basis function is taken wouosideration. Also, they lead to
overestimation of the electron correlation effedisat are inherent in puretr-n
interactions [11]. These then also leave probleongHe theoretical understanding of larger
systems containing-n stacking interactions, which are still not fullyhderstood [4,6].
Nonetheless, current theoretical chemistry liteaguggests that, the high level of electronic
structure theory approach used by Sinnokrot efi4l pnd Tsuzuki et al [12] gives an
accurate model af-stacking interaction. However the computationataoean it cannot be
applied to many of the large systems we are corisgléhere, such as PPV-nanotube
interactions. Therefore a simpler and computatignass demanding approach is needed.
The only theoretical means for understanding lagessystems is through the use of density
functional technique which scales much less cilficaith basis set size than the advanced
wave functional methods.

For this reason we benchmark here the DFT/LDA aggtoagainst these more complex
techniques. Our approach is pragmatic, more akimumerical experimentation: The
guestion we are posing is, to what extent can simgkchange-correlation description such

as LDA successfully reproduaer interaction for extremely larger systems?

5.3 Computational Methods

We performed density functional calculations usihg local density approximation with a
2x2x1 k-point grid for graphene, 1x1x4 k-point gitd benzene and a 1x1x2 k-point grid for
the nanotubes. Localized Gaussian basis sets VtliuBctions per carbon and 16 per

hydrogen were used, with Hartwigsen, GeodeckertHitter relativistic pseudopotentials. A
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Fermi temperature smearing for the electron pojmriadf kT=0.04eV was incorporated to
improve the convergence. Two carbon basis sets used — either 22 or 38 independent
Gaussian basis functions. The PPV-SWCNTs energees valculated with 22 functions per
carbon in our earlier calculations, the band stmes were studied with 38 and all other
calculations with 38 basis functions. The effecba$is set size is discussed later.
Hexagonal supercells were used containing nanstubith lengths in the range 24.29-
25.41A (160-400 atoms), to which we added the PR&nc(GoHig). The graphene was
modeled using an 8 x 8 graphene supercellg(CA large vacuum spacing was used in each
case (at least 13.5A between tubes) to ensureteesystem interaction. Isolated tubes and
graphene were fully relaxed and then held fixedeothe PPV or benzene was added. The
PPV and benzene were then fully geometrically otih Binding energies are calculated
in comparison to the isolated separate componeatsor a PPV-nanotub&g = Ecnt- ppv -
Ecnt - Eppy.  Inter-PPV interaction was calculated with two PERains in a large hexagonal
supercell with full atomic relaxation of both chsin

Single point energies were obtained for the benziémer in three different configurations
(T-shaped, parallel-displaced and parallel-stack®ad)nitially optimizing the equilibrium
geometry of a single benzene molecule and theremsdically varying the distance between
the center of mass of the two benzene monomerofg@rby R in Figure 29) while the
monomer geometries were kept rigid.

Contour map plots were obtained by applying diffasconstraints to the molecules, varying
and then fixing their directions in the xy pland bilowing their z height in the direction to
vary freely during an optimization. The constraimere applied to carbon atoms (7, 8, 15, &
16) of vinylene bonds on the PPV chains in the atyd on all atoms in benzene in the xy
directions which are interacting with substrate®/(8I'S, Graphene, Benzene and PPV). All
other atoms in the PPV molecule were allowed telyreelax in X, y and z directions. These

substrates were kept frozen during the relaxatroogss.



5.4 Benchmarking- benzene-benzene interaction

The benzene dimer has been widely studied as atppet for understanding noncovalent
bonding ofr-n interactions, both theoretically [10,12,14—-22] axgerimentally [23-28].
Theoretical and experimental studies suggest twonnai on the potential energy surface for
the benzene dimer; (i) parallel-displaced (PD), Tishaped (T) configurations, which are
usually observed in crystal structures of simptavaatic compounds with the T-shaped being
the dominant [29,30] and the highest energy treomst structure (iii) parallel-stacked (PS)
(see Figure 29).

Although the benzene dimer can adopt a wider rangéferent relative configurations, only
the three prototype structures mentioned abovecdtieal in the understanding af-n

interactions.

The first theoretical studies on the benzene dioséng high levels of electronic structure
theory such as CCSD(T) with corrections for bagis effects used for giving insights on
prototypes systems was done by Sinnokrot el a].dhd Tsuzuki with co-workers [12]. This
study was very instrumental in revealing mistakeslenearlier, by wrongly assuming that
the (T-) shaped dimer was more stable energetiti@diythe (PD) orientation. Rather, the two
configurations were found to be nearly isoenergetic

The small binding energy for the benzene gas-ptimser (~2-3 kcal mét) and the depth of
its potential energy surface makes is highly cingileg both experimentally and
theoretically. The dimer is stable at low tempematand low pressure and is prepared in
supersonic jet expansions into the vacuum. Dukdaizes and shapes of the various clusters
produced, it is relevant to use detection techrsgihat are very sensitive to their masses.
This then makes it difficult experimentally for thedescription. Also, the diverse
experimental methods employed have often resuliedontroversies in results and only
matches if there are at least two separate lowggneotential minima or if the system is
highly continuous with low barriers [14]. Work dmeam electric resonance studies by
Klemperer et al [25,31], on the gas-phase dimeegaidence for ar-shapeconfiguration

with C,, symmetry. Studies by Arunan and Gustowsky [32] as-ghase benzene dimer
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using microwave spectroscopy reported the separdigiance for th&-shapeconfiguration
as 4.96 A. Also, an extensive study on benzene rdand isotopomers by applying mass
selective, ionization-detected stimulated Ramartspgcopy (IDSRS) was made by Henson
el al [33]. Their results showed that the T-sham®metry for the benzene dimer is
dominant.

The existence of other configurations such asptallel displacedand parallel-stacked
was not ruled out since the method used was omlgithee to dipole moments of molecules
and these two configuration have no dipole momemtdact, hole-burning spectroscopy
suggested the existence of more than one isomiiiedienzene dimer [34]. Further studies
on the intermolecular vibrations of the benzeneadilny Felker and co-workers [35,36], is
consistent with a dimer which is composed of a moeerothat was not related by a symmetry
element as is the case for theshapedgeometry. The existence péarallel-displacedwith
Con symmetry was supported by optical absorption spsctipy measurements by Bernstein
et al [37].

R R

(i) (ii)

Figure 29. Our calculated benzene dimer in vargaametries including (parallel-stacked
(PS), (i) T-shapedT) and (iii) parallel-displacedPD). HereR; is the distance of separation
(center-center) ani, is the displacement from the center. Dashed-reticaéarrow

indicates center-center separation and horizoatabrrow displacement from the center
position.



Using the experimental dissociation energy of thresiand the ionization potentials of the
benzene dimer and monomer, Grover et al. [38],Kmadse et al. [39], gave the values of 2.4
+ 0.4 and 1.6 + 0.2 kcal mbrespectively as the binding energy of the dimer.

Accurate ab initio calculations of the benzene dinmecessitate both the use of an extensive
basis set with diffuse functions and high levelsdghamic correlation in order to predict
binding energies on the potential energy curvexivare comparable to CCSD (T) level of

theory, which then can be used for calibrating othethods and for modelingn systems.

What effects are involved instacking then? Figure 30, comes from an email &xgé | had
with Professor Stefan Grimme. It shows that whenlienzene dimer is parallel AA-stacked
(R=0), the main contribution to the total energyhs positive exchange repulsion at shorter
distances which is primarily offset by the dispersinteraction, giving a net total attraction
energy of around -2.1 kcal/mol. The electrostatfeats and inductive effects are relatively
small, and constant with displacement as the topzdiee is laterally displaced away from
“AA” structure to the equilibrium “AB” structure (R3.2 Bohr), the exchange repulsion
drops significantly with some cost in reduced bingddispersion; however the net effect is to
reduce the total energy.

According to Grimme [4], the dispersion componeeatnt is composed of two main
components; an orbital-dependent part responstslehe n-stacking effects KSE which
dominates at short intermolecular distances andnaonbital dependent part which actually

weakly counters thBSEand mainly dominates at larger intermolecularagises.
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Figure 30. Energy decomposition analysis (EDA) li@nzene dimer indicates the lateral
displacement of the top benzene ring, so R= 0,esponds to “AA” parallel structure
(Courtesy of Prof. Dr. Stefan Grimme [Private Conmisation, 2011]).

We calculated these structures using AIMPRO withg#ttings described earlier.

A large basis set per atom was used in order tanmse basis set superposition errors
(BSSE) for the calculation of the single point gyies. The absence of dispersion corrections
could modify our results slightly.

So how do we do with LDA? In Figure 31, our caltethsingle point energies for the three
different configurations of the benzene dimer avmpared with a Lennard-Jones (LJ) best
fit potential energy curve. It can be seen frong(iFe 31a) that for the T-shape dimer the LJ
fit passes through the minimum of the LDA resuftkis is due to the presence of dipole
moments in this dimer, whose interaction our metisodble to describe very well. As one
moves away from the minimum the long-range effattsh as dispersion forces dominate
which we are unable to capture. For the other dmer PD has only very weak dipole and
PS none at all (Figure 31 (b & c)) and as a tebeke is poor match to the LJ curve in the
region around the minimum and at long range whglpurely attributed to dispersion

interactions.
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Figure 31. Potential energy curves for (a) edgdame (T-shaped), (b) parallel displaced
(PD) and (c) parallel-stacked (PS) with Lennarde3o(LJ) potential fit. Dashed blue lines

are (LJ) and red crosses are data points from d¢tif/IIDA system for the single point
energy calculated.

Our approach does not include dispersive forceshwallow an asymptotic behaviour.

The incorporation of correlation corrections intd-DLDA is necessary for describing
weaker attractive forces which will directly affettte magnitude of the interaction energy.
For system involvinge-n interactions, the electrostatic interaction caistthe geometry of
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thesen-n systems together with orbital-dependent dispersiod not the classical (atom
pairwise) dispersion or vdW, but this vdW interao8 will only act to add to the net

interaction energy [4,30]. Structurally correct ljutantitatively energies will need shifting.

This justifies our approach to base our study ofi/DBA.

Method T-shaped Parallel displaced | Parallel stacked
(PD) (PS)

This work -4.250 -3.371 -2.501

CCSD(T) -2.492 -2.513 -1.564

DF-LMP2 -3.503 -4.427 -3.147

DF-SCF-LMP2 -2.436 -2.604 -1.833

MP2 -3.516 -4.324 -3.222

Table 11. Interaction energies (kcal fplfor different configuration of benzene dimer
compare with this Work and other methods taken fReh[16].

Method T-shaped Parallel displaced Parallel stacked
This work 4.89 3.52 3.71
CCSD(T) [14] 5.00 3.60 3.90
DF-LMP2 [16] 4.89 3.70 3.72
DF-SCF-LMP2 [16] | 5.04 3.54 3.89
MP2 [14] 4.90 3.40 3.70

Table 12. Interatomic distance; B (see Figure 29)) for this work compared with eth
methods taken from Refs [14,16].

Tables (11 & 12) give the binding energies for sungle point energies benzene dimer and
the minimum lattice separations in comparison toepthighly correlated methods. Our
method compares favorably with other methods sschB@2 and DF-LMP2 in the absence

of correlation corrections which are known to beésiscribe non-covalent interactions.
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Nonetheless, to capture dispersion interactionghvare instrumental in the binding of these
dimers, one still needs a correlated descriptionthaf electrons. Our binding energies
estimated for the different dimer configurationkhaugh slightly overestimated (which is
intrinsic in DFT/LDA) by comparing to the most higtefficient correlation method to date,
CCSD (T), is still within reasonable range. Thiscakignifies how correlation corrected
functional will influence our calculated bindingexgies, should it be incorporated in our
methods. But, our interlayer separations are irdgagreement with the other methods.
Figure 32, is a comparison of the potential energges for the different benzene dimer
configurations obtained in this thesis using AIMPR©Odeling package, with that taken from
refs [16,40] is given. From Figure 32(a, c) we sae our approach does better than the other
dispersion corrected wave function methods sucM@2 and DF-LMP2 in describing the
minimum interactions energy and the distance oassn for (PS and PD configuration) by
taking the CCSD(T) value as the standard referenethod. Similarly, for the T-shaped
dimer our method gave rather higher binding enagygompared to the other methods near
the equilibrium distance (see Figure 32b) and ithiattributed to LDA, which is known to
overestimate binding energies. Figure 32d showsdheon why the GGA approach is not
good for treating systems of this nature sinceogsdnot predict any binding. Addition of
vdW to the GGA will improve the binding considergbT his is not the case for our LDA
approach which gives attractive binding for thefediént benzene dimer configurations
together with other correlated methods and soneenptgives much closer binding energies
with reference to the CCSD (T) method.
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Figure 32. Comparison of the potential energy esrfor (a) parallel-stacked, (b) T-shaped,
(c) parallel-displaced benzene dimers betweenwbik (AIMPRO) with that of CCSD(T),
MP2, DF-LMP2, DF-SCF-LMP2 results of Grant et a&]Band (d) compares the results of
CCSD(T), MP2, vdW-DF with that of GGAs both revPREd PW91 taken from work of
Dion et al. [40]

LDA is also known to perform much better in inteiaes with systems involvingp’-like
materials, such as graphite [41,42]. Theoretiaadliss by Tournus et al. [43], showed that,
LDA is able to describe the interactions betweenzbae and carbon nanotube better than

GGA, which is also governed by non-covalent stacking interactions.
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We have shown here that although the dispersiceraation is lacking in DFT/LDA, the
method is nonetheless able to predict with readenaiecision the interlayer interactions of
benzene dimer (also the relative stability of teemers) and slightly overestimates the
binding interactions as compared to the CCSD(T)iclwhs used as a standard for the
benzene dimers. But, as stated earlier in thisgheach higher correlated methods carry a
large computational cost and when larger systemdaing considered, the only way is to
use DFT/LDA. In our test system for the benzeneedgnas shown by our potential energy
curves, we have shown it to be a reliable and sprantitatively accurate tool for studying
such systems.

Based on the good agreement we found in calcglatie potential energy curves for
benzene dimers using AIMPRO/LDA with other cortettmethods, we feel justified using
it in the later chapters for the study of othertsyss involvingn-n stacking such as
graphene, single-walled carbon nanotubes (SWCNTgracting with PPV (poly-

paraphenylene-vinylene) and benzene molecules.

5.5 Surface Contour Maps

5.5.1 Benzene-benzene interaction

The majority of studies of benzene-benzene intemactocus on a few high symmetry
configurations. The relative speed of our technsgakows us to explore in more detail the
potential energy surface for benzene-benzene titera

We plotted the energy for two benzene rings as raction of their center-to-center
displacement in a grid point of xy plane with timeerplanar separation z allowed to vary
freely whilst fixing the movement of the dimer imetxy directions.

Figure 33 (a,b), is a contour map showing the laadtmost stable benzene dimer. The plot
confirms that the most stable configuration is Thehaped dimer. The PS dimer in the red
regions of the map is unfavoured as a result-efectron repulsions (competition between
Pauli exchange repulsion and electrostatic effiactise dimer). As the stacking arrangements

become offset, this leads to other transition statectures with much lower repulsive energy
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than the initial structures until one eventuallgclees the stable form which is the parallel-
displaced (PS) dimer (0.15 eV more stable thanisetated benzene molecules), in which
the electrostatic effects are minimized as a reguitffset in the dimer planes. Filled orbitals
then overlap, at the same time leading to the maation of the Pauli exchange repulsion,
(shown in Figure 33a) with the most favorable comiation in the blue regions of the map.
For the edge-on-face (T-shaped dimer), there s&r@ng dipole attraction between the
hydrogen atom of one monomer pointing to the ceoftenother monomer which constitutes
ao-  interaction, in a system 0.2 eV more stable tham isolated benzene molecules (see
Figure 33b) with most favoured dimer in the blugioe of the map. As the two monomer
positions are changed i.e. from the blue regiontheéxmap with respect to the xy planes,
other structures with lower binding energies amnsghe other colours in the map) until an
unfavourable state is reached (colour red in thp, fggure 33b). At this state, it is seen that,
the dimers are totally displaced from the initi@vdurable position, and the benzene
molecules are no longer interacting due to thesitaglice apart.
The contour plot for the different positions of thieners and their binding are consistent with

the notion that-n repulsion increases as the aromatic pair aredazach other.
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Figure 33. Contour plot showing binding energie$) (eetween two benzene dimers as a
function of their centre-centre offset in a gridrs of xy plane (A); with the interplanar
separation, z, allowed to vary freely without coastts. The xy plane lies in thr plane of the
lower benzene molecule. With (a) for the paraltatked (PS) and (b) edge-on face (T-
shaped) geometry. The geometries for the highesiirg energy state, favourable state (blue
region) and that of the lowest unfavourable (regiae) are also indicated.

5.5.2 Benzene-graphene interactions

We next examined the binding between graphene andelme. We placed benzene over a
large unit cell made up of 128 atoms of graphend, shifted the benzene laterally in thxe (
& y) directions. At each point the graphene was hgkbifand all benzene atoms fixed in the
x & y directions, but allowed to move freely in thealirection.

Figure 34(a,b) is the resultant contour plot map dmaphene interacting with a benzene
molecule. The interaction shows a similar molecu@eangement as that of the benzene
dimer outlined above. For the T-shaped orientatiba, most favourable geometry is when
the benzene molecule is positioned at the centie griaphene hexagon, which results in a
higher binding for this conformation, that is 0.YOmore stable (blue region) than the other
conformation (red region) shown in Figure 34a. kalthe benzene-benzene stacking case,

this time the parallel configuration is more stathian the T-shaped geometry.
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When the benzene molecules are parallel stacked gmaphene sheet, the most stable
orientation is when the parallel stacking switcteea PD conformation (in which the centre
of the aromatic ring is positioned on top of a drape carbon similar to graphite AB
stacking), which is 0.10 eV more stable than the deSfiguration (equivalent to AA
stacking) see Figure 34b. The benzene is physidoonegraphene, producing a parallel
geometry in which we find the adsorbate to be pwsid 3.27A above the surface in good
agreement with 3.24 A value reported by Rocheforalg44] using LDA. This distance
between graphene and benzene is smaller compatbé foterlayer distance of 3.71 A we
obtained for parallel stacked benzene dimer, andlase to the interlayer spacing for
hexagonal AB-graphite of 3.35 A.

Adsorption of benzene on graphite reported in iieedture gives binding energy values for
the two most stable adsorption sites (PS and Rin) §.229 to 0.350 eV with LDA [43], and
the experimental value is 0.45 eV [45] which arelose agreement with our binding energy
of 0.38 eV.

Parallel stacking of benzene with graphene is nmohe stable than perpendicular, unlike
benzene-benzene interaction in which the perpelaticgs more stable. These differences
may arise as in the graphene-benzene interactien,parallel stacked geometry which
maximizes the effect of-n stacking interaction whilst in the latter, thisnet the case. In
addition all the carbon atoms in graphene are akutrducing the dipolar interactions in the
perpendicular configuration as compared to benbemzene interactions.

This work also agrees with theoretical studies dgaCet al. [46], on the adsorption of
benzene and ovalene lying parallel to hydrogeniteatad graphene sheet. They found that,
both the ovalene and the benzene preferred thetédkiag, which is the global minimum

but not the AA-stacking which is a global maximum.
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Figure 34. Contour plot showing binding energieg) (mteractions between graphene and
benzene molecule as a function of their centrereaftset in a grid of xy plane (A); with the
interplanar separation, z, allowed to vary freelyhaut constrains; (a) edge-on face (T-
shaped) and (b) for the parallel-stacked (PS). gdwmmetries for the highest binding energy
state, favourable state (colour blue) and thaheflowest unfavourable (colour red) are also
indicated.

5.5.3 Benzene-SWNT Interactions

Aromatic compounds are known to interact with grepland also with the graphitic
sidewalls of carbon nanotubes [47]. This interactimes not disturb the aromatic systems
conjugation of the network and is therefore ideal &pplications such as electronic and
others where noncovalent functionalisation is ndeddéowever the presence of aromatic
molecules on the sidewall of a CNT could modify ithéransport and electronic
properties [48].
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Benzene molecule adsorption on armchair [(4,48)[&nd zigzag [(7,0), (13,0)] CNTs were
computed with the benzene molecule either perpataticabove the hexagon hole of
SWCNTSs, above a carbon atom of SWCNT, or parathtied (with the centre of the
benzene molecules just above an atom of CNT) Kegee 35). In Table 13, for each tube,

the binding energies after geometry relaxation @epared with benzene oriented on

graphene in parallel stack and perpendicular catent.

o

Figure 35. Optimised geometry of benzene on (6\MWCS8ITs with (a) top view, (b) side
view for perpendicular benzene on SWCNTs and ¢(p view, (d) side view for
benzene/SWCNT in parallel-stacked conformation.
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Tube Diameter | Stacking Perpendicular Perpendicular
(n,m) (A) Binding energy | (hexagon centers) (on carbon)
(eV) Binding (eV) Binding (eV)

4,4) 5.43 0.19 0.16 0.14

(6,6) 8.14 0.25 0.13 0.13

(7,0) 5.48 0.18 0.11 0.12

(13,0) 10.18 0.26 0.10 0.10
Graphene - 0.38 0.19 0.15

Table 13 .Binding energy for different orientatiohbenzene molecule on various nanotubes
with different diameters in comparison with benzenented on graphene sheet.

In all the conformations studied the most favowrabl the PD (on-top conformation) with
higher binding energies as compared to the perpeladi orientation more than 0.15 eV
higher in the case of larger diameter tubes. Thithe same conformation as benzene on
graphene with the latter having a higher bindingrgyn than benzene on CNTs. Table 13 can
be summarized as follows; (i) binding is weakestrt@llest tubes, (ii) binding increases with
diameter (iii) even on large tubes is less tharplyggae. This implies that curvature is
important for conjugation (decreases it) so on buliaimeter tubesg stacking is damaged
and lastly (iv) benzene perpendicular above theapex hole of SWCNTS or when one
hydrogen atom of the benzene is placed directlyalaocarbon atom of the SWNTS, there is
no any significant difference observed in bindirevieen the two conformations, but there
seems to be a preference for the metallic tub#sisrconformation as compared to the semi-
conducting tubes. This may be because charge img#tallic tubes can redistribute more
easily to interact with th&" on the hydrogen.

Our theoretical findings are in agreement with theoretical calculation of benzene on
different nanotubes by Tournus et al. [43], whonfduhe parallel stacked conformation

coming out as the most favourable with increasiagneter of the nanotubes.
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5.6 Poly Para-Phenylene Vinylene (PPV) Polymer

This is an attractive polymer for the theoretidaldy of properties of conjugated polymers,
because it takes the form of relatively simple goag-dimensional molecules arranged in a
3D crystal structure. These arrangements therefoeke it possible to study the
conformational and electronic characteristics othbiive isolated and crystal chains of the
PPV polymers.

PPV has aromatic groups in its chain length whiekes it stiffer and mainly responsible for
most of the noncovalent interactions of these pelanThe physical properties of polymeric
materials are also governed by polymer-polymerraagons. This can be dominated by
dipole-dipole interactions, exchange repulsion wimac constituents, steric repulsion and
hydrogen bonding mechanisms. This behavior in tinééractions is mostly associated to the
local or non-local electrons of the polymers.

Although there have been a few theoretical studrethese types of polymers [49-51], the
main underlying mechanisms for understanding theraction in these polymers is often
lacking, due to the use of simple computationalhmégues such as basic force field
approaches and empirical molecular mechanics wdachot take into account the electronic
description of these conjugated polymers.

Hence, a lot of these interactions can be undeisbyoquantum mechanical modeling to

calculate their effects, thereby giving the origimd nature of these interactions.

5.6.1 Isolated PPV (3-Phenyl repeat monomer unit)

The isolated PPV chain studied in this work is mapef a3-phenyl repeat monomer

We study two different configurations made up @it fand bent configurations shown in
Figure 36. After the atomic relaxation, we find th&t conformation to be 0.30 eV more
stable than the meta-stable bent conformation. iBhis agreement with theoretical studies
by Zheng et al. [50], where they found the isolateshomer unit to be planar or flat and the
most stable. We also find a very small torsionalarof 8° slightly stabilizes the molecule
further. Indeed, experimental diffraction studi®®,p3] suggest a torsion angle of

approximately 5° per PPV monomer within the plathes increases with temperature.
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In general for PPV two competing mechanisms carsden to occur; (1) for extendesd
conjugation to occur the PPV chain must be plamat @) steric hindrance occurring
between the benzenoid ring and the vinyl linkagk wisome respect favour a non-planar
conformation, which might also come with an enaogedst (which we calculated to be 0.12
eV) see Figure 36b.

Figure 36. Optimized geometries for 3-phenyl repeanomer units of PPV with ((a)
front view for flat geometry, (b) side view of tlsable planar configuration and ((c)-side
view, (d)-front view) of a meta-stable bent configtion.(0.30 eV less stable than (b) which
is the most stable, with a slight torsional twisbur calculations of 8° per PPV monomer.

5.6.2 Electronic Structure of Isolated PPV Chains

Since there are eight carbon atoms in a PPV repetcell but only one electron per carbon
atom can take part in conjugated bonding, and because each energy tareltake a
maximum of two electrons, this implies that onlyrfa valence states, with lowest energy
are filled and that fout* conduction band states will be empty per unit.CEhis means the
benzene ring contributes threelectron pairs and the remainingelectron pair comes from
the vinylene bond, (see Figure 37 for the bandcgire of PPV molecules).
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The LDA band gap for the two configurations wascuakdted: that of the planar PPV is
2.17eV, and the bent PPV is 2.13eV with the expenitad band gap given as 2.5eV [54]. In
the bent configuration the energy levels are aftesth up by about 0.9eV with respect to the
energy level of the flat configuration. A previaireoretical calculation of the band gap for a
PPV oligomer chain was found as 1.3 eV [50]. The lmand gap value obtained by this
group could be due to their use of an infinite ohiai their calculation that would give a

lower gap. Our short chain introduces confinemdfgces which can open the gap wider.

Compared to the other theoretical value, our catedl value for the band gap matches
closely to the experimental value of 2.5 eV.

O ) Flat Bent

Figure 37. Energy levels for molecular (3-phenyhichunit) PPV, in (left) the stable flat
configuration, and (right) a meta-stable bent qgquniation. In both cases the gap remains

around 2.15eV, but once bent the levels are shiftedards in energy. [Black squares
indicate filled states and white squares emptysiat
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Figure 38. Square of the wavefunction isosurfacgsHOMO (a), LUMO (b) for planar
isolated PPV chain and HOMO (c), LUMO (d) for besdlated PPV chain.

(b)

(d)

In Figure 38, the wavefunction plot for the chardensity isosurfaces for the highest
occupied molecular orbital (HOMO) and lowest ungmed molecular orbital (LUMO) are
shown for both the planar and bent meta-stablatsdlPPV chains. For the planar PPV, the
HOMO state (Figure 38 (a)) is delocalized with msitsites on the vinylene linkages, but in
the LUMO state (Figure 38 (b)) there is no statdlenvinylene bond but on the single C-C
bond between the benzenoid ring and that of thgleme carbon because it's an anti-
bonding orbital.

A similar effect was seen in the bent meta-stabidated PPV for HOMO state (Figure 38
(c)) and (Figure 38 (b)) LUMO. However the increaseric repulsion between neighbouring
atoms as a result of bending the PPV chain coupidid the shortening of double bonds
induced by bending could account for the shiftimighe energy levels of 0.9 eV which we
calculated compare to the planar conformation Esgere 37) .

Having established that the planar PPV isolateéhdsahe most stable form, we then moved
on to study the effects of stacking two planar PRWsparallel-stacked and T-shaped
geometry and also the interaction of this polymehgraphene sheets and different diameter

nanotubes, as described below.
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5.6.3 PPV-PPV Interactions

PPV is known to have the T-shaped structure asoitd crystal structure (herringbone) [52],
shown in Figure 39.

The interactions between two PPVs (3-phenyl repsat) in AA-stacked and T-shape
configurations were studied by varying their pasis on a grid of points (xy plane) to
determine the most stable conformation at eachigunation (see Figure 40k a similar
way to our previous treatment of benzene. One efRRV chain was frozen whilst in the
other PPV chain two atoms at the far end of eankl\inkage were constrained in the xy
directions but allowed to optimize freely in thelizection. All the other atoms in th&*PPV

chain were allowed to move freely.

YI,

Figure 39 Herringbone crystal structure of PPV he &k and y directions, (taken from
reference [50]) Wheré=52°
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Figure 40. Contour plot showing binding energie¥)(enteractions between two PPV
molecules as a function of their centre-centreedfia a grid of xy plane (A); with the
interplanar separation, z, allowed to vary freelyhaut constraints; (a) edge-on face (T-
shaped) and (b) for the parallel-stacked (PS). gdwmmetries for the highest binding energy
state, favourable state (colour blue) and thaheflbwest unfavourable (colour red) are also
indicated.

Figure 40 shows that the PPV stacked in a T-shadeP&- configuration are the ones that
result in energy minimum structures similar to tbétthe benzene-benzene and benzene-
graphene previously discussed. As for the benzenedme, the energy of the T-shaped and
PS structures are very similar, unlike benzenefgap. Binding energies are roughly three
times those of benzene; this is consistent becthesenolecule is roughly three and half
times bigger. Unlike benzene-benzene, in this ¢hseparallel stacked is slightly more
energetically favoured than the perpendicular $tackThis is because of the increased
aromaticity.

As the two interacting PPV in the PS are displdoetie xy plane, they reach a conformation
where the PPV-dimers assume an “AB-graphite” tymafiguration i.e. a staggered
conformation, which minimizes the steric repulslmtween the hydrogens at the periphery

of the aromatic rings (map-(b)). For the T-shafredp-(a)), the energy minimum structure
12¢



y offset distance (A)

is formed when the hydrogens above the hexagomglafi one PPV molecule point directly
to the middle of the hexagonal ring of the othe¥PRblecule below.

So these results show that PPV-PPV interactioriniles to benzene-benzene interaction
with stacking now favouring a more graphitic pahltonformation. We next turn our
attention to the interaction of graphene with PPV.

5.6.4 PPV-graphene interaction

Binding energy (ev)

Binding energy (eV)
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Figure 41. Contour plot showing binding energieg) (mteractions between Graphene-PPV
in the T-shaped (left) and parallel-stacked (P&)h{y conformation as a function of their
centre-centre offset in a grid of xy plane (A); lwthe interplanar separation, z, allowed to
vary freely without constraint. The geometries fible highest binding energy state,
favourable state (colour blue) and that of the ktwenfavourable (colour red) are also
indicated.



Our contour plot for the interaction of graphengehwPPV is given in Figure 41. This was
obtained using the procedure described before ichmMine graphene sheet was kept frozen
during the optimization run constraint applied lie PPV by constructing a grid of points in
the xy plane and then allowing it to move freelyhe z direction during relaxation.

As for benzene on graphene, the parallel stackedtates are much more stable. T-shaped
geometry shows a weaker binding than the paratefiguration, similar to the benzene.

The global maximum (least stable) correspondsed™8 positions in which all of the atoms
in neighbouring layers face each other, which igmadly an “AA-stacking” type
conformation with an interlayer spacing of 3.51bAtween the molecules and the surface
with binding energy of 0.5 eV. The global minimumdst stable) corresponds to that of PS
adopting the parallel displaced (PD) conformatigrafhite AB-stacked conformation) with
a binding 0.2 eV higher and an interlayer spacing.22 A (see Figure 41).

The contour plot suggests that there is an energest in moving from the AB-stacking
geometry to an AA-stacking (Figure 41). This thesfites the largest barrier in energy
difference between the AA- and AB-stacking for RV lying parallel on graphene sheet.
Next, we calculated the frictional force involvesiding the PPV over the graphene from the
global minimum position, AB-stacked, to the glolmahximum, AA-stacking. This is the
differential of the energy plot in Figure 41 andiwn in Figure 42.

As expected, at the AB-stacking, which correspaiadthe energy minimum structure, the
friction force is equal to zero (0O N). A force oft@ nN will be required to slide the PPV
directly from the stable position to the energy maxn AA-stacking conformation which is
improbable. However, in the minimum energy positidrwill be much easier to slide the
PPV on the graphene between AB configurations wieduire a smaller force (0.04 nN) see
Figure 42.

This is important for composite application andstban be compared to experiments where
synergistic effect on composite of this nature Wwdle a higher mechanical strength in which
the interface between the PPV and the graphenedarAB-stacking pattern.

These results are in broad agreement with expetahstudies on the frictional mechanisms

between small graphene flakes and graphites usirfgctional force microscope that
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achieves a resolution in the lateral forces dowa3@N. It was found that there is a strong
dependence of friction on the orientation of theleooles [55]. The frictional force was
maximal when the orientation angle, which defines fattice mismatch between the flake
and substrate, was zero or 60° meaning the flakde ®ver the graphite surface in
commensurate contact. Ultra-low friction behaviand enhanced slipperiness was observed
when the flake slides over graphite surface inr@mommensurate contact. However we note
that we have not looked at rotating the PPV duée constraints.

A theoretical study on the adsorption of PAHs gdrbgen terminated graphite shows that
there is a large force in moving from an AB-stagkiorientation of these PAHs to AA-
stacking, this agrees with our studies [46].

total force (eV/A)
(‘ 0.1430
0.1300
0.1170
0.1040
0.09100
0.07800
0.06500
0.05200
0.03900
0.02600
0.01300
0.000

y offset distance ( A)

x offset distance ( A)

Figure 42. Energy gradient (force) plot for PP\enaicting with graphene in a grid point of
xy plane (A).
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5.7 Non Covalent modification of Single-Walled Carb  on Nanotubes (SWCNTSs)

Even though there is intense interest in exploitmgnovel properties of carbon nanotubes in
electrical and mechanical devices, the realizapibthese applications is so far very limited,
because CNTs are highly hydrophobic and often fimsoluble aggregates. The presence of
multiple chirality tubes also presents a problemaahieving the potential applications of
CNTs. Two important hurdles of hydrophobicity arehformational heterogeneity in both
aqueous and non-aqueous pose considerable challfangheir separation and assembly and
therefore limit their highly envisaged applicalyilit

Therefore, solubility of these tubes can be enhdutbgechemical modification of SWCNTSs,
through covalent functionalization using polymessibstituted phenyl groups, and other
many substituent groups. By this way, the chemioathod can perturb the electronic
structure of the nanotubes and for the worst caelead to destruction of the tubes.

Non covalent modification is one of the most widased approach to separate bundles of
nanotubes and make individual tubes. Because #wrehic properties of tubes remain
intact, this has attracted a lot of studies congémethe covalent functionalization methods.
It is widely believed that the interfacial bindibgtween CNTs and polymer matrix controls
the efficiency of load transfers and since CNTs kmewn to have a uniform charge
distribution, there is hardly any electrostaticenaictions between nanotubes and polymers,
which means in the absence of chemical functioatdin, n-n stacking will dominate the
interactions [56]. In these cases the strengtinteffacial binding will depend therefore, on
the conformational geometry of the polymer withpesst to the nanotube.

It is therefore, important to explore the possipibf optimizing noncovalent intermolecular
interactions between CNTs and polymers in ordacctueve strong interfacial transfers.

In this section, we investigate the relationstepaeen different geometries of PPV polymer
interacting with different SWCNTs diameters andpipene, using the AIMPRO code and

also, by comparing our calculation with availablperimental results from our group.
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5.7.1 PPV/SWCNTs complex

Conjugate polymers have been shown to exhibit dnoding with SWCNTs and electron
microscopy studies have demonstrated the wrappirig SSWCNTs by several
polymers [57,58].

Theoretical modeling of CNTs interacting with siegitranded DNA have shown that, it
binds to the nanotube in a helical wrapping tosindace, viar-n stacking in which the DNA
was demonstrated to provide a tube within whichrnttweotube resides, which makes it water
soluble [59]. Also, Lordi and Yao [60], used fordeld based molecular mechanics
calculations to determine the interfacial strengthd morphology of the polymer
conformation on SWCNTs and they found that, for dymer the helical morphology
wrapping around the SWCNTs is the most importardtofa for building ultrastrong
nanocomposites, while the interfacial binding eygulays a minor role. Furthermore, using
molecular dynamic simulations, other authors haueied the interactions between one or
two polymers interacting with nanotubes. Even thowpme of these studies cannot
represent the bulk nanocomposite properties, tloayelier give useful information on the
nature of the interface between polymer and namot¥ang and co-workers [56] studied the
interaction between poly(styrene) PS, poly(pherstidene) (PPA), poly(para phenylene
vinylene) (PPV) and SWCNTs using molecular dynamtbgy found that the monomer
structure plays a vital role in determining theesgth of the interaction between the
SWCNTs and polymer. Based on their simulationsy teeggested that polymers with
backbones containing aromatic rings are much piagi®r noncovalent binding of CNTs
into composite structures. McCarthy and co-workét$ noted that the driving force for
polymer adsorption can dictate the conformationthef polymer relative to the CNTs, and
other studies [58,62] indicated that the CNT dtriiee can also dictate the conformational
characteristics of the adsorbed molecules.

Molecular dynamics simulations by Liu and co-wosg3], only observed helical wrapping
for single chains of oligomers with stiff backboneghich they also determined to be

sensitive to the conformational arrangement ofrépeeat units within the chain.
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Composite materials based on the polymer wrappinmgudti-walled nanotubes (MWCNTS)
using PPV has been reported by Ago et al. [64] ey subsequently investigated the
physical nature of the interaction. Others liketDalet al. [65] also extended this concept by
using the copolymer poly (p-phenylenevinylene-ce-&pctyloxy-m-phenylenevinylene)
(PmPV-co-DOctOPV) for wrapping and separating SWENT

Recent studies [66—68] have suggested that, a ocatnim of backbone stiffness and
aromaticity and alsa-n stacking interactions can stabilize the polymesoaption to the
CNTs surface and can also lead to enhanced furaization.

We investigated the effect of polymer wrappingnamotubes via density functional theory
(DFT) calculations on a triphenyl PPV sectionAdig) by firstly, optimizing the PPV chain
in various orientations next to a range of metafiimd semiconducting nanotubes, and a
graphene sheet. Since the calculations were peetbrearlier during the thesis, a smaller
basis set for C of only 22 independent functiordpfj) was used. This is discussed later.

The resultant structures for a (6,6) nanotube amengn Figure 43with the binding energies
plotted in Figure 44. In all cases PPV-CNT bindisgignificantly stronger than PPV-PPV
(0.301 eV), i.e. there will be strong and prefeeabinding between the nanotubes and the
polymer.

The most stable orientation is always with the RR¥xallel to the nanotube axis, lying flat on
the tube surface at a distance of ~3.1 A. The BRain remains relatively flat, with small
displacements of the hydrogen atoms. There is gifgiant difference in binding energy
between metallic and semiconducting tubes, anéadsh weak dependence on tube diameter
favouring larger tubes.

Placing the PPV along the axis but perpendiculah#&nanotube wall, or curving the PPV
chain circumferentially around the nanotube resuliveaker binding (around 0.4eV less),

although still significant and still stronger thBRV-PPV interaction.
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Binding (eV)
. . . . Difference
Tube Diameter Axial AX|aI_ Circumferential (Axial-
parallel to | perpendicular  parallel to . .
(n,m) (A Circumferential)
surface to surface surface
parallel (eV)
4,4) 5.43 -1.13 -0.72 -0.63 0.50
(6,6) 8.14 -1.27 -0.79 -0.94 0.33
(8,8) 10.86 -1.23 -0.72 -0.94 0.30
(10,10) 13.57 -1.29 -0.76 -1.04 0.25
(7,0) 5.48 -1.18 -0.76 -0.60 0.58
(9,0) 7.05 -1.17 -0.73 -0.76 0.41
(11,0) 8.62 -1.19 -0.73 -0.86 0.33
(13,0) 10.18 -1.21 -0.75 -0.95 0.26
Graphene - -1.29 - - -

Table 14 .Binding energy (eV) of triphenyl PPV tdfetent carbon nanotubes, with
graphene for comparison.

In Table 14 above, are the binding energies fordifferent diameter tubes. As seen for the
smaller tubes, due to bond angle strain which iabdy affects the conjugation in the

aromatic rings, the stacking between the polymet #dre tubes are slightly perturbed
resulting in lower binding energies.

However, as the tube diameter increases, thersham rise in the binding energies towards
that of graphene, which has no constraint in itsratic conjugation and therefore will in

turn have a higher stacking order effect which mmazeésn-n stacking interaction.
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Figure 43 PPV interacting with (6,6) metallic narm#, (a-b) parallel, (c-d) perpendicular

and (e,f) axial to the nanotube axis. (a,c,e) sidd (b,d,f) end view (showing complete

supercell).
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Figure 44. Calculated binding energy of triphengMo different carbon nanotubes (eV).

x = Semiconducting tubes, + = Metallic. Solid limelicates PPV aligned along tube axis
parallel to the nanotube surface, Dotted line iatdis along the tube axis perpendicular to the
nanotube surface, and Dashed line indicates PP\ppeth circumferentially around the
nanotube, parallel to the nanotube surface.

Metallic tubes are (4,4), (6,6), (8,8) and (10,E&miconducting tubes are (7,0), (9,0), (11,0)
and (13,0). PPV binding to graphene is given fomparison. Arrows indicate the
orientation of the PPV on SWCNTSs.
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Figure 45. Binding energy difference between carbanotubes and triphenyl PPV parallel
to the nanotube surface, either lying along thes takis or bent circumferentially. Included
is a 1/x curve which shows a better fit to the dhen an inverse exponential. This curve
shows that for large diameter nanotubes the PP¥ntation dependence will become
increasingly weak.

PPV in a circumferential orientation remains curiadorder to maximizer-n stacking
interaction with the tube, with an energy cost agded with the distortion. For this reason
the energy difference between the circumferential axial configurations decreases with
increasing tube diameter, see Figure 45.

Thus, the calculations show there is a strong thdgmamic driving force for PPV-CNT
interaction, with the axis of the polymer preferalty aligning with that of the nanotube.

This theoretical work is in agreement with the ekpental work by F. Massuyeau et al [69]
in our laboratory, who studied composite mixture®BV with SWCNTs synthesized inside
nanoporous alumina templates. They found that peldresolved Raman spectra exhibit
strong anisotropic orientation behavior for the SWCand also the conjugated polymer
chains after their conversion into PPV, which wasrsto be dependent on the polarization
angle,0. They mounted the composite sample on a rotatiagesto provide the tilt in the

angle6,, between the polarization and the pore axis dwasti Their Raman spectra (Figure
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46a) of the nanotube RBM and the tangential moddd@d) were recorded with parallel
polarizations of the incoming and scattered lighi¥/ (configuration) as a function of the
measured anglé,. For both modes, the Raman peaks intensitiesdserfrond,, = 0° to
90° and increase frofy, = 90° to 180°. The G band intensity is reporteblire with red line

in a polar diagram (Figure 46c¢) frofi), = 0° to 360°. They observed a strong optical
anisotropy of the G band intensity with a raticabbut 5.6. Their G band intensities exhibit
clearly an angular dependence which can be deschigel (0.,) o cos? 0,). This optical
anisotropy Raman behaviour is comparable to otlgmexd carbon nanotube systems which
have also been observed in the emission and alsoighaviour of SWCNTSs [70,71].

They therefore concluded that the observed maxiratibg, = 0° or 180° for a polarization
direction parallel to the pore axis, was strongdemce that the SWCNTs inside the
composite nanofibers are well aligned parallelh® pore axis and parallel to the nanofibers
axis. A similar result was obtained for the PPVpwimg that both PPV and SWCNTs

exhibited the same preferential alignment.
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Figure 46(a) Polarization resolved Raman spectra in the ghfiguration as a function of
the measured anghy, between the polarization direction and the poris diection, filled
with PXC/SWNT, excitation line: 647.1 nm. (b) Exjppeental setup of the polarization
resolved Raman experiment. (c) Polar diagram shpwia G band intensity of SWNT as a
function of the angl®,, experimental points are in blue with a red lin@dhl line is the ideal
c0s?0, function, taken from (F. Massuyeau et al [69]).
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We next investigated the effect of charge tranbfdween a PPV chain oriented parallel to
either a semi-conducting (7, 0) or a metallic SWCMT4). The nanotubes were chosen due

to their similar diameters, as shown in Figure 47.
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Figure 47. DFT calculations of triphenyl PPV-narm@unteraction. (a) Metallic (4,4)
nanotube, (b) Semi-conducting (7,0) nanotube.) Ehew band structures for the isolated
(4,4) and (7,0) nanotube sections, and (d,f) ifwwstion with the PPV section. Fermi levels
are aligned at zero.

We indeed found strong interaction between the RRAY both nanotubes, with binding
energies of 1.21 eV and 0.94 eV for the (4,4) ah@)(tubes respectively, i.e. interaction is
stronger with the metallic tube.

Figure 47 (c-f) show band structures for the tubgnsents with and without the PPV. The
metallic (4,4) shows a slight up-shift of 0.02eVtbé Fermi level indicating a small charge
transfer from the PPV to the nanotube. This cowrdp to a charge of 0.03e as determined

by Mulliken population analysis which is not sigo#nt within the error bounds of the
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Mulliken approach. However, the band structure adothe Fermi level remains the same,
suggesting negligible electronic coupling betwdenttvo systems around this energy range.
The semiconducting (7,0) tube exhibits strong ciogpbetween the PPV state near the Fermi
level and the nanotube conduction band state. Erlile metallic tube, there is a charge
transfer from the nanotube to the PPV, visibldhmband structure as an

upward displacement of the Fermi level as compaoethe isolated tube. The system is

rendered semi-metallic with a small gap of 0.01 eV.
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Figure 48 Square of wavefunction isosurface plétsd©@MO and LUMO states for metallic

4,4 (a,b) and semiconducting 7,0 (c,d) nanotubisacting with triphenyl PPV oligomer at
theI'-point of the Brillouin zone.

The wavefunction isosurface plot for the PPV intdéray with either metallic (4,4) and

semiconducting (7,0) tubes is shown in Figure 48.
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For the metallic nanotube, it shows that the HOM#es are on the nanotube with no states
on the PPV, which is an indication that the staresind the Fermi level are nanotube like in
agreement with our analysis above. The statesshlea no coupling between the nanotube
and the PPV as seen in the band structure in Fgl(ed).

For the (7, 0) nanotube, the HOMO state has a mikedacter with most of the state on the
PPV. However, there is a strong coupling betweerPRV and the nanotube as exhibited by
the presence of some of the state on the nanoflitis. is also observed in the band
structures, where there is a crossing of the PB¥ siround the Fermi level (Figure 47(e,f).
We found no significant charge transfer between RPN the nanotube in any of the
calculations, but note that these are ground stakeulations and do not reflect electron
distribution after exciton formation.

This suggests however that PPV exciton formatiorsemiconducting nanotube systems
should show strong PPV-CNT interaction (e.g.; fght capture in solar cells) whereas less
coupling in metallic nanotube-PPV interaction.

The results of these simulations can be used telede the role of aromaticity and backbone
stiffness to the interfacial behaviour between aC®V and PPV polymer, and this

information can be used to optimize the desireg@rites of the bulk material.

5.8 Summary

Density functional theory, which in principle givebe true ground state energy and
electronic density of any system, is known to gamemperfect description of the long

range van der Waals (vdW) interactions within thdely used local density approximation
(LDA) or generalized-gradient approximations (GGA) the exchange-correlation energy.
DFT has proven to be quite successful and in ga@ahtifative agreement with experimental
data for sprlike materials, especially graphite. In additi@FT gives a better description of
theser-systems than empirical methods and is able taucaphe underlying physics.

The success of the LDA is not fortuitous and is ensuitable than the GGA to study weakly

interacting systems like thestacking interaction on &fike materials. Indeed, the GGA is
14z



known to usually underestimate binding energiess Ehproblematic for example in the case
of graphite where, within the GGA, two graphenestayare completely unbound whereas the
LDA interlayer separation and spacing are veryelmsthe experimental. In the same way,
two parallel benzene molecules are found to be umtbaising the GGA, whereas our LDA
results are in quite good agreement with high lepaintum chemistry calculations.

Therefore our use of LDA on these systems in tlsemade of vdW is justified, since the vdW
will only act in changing the binding energy andlwiot affect the overall results of our
findings. Nevertheless we find that our bindingrgies are somewhat basis set dependent,
notably we find that increasing the number of bdaisction per carbon from 22 to 38
contributes to a decrease in the PPV binding engrgyaphene. This does not qualitatively
change our results and will be a systematic errdhé case of our relative energy studies, in
future work we would use largest possible basis sed should investigate the effects of
basis set superposition errors. Unfortunately tecoastraints precluded this study in this
thesis work.

For the benzene dimer interaction calculation, eentl energy minimum structures as the T-
shaped and parallel-displaced (PD) with transifiostate being the parallel-stack (PS)
conformations. This was also seen in the contoup piat with other meta-stable energy
structures. For benzene on graphene and nanotiifgestack conformation (similar to an
AB-graphite conformation) was found to be the méstoured with an AA-stacking
conformation having a higher energy and therefagéliy improbable for the adsorption of
benzene and the T-shape being significantly ledsest

Unlike for benzene we found the interaction betwéso PPV-PPV molecules to orient
similarly to PPV-SWCNTs or PPV-graphene, and thestriavourable orientation is when
the PPV molecules are aligned parallel with a lmgdiependence on orientation of the PPV
decreasing with increasing diameter. These reshtis/ a transition from T-shape orientation
for small molecules to parallel stacking for larggstems.

For the two conformation of PPV-PPV molecular iat#ions studied, the planar
conformation was found to be 0.31 eV more stalde the bent conformation.
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Finally, wavefunction isosurface plots of some skd nanotubes, suggests very little effect
of PPV adsorptions on the electronic structure WICNTs; however more effect for semi-
conducting nanotubes than metallic but without amgnificantly perturbing the electronic
properties of the systems. This means the nonaotilactionalization byt-stacking is then
completely different from covalent functionalizatjovhich strongly modifies the properties
of the CNT.

So we expect a change in structural behaviour; B¥ystals will stack herringbone, PPV in

composites with graphene or nanotubes will stacéleh
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Chapter 6

Summary, Conclusions and Future Directions

This work used the ab initio electronic structuedcalation method (AIMPRO/LDA) and
experimental Raman spectroscopy to investigatesthectures and properties of weakly
interacting complexes, by making use of some sigeeitamples from nanoscale carbon
based materials science.
Using a DFT/LDA approach we are able to provideleble and improved understanding of
the nature of weak intermolecular interactions sashdipole-dipolen-n stacking, charge-
transfer complex and H-interactions. These interactions are of great m@pce in many
disciplines of science and play a major role inldgaal and molecular recognition
processes.
We first considered the interaction of bromine moales (oriented parallel and
perpendicular) with graphite, graphene, and simgited carbon nanotubes. For the
adsorption of bromine on graphene, we found foffitisé time that when bromine molecules
are oriented perpendicular to the surface of tlaplygne they form a dipole with a strong
charge transfer. The molecule forms a*(Br Br) pair making it infra-red active, and
resulting in a small band gap opening in the uyileglgraphene (86meV). This is therefore
a new form of bromine which was previously only sioiered as an unstable intermediate to
bromine-induced carbon bond saturation. Our resliitav a possible unexpected difference
in behaviour between graphene and graphite. It avbalvery useful to test the prediction of
IR activity experimentally. This should be aided ttne fact that both liquid bromine and
isolated graphene are IR inactive and hence ordystirface Br should have any strong
adsorption. Where Bilies parallel to the graphene, no dipole occurs dwgymmetrical
charge transfer distribution between the pair ohtine atoms and the graphene is observed.
Our calculated binding energies show that the fgratientation is 0.15 eV less stable than
the perpendicular orientation however this diffeems small enough that, we propose that,
at room temperature, these structures could benatieg due to a tumbling motion of the
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Br,. In graphite, bromine molecules adopt a paralleémation to the sheets with an
associated charge transfer and this is in agreemigmtexperimental data where available.
Binding energies for both stage-1 {BfAA-graphite) and stage-2 (Br/AABB) were
calculated to be endothermic at low,Btoverage due to the binding energy of the
Bro/graphite not being able to offset the interlaysparation energy for graphite: which was
calculated as 36.74 meV/atom for AB- and with Aleirlg 12 meV/atom less stable.
However after bromination there is a preferentiabgity for AA-stacking either side of the
intercalated bromine layer. These current calautatidoes not seem to provide an answer as
to why stage-1 brominated graphite is not stabid, this is clearly an area for further study.
For the nanotubes, when bromine was oriented pdipdar to the isolated tubes, it behaves
similarly as with graphene. When the CNTs are indbes Bp intercalates within the bundles
similarly to Br, intercalated graphites lying parallel to the hexesy By similar extension,
we assume the same phenomenon will happen for elovddled carbon nanotubes.

At high Br, concentration, polybromide chain structures wik thermodynamically
favourable. But, the formation of these bromineirlstructures is not spontaneous. There is
an activation barrier calculated as -27.01kJ/makthinetically these chain structures will
not be feasible under ambient conditions. Thisibais due to the Coulombic interaction
between bromine molecules as well as neighbourwigshin the graphene as a result of
charge transfer from bromine. This suggest theigming possibility that heating
bromine/carbon systems in a closed system (for pl@nmnder pressure) to avoid bromine
loss may encourage the formation of polybromidersharhe calculated results show that,
physisorption does not result in any noticeablengean geometry of the substrates such as
graphene, graphite and nanotubes. And due to tleenichl inertness of these carbon
materials, the binding energy depends only on thd@act area between the substrate and
adsorbates.

Secondly, we studiegd-n stacking interactions between PPV oligomer chath graphene,
PPV and SWCNTs of different diameter and chiraliye first considered the simplest
prototype of aromatiai-n interaction, the benzene dimer and we found enengymum

structures as the T-shaped (T) and parallel-displd2D) conformations with transition state
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being the parallel-stack (PS) conformations. Iniotes complex chemical and biological
systems, aromatic rings can be found at differei@ntations and distances from each other
which might not correspond to the potential enengynima for n-m interactions.
Nevertheless, the aromatic rings might still intérdavorably enough to contribute
significantly to the overall stability of the syste Therefore, it is essential to obtain the
potential energy curves for prototype systems ikeprto determine how-n interactions
depend on both the orientation and distance betwsese aromatic rings. To achieve that
goal, we have computed the potential energy cuages function of intermonomer distances
for three important configurations of benzene dinmamely the parallel stack (PS), the T-
shaped (T), and parallel-displaced (PD) configorsi This was also seen in the contour
map plot with other meta-stable energy structwéigh benzene on graphene and SWCNTS,
the stacking arrangement was found to be same agraghite conformation which is the
most favoured with the least favoured being the #deking conformation which has a
higher energy and therefore, will not occur for #usorption of benzene.

Also, we noticed that, the interaction between ®RV molecules is different from PPV-
SWCNTs or PPV-graphene. In the former, the par@lglerpendicular orientations have
similar energies with a perpendicular type of ageanent occurring in the crystal packing of
these polymers and other polyaromatic hydrocarbBnus.for the PPV-SWCNTs or PPV-
graphene, the most favoured conformation is whenRRV is oriented parallel on these
substrates. Molecule/molecule interaction seems b® fundamentally different to
molecule/substrate.

In the case of the nanotubes, binding energy depmmedon the orientation of PPV with
decreasing diameter was observed. Wavefunctionunfszes plot of some selected
interactions between SWCNTs/PPV, suggest verg lgtfect on the electronic coupling near
to the Fermi level between the PPV and SWCNTs. Timglies that non-covalent
functionalization byr-stacking is categorically different from covaldonctionalization. It
preserves the properties of SWCNTs that can proadeopportunity for tailoring the
nanotube in other specific application such astelaics where structural integrity is very

important.
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In this thesis we have shown that the AIMPRO cd@esed on the DFT/LDA theory can be
used to give insight on weak interactions that caour between carbon nanosystems
(graphites, graphenes, and SWCNTs) and moleculgs asl bromine, benzene, and PPV.
These carbon nanosystems can be described aylsfdized carbon species in which LDA
has be proven to well describe such hybridized fofntarbon materials and hence our
justification for the use of LDA approach and itsligy to treat larger systems of this nature

with significantly less computational effort as quamed to higher levels of theory.

Other Future directions of this research incluageftilowing;

1. The LDA as used in this thesis has no dispersigrecton term. It will be useful to
compare the binding energies in these LDA resuith what of a dispersion force
corrected approach (which is in its final stagetedting before release in our
AIMPRO code).

2. It will be interesting to vary the polymer chaimgh of the PPV oligomer used from
two oligomer chains up to ten oligomer chains te whether there will be variations
in the alignment of the PPV chains with SWCNTSs las mumber of phenyl rings
increases.

3. Our contour plots only show binding energy variat@s a function of molecular
translation, and it would be interesting to invgate the effect of molecular rotation
as well.

4. Our experimental colleagues in the PMN group wortha PPV pre-cursor, MEH-
PPV, and they are keen for us to model its inteyaavith nanotubes for comparison
with that of PPV-SWCNT. There are other interaggtionjugated polymers we could
also consider.

5. Our calculation for the force to move PPV over sheface of graphene gives a direct
prediction of the frictional force to slide PPV graphene and this could be important

for nanocomposites applications. It is necessaryalsn confirm this finding
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experimentally, and this is currently being consdeby one of our experimental
collaborators at Manchester University, Dr. lan I&ah.

6. It could be interesting to see whether at very lewperatures bromine structural
behaviour and hence charge transfer doping of graptchanges if the tumbling
motion can be frozen out.

7. Future development of approximate methods (suclmakecular mechanics force
fields) that are computationally inexpensive andatde of modelingt-nm and other
types of weak interactions in larger systems walijuire very accurate benchmark
results for prototype systems, such as benzenersliared interactions involving
charge transfers or dipolar interactions, and wgehthe calculations presented here

will be useful for this.

The problems associated with the size of the systedoing such a calculation with longer
PPV chains and SWCNTs of any chirality and diametgir be easier to tackle with the

AIMPRO code when the so-called “Filtration methad”introduced. This method uses a
much smaller number of basis functions that gives@uivalent description of the system as
obtained using our current large number of basistfans, resulting in significant speed up.

Finally, we expect that a better understanding eékvintermolecular interactions and how
they may be tuned will play a major role in the adwement of rational supramolecular

design.
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Résumé

Avec le logiciel AIMPRO, qui fournit une modélisati quantique basée sur la théorie de
fonctionnelle de densité, on étudie plusieurs exempmportants de la faiblesse des
interactions intermoléculaires dans les nanomatéride carbone. Au niveau mécanique
guantique, nos calculs donnent une compréhensalriefiet améliorée du réle et de la
fonction des interactions intermoléculaires faibles qui ne peut pas étre prédit par des
méthodes conventionnelles comme les potentielsitamiques classiques.

Premierement, on étudie linteraction entre le beopmysisorbé sur les nanomatériaux de
carbone (graphéne, graphite, nanotubes de carlimpieSWCNT] et double [DWCNT]
parois). Pour le graphene, nous trouvons une nkeuf@me de By, a notre connaissance
jamais présentée dans la littérature, ou la modésaltrouve perpendiculaire a la feuille de
graphene avec un dip6le fort. La bromation ouvregap de petite taille (86 meV) dans la
structuré de bande électronique et dope fortenemgrdphéne. Dans le graphite,, Beste
parallele aux couches de carbone avec un trandéertharge moins fort et sans dipéle
moléculaire. A plus haute concentration, la forovatide chaines de polybromure est
thermodynamiquement favorisée, mais n'a pas lintsmément a cause d'une barriere
d’activation appréciable (27,01 kJ / mol). Avec leanotubes monoparoi, le Breste
perpendiculaire a la surface du tube, comme obser@é le graphene; dans les fagots, ke Br
s'intercale comme dans le graphite. Les spectresaRaont enregistrés afin de vérifier ce
résultat.

Dans la deuxiéme partie, on étudie des interactiiampilement de typer-n entre le
benzene d’une part, les chaines oligoméres de P&Rtel part, avec des nanomatériaux de
carbone. Pour le dimére du benzene, nous avonsirgugproduire les structures stables
trouvées par ailleurs via des calculs de plus haugau de théorie ; pour le benzene sur le
graphéne ou sur les SWCNTs, I'empilement est de #B comme dans le graphite.
L'orientation de l'interaction dans le cas PPV NMR#st différente de celle obtenue dans le
cas PPV / nanotube ou PPV / graphene. Dans le @rezas des plans moléculaires sont
orthogonaux, semblable & un empilement de PPV autrds hydrocarbures aromatiques
polycycliques. Dans les autres cas, I'axe de langhde PPV se trouve paralléle au plan du
graphéne comme a l'axe des nanotubes, ce quitebuéta des effets d'empilementr.
L'analyse des fonctions d’'onde prés du niveau deniFeuggere qu'il y a peu de couplage
électronique entre PPV et SWCNTs. La différencentdiiaction prévue entre PPV et
nanotubes semi-conducteurs ou métalliques suggererouvelle conception de composites
PPV-SWCNT pour les dispositifs électroluminescemtgganiques.

Mots clé Graphite, Graphene, Brome, PPV, SWCNT, DFT, RarAdPRO.

152



