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Résumé

Les supercondensateurs (SCs), également appelés condensateurs à double couche
électrochimique (EDLC en anglais), sont de plus en plus utilisés comme dispositif
de stockage d’énergie électrique, grâce à leur mécanisme de stockage purement
électrostatique. Ils se composent principalement de trois parties : deux électrodes,
un électrolyte et un séparateur ionique. Les électrodes sont souvent fabriquées avec
des matériaux poreux qui, comme le carbone activé par exemple, ont de grandes
surfaces d’échange, ce qui contribue à leur grande capacité (jusqu’à plusieurs mil-
liers de Farads). La plage de température de fonctionnement des SCs est large,
typiquement entre −25◦ C et +70◦ C [1]. En outre, ils ont une densité de puis-
sance supérieure à celle des batteries, ce qui leur permet d’être chargés et déchargés
beaucoup plus rapidement. Un autre avantage important des supercondensateurs
par rapport à d’autres dispositifs de stockage d’énergie électrique est le grand nom-
bre de cycles de charge-décharge qu’ils supportent comparativement à d’autres dis-
positifs. [2]. Toutes ces caractéristiques les rendent très attrayants dans certaines
applications telles que les véhicules électriques hybrides ou les réseaux électriques
autonomes multi-sources. Ils sont souvent utilisés pour répondre aux exigences de
puissance de crête pendant les phases transitoires des applications, par exemple le
démarrage ou l’accélération d’un moteur. Ils sont aussi souvent utilisés avec des
batteries au sein de systèmes hybrides afin d’allonger la durée de vie des batteries
[3] [4].

Cependant, les SCs présentent des problèmes de vieillissement causés par la
dégradation des électrodes et l’électrolyte, en particulier quand ils fonctionnent dans
des conditions critiques, telles que des températures ou des tensions élevées, ou des
charges ou décharges excessives. Ces circonstances défavorables peuvent produire
des réactions électrochimiques irréversibles, voire des gaz de décomposition ou des
sous-produits organiques nocifs [5]. Les gaz et sous-produits peuvent diminuer la
porosité accessible des électrodes, ce qui accélère le vieillissement des SCs et peut
dégrader leur performances, en particulier leur capacité de stockage d’énergie. Le
vieillissement des supercondensateurs peut donc mettre une application en défaut
ou en danger. Quand le vieillissement d’un supercondensateur est trop important,
la soupape de sécurité peut s’ouvrir [6] à cause de la pression interne accumulée, ce
qui peut conduire à la fuite de l’électrolyte [7]. En conséquence, des événements
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catastrophiques inattendus peuvent se produire tels que des incendies dans le cas
d’un électrolyte organique [8]. La surveillance de l’état de santé des SCs est donc
très importante afin de garantir la sécurité et la fiabilité d’un système de stockage
d’énergie électrique.

Le vieillissement des SCs peut être perçu par l’évolution de leurs paramètres
caractéristiques, tels que l’augmentation de leur résistance série ou la diminution de
leur capacité. Une caractérisation appropriée des SCs durant leur phase d’utilisation
permet donc de surveiller leur état de santé (ES). La plupart des méthodes de car-
actérisation d’un SC sont appliquées en laboratoire avec des conditions spécifiques
telles que des profils de test particuliers [9] ou des techniques de caractérisation
spécifiques telles que la spectroscopie d’impédance électrochimique (SIE) ou la
voltamétrie cyclique (VC). Pour surveiller l’état de santé de SCs embarqués dans
une application, par exemple dans un véhicule, toutes ces méthodes de caractérisa-
tion ont besoin d’interrompre le fonctionnement du système de stockage d’énergie
et de déconnecter les SCs de leur application.

La Fig. 1 représente le principe d’un système de diagnostic sur site du vieillisse-
ment de SCs. L’objectif de cette thèse est de concevoir un tel système surveillance
en ligne du vieillissement de SCs (comme celui mis en évidence dans le cadre en
pointillés rouges sur la Fig. 1.) avec un faible coût. Ce système pourrait être em-
barqué dans une application industrielle de stockage d’énergie électrique. Il est
réalisé en utilisant des observateurs d’état qui permettent d’estimer en temps réel
les paramètres des modèles dynamiques caractéristiques des SCs. Pour étudier le
vieillissement des SCs, une expérience de vieillissement calendaire accéléré a été
réalisée sur des SCs fabriqués en série par Nichicon (type UM105) avec une capacité
nominale de 1 F et une tension maximale de 2.7 V. Pour obtenir ce vieillissement
accéléré, plusieurs lots de SCs ont été placés pendant 10 semaines dans une en-
ceinte climatique à 60◦ C avec une tension de maintien de 0 V ou de 2, 5 V (fournie
par une source de tension). La température et les tensions ont été choisies afin de
ne pas vieillir les SCs en dehors de la plage d’utilisation typique des applications
industrielles.

Pour observer le vieillissement d’un SC grâce à l’évolution de ses paramètres,
la caractérisation hors ligne obtenue à l’aide des techniques de laboratoire peut être
considérée comme un moyen fiable. Le premier chapitre de cette thèse est consacré
à l’observation du vieillissement des SCs testés par des méthodes de caractérisa-
tion hors ligne et à la proposition d’indicateurs fiables pour la surveillance hors
ligne du vieillissement. Cette étude va fournir une référence qui sera ensuite util-
isée pour valider les résultats de la surveillance en ligne du vieillissement présentés
dans le troisième chapitre. Tout d’abord, un aperçu des méthodes existantes de
caractérisation hors ligne dans les domaines temporel et fréquentiel est présenté,
et plusieurs techniques de caractérisation utilisées dans cette thèse, telles que la
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Figure 1: Système de diagnostique du vieillissement de SCs.

spectroscopie d’impédance électrochimique (SIE) ou la voltamétrie cyclique sont
brièvement présentés. Les différents paramètres physiques des SCs sont définis et
leurs expressions de calcul sont établies. Afin d’évaluer la qualité de ces paramètres,
leur incertitude de mesure est utilisée et leur calcul est établi pour chaque paramètre.
Enfin, des résultats expérimentaux ont permis de déterminer pour un SC neuf ses
paramètres caractéristiques et l’incertitude de chaque paramètre, puis l’évolution
des paramètres au cours de l’expérience de vieillissement accéléré. Les résultats ont
montré que pour les SCs utilisés, les capacités intégrales et différentielles n’ont que
légèrement diminué, tandis que les résistances séries et dynamiques présentent des
augmentations importantes au cours du vieillissement et peuvent donc être utilisées
comme de bons indicateurs pour la surveillance du vieillissement. Le rendement
énergétique peut également constituer un indicateur fiable pour la surveillance du
vieillissement des SCs testés grâce à sa diminution significative au cours du vieil-
lissement et à son caractère indépendant de la tension.

Puisque l’objectif de cette thèse est de concevoir des systèmes de surveillance
en ligne du vieillissement des SCs par l’observation sur leur site d’utilisation de
l’évolution de leurs paramètres, le cœur de cette thèse est donc une identification
des SCs basée sur un modèle dynamique à paramètres localisés. Différents mod-
èles peuvent conduire à des décisions de diagnostic différentes donc le choix du
modèle est très important pour la qualité du diagnostic en ligne du vieillissement
des SCs. Dans ce mémoire, les modèles considérés sont des modèles de connais-
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sance déduits des phénomènes physiques qui se produisent au sein des SCs, avec
des paramètres caractéristiques de ces phénomènes. Ces modèles correspondent à
des circuits électriques particuliers. L’objectif du deuxième chapitre de cette thèse
est de proposer une méthodologie permettant de comparer différents modèles et
de déterminer celui qui présente les meilleures potentialités de diagnostic pour des
conditions d’utilisation données. Le premier paragraphe de ce chapitre présente
plusieurs modèles de SCs qui ont déjà fait l’objet de publications. Certains modèles
ont des structures très simples avec peu de paramètres à identifier, comme le modèle
RRC du premier-ordre, tandis que d’autres, comme le modèle de ligne de transmis-
sion, sont plus complexes et comportent plus de paramètres, mais se rapprochent
davantage du comportement réel des SCs. Ainsi, lors du choix d’une structure de
modèle pour le diagnostic de vieillissement, il faut tenir compte à la fois de la com-
plexité et de la conformité du modèle. Dans le paragraphe suivant, trois critères,
l’erreur de sortie, l’incertitude des paramètres et la capacité de diagnostic du vieil-
lissement, sont proposés pour choisir un “bon” modèle de SC. Plusieurs modèles
concernant la dépendance en tension des capacités, la redistribution des charges et
l’effet de ligne de transmission, ont été comparés grâce aux valeurs numériques de
ces trois critères. Le modèle de ligne de transmission du second-ordre associé à une
branche qui représente la redistribution des charges apparait alors comme un modè-
le approprié pour la surveillance en ligne du vieillissement des SCs testés dans cette
thèse.

Le troisième chapitre est dédié à la conception d’observateurs d’état basés sur
des modèles dynamiques à paramètres localisés pour surveiller sur leur site d’utili-
sation et en ligne le vieillissement de supercondensateurs. La stratégie de surveil-
lance en ligne proposée dans cette thèse (représentée sur la Fig. 2.) consiste à utiliser
les résultats fournis par un observateur à la fin de la phase de charge d’un SC. De
cette manière, le système de surveillance ne perturbe pas la phase de décharge (donc
de consommation de l’énergie par le “client”) et les signaux de courant et de ten-
sion peuvent être rendus suffisamment excitants pendant la phase de charge afin
d’obtenir des estimations précises des paramètres. Ce chapitre commence par un
aperçu des méthodes existantes de surveillance en ligne du vieillissement des SCs.
Ensuite, les estimateurs de l’état de santé (ES) et de l’état de charge (EC) d’un SC
sont définis et la stratégie de surveillance du vieillissement en ligne est expliquée.
Après cela, les principes conduisant à la conception d’observateurs linéaires et non
linéaires basés sur le filtrage de Kalman et sur les observateurs de Luenberger sont
rappelés. Les observateurs d’état conçus dans cette thèse sont basés sur deux mod-
èles. Le premier est un modèle simple RRC avec trois paramètres, la résistance
série, la capacité et la résistance parallèle. Le second est un modèle de ligne de
transmission (TL) du quatrième-ordre qui est plus sophistiqué et plus précis. Mais
il comporte cinq paramètres : la résistance série, la résistance dynamique, la ré-
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sistance parallèle, la capacité et le coefficient de sensibilité en tension. Deux types
d’observateurs, un filtre de Kalman étendu (FKE) et des observateurs interconnectés
(OI) sont d’abord conçus en se basant sur le modèle RRC. Puis un filtre de Kalman
étendu (FKE) et des filtres de Kalman tressés (FKT) sont conçus en se basant sur
le deuxième modèle. Les résultats des simulations ont permis de vérifier les bonnes
performances des deux observateurs dans chaque cas. Par rapport au FKE, les OI
pour le modèle RRC et les FKT pour le modèle TL ont un coût de calcul plus faible
et donc peuvent être plus intéressants dans une application industrielle. Ensuite,
les observateurs conçus ont été appliqués à des SCs parvenus à différents stades du
vieillissement calendaire accéléré, pour vérifier qu’ils permettent de percevoir les
évolutions des paramètres au cours du vieillissement. Les résultats obtenus sont
en accord avec ceux obtenus par la caractérisation hors ligne et présentés dans le
premier chapitre, ce qui constitue une preuve de la validité des observateurs d’état
proposés. Enfin, quelques exemples de calcul de l’état de santé sont donnés, per-
mettant de connaître en temps réel l’ES de SCs embarqués dans une application
industrielle.

Figure 2: Système de surveillance du vieillissement de SCs.

Dans cette thèse, des systèmes de surveillance de vieillissement de SCs en ligne
ont été conçus avec succès. Mais il y a encore de grandes possibilités d’améliorer et
de continuer ce travail dans le futur. Parmi les perspectives envisageables, on peut
citer les suivantes :

• Des observateurs d’état pourraient être conçus en s’appuyant sur le modèle
considéré au chapitre 2 comme le plus approprié pour le diagnostic en ligne
du vieillissement des SCs testés, afin de savoir si les résultats sont réellement
meilleurs.
• Un modèle plus précis qui prend en considération l’influence de la tempéra-

ture pourrait être développé et utilisé pour la surveillance en ligne du vieil-
lissement de SCs.
• Les mêmes observateurs d’état basés sur des modèles dynamiques pourraient

être appliqués à d’autres types SCs afin de vérifier sur un plus grand nombre
de cas les performances des observateurs conçus et des indicateurs de l’état
de santé.
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• La mise en œuvre du système de surveillance en ligne du vieillissement conçu
pourrait être réalisée sur une carte de développement à base de microcon-
trôleur à la place de Matlab/Simulink.
• Une expérience de vieillissement cyclique accéléré pourrait être considérée à

la place de l’expérience de vieillissement calendaire pour vérifier les perfor-
mances du système de surveillance du vieillissement conçu.



Introduction

Introduction to supercapacitors

Supercapacitors are known by different names such as electrochemical capaci-
tors or ultracapacitors. The double-layer concept of the supercapacitors was firstly
described by Hermann von Helmholtz, a German physicist, in 1853 [1]. Nowadays,
supercapacitors with capacitance values in the range of thousands of farads are com-
mercially available, thus making them a promising energy storage device and gain-
ing increasing interest not only in their traditional field of application (electronics)
but also in other sectors such as green power generation and transportation.

According to the different operation mechanisms, the supercapacitors can be
divided into three general classes: electric double-layer capacitors (EDLCs), pseu-
docapacitors and hybrid capacitors. The EDLCs are non-faradaic (electrostatic)
because there are no chemical reactions. The operation of pseudocapacitors is a
faradaic process which involves the transfer of charge between electrodes and elec-
trolyte such as oxidation-reduction reactions. The hybrid capacitors are a combi-
nation of the two, including both faradaic and electrostatic processes [10]. The
supercapacitors studied in this thesis are EDLCs, but the designed methodology
of monitoring systems presented in this thesis could be applied to other kinds of
supercapacitors.

Construction and operating principle

An EDLC consists of three main parts: two electrodes, an ionic electrolyte and
an separator. These three parts are packed with two current collectors, some sealant,
a shell and two tabs, and then an EDLC is produced [11]. The electrodes are im-
mersed in the electrolyte and a separator is placed in the electrolyte between the
electrodes.

– The electrodes

The two electrodes of a supercapacitor can be made of various kinds of mate-
rials such as carbon, metal-oxides and conductive polymers. Activated carbon
is one of the most widely used materials in EDLCs thanks to the accessibility,
easy process ability, relatively low cost, non-toxicity, high chemical stability
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and wide temperature range [11]. The activated carbon is a high surface area
material with a huge quantity of pores. Fig. 3 is a SEM (scanning electron mi-
croscopy) view of the electrode of a Nichicon EDLC (UM series, 2.7 V/1 F)
with activated carbon as electrode material. This SEM view clearly shows
the porous feature of the activated carbon electrode. The capacitance C of the
EDLC is considered to be proportional to the surface area A according to the
following simple equation [1] [2]:

C = Aκ/d (1)

where κ is the permittivity of the dielectric medium (electrolyte) and d is the
thickness of the double-layer. The high surface area of the special electrode
material contributes to the high capacitance of the EDLCs.

Figure 3: SEM view of the electrode of a Nichicon EDLC (UM series, 2.7 V/1 F).

– The electrolyte

The electrolyte used in EDLCs contains free ionic charges. The choice of
the electrolyte of the EDLCs is very important because it is closely related
to the energy density and power density of the EDLCs. The voltage of the
EDLCs that can be attained depends on the breakdown voltage of the elec-
trolyte and influences the energy density [12]. Each kind of electrolyte has
a resistances which depends on the electrolyte conductivity. This resistance
limits the power density of the EDLCs. The electrolyte of an EDLC can be
an organic electrolyte, using the solvents such as acetonitrile and propylene
carbonate, or an aqueous electrolyte, such as HsSO4 and KOH aqueous solu-
tion [13]. Organic electrolytes are able to provide voltages as high as 3.5 V,
while aqueous electrolytes, have much lower breakdown voltages, typically
1 V [12] [2]. On the other hand, aqueous electrolytes have a lower resistance,
probably due to a higher ionic concentration and a smaller ionic radius [13].
For commercial EDLCs, organic electrolytes are the most commonly used
[12].
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– The separator

The separator is used to avoid the electrical contact of the electrodes surfaces.
It acts as an electronic insulator but it allows the ionic charge transport [12].
Therefore, the separator with a high electronic resistance, a high ionic con-
ductance and a low thickness could be a good choice for a competitive EDLC
[12] [14]. The EDLCs with organic electrolyte often use polymer or paper
separators while the glass fiber or ceramic separators are usually used for
aqueous electrolyte [14].

The EDLCs work on the principle of the double electric charge layer effect at
the interface of the electrodes and electrolyte. The energy storage of an EDLC is
a non Faradaic process because there are only ions movements without chemical
reactions between the electrolyte solution and the electrode [1]. Fig. 4 shows the
energy storage principle of EDLCs with porous electrodes. When a bias voltage is
applied to an EDLC, positive charges at the internal surface of one electrode attract
anions from the electrolyte to keep local electro neutrality at electrode-electrolyte
interface [11]. The negative charges at the other electrode force the cations to move
to the negative electrode surface [15]. Thus, the cations and anions are separated
and two electric charge layers are formed at the interfaces of the electrolyte and
each electrode. These two layers capacitances form the overall capacitance of an
EDLC [16].

Figure 4: Operating principle of EDLCs.
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Advantages and challenges

The "Ragone plot" shown in Fig. 5 is used for the performance comparison of
various kinds of energy storage devices such as conventional capacitors, superca-
pacitors and batteries. The conventional capacitors may reach a power density of
more than 106 W/kg, but their possible energy density is extremely low compared
to other energy storage devices [2]. On the other hand, the batteries and fuel cells
have quite large energy density but with a very low power density. The supercapaci-
tors fill the gap between the conventional capacitors and the batteries with improved
performances in terms of power density compared to batteries and fuel cells and in
terms of energy density compared to conventional capacitors.

Figure 5: Ragone plot of various energy storage devices [2].

Table 1 summarizes some important properties including the power density and
energy density of conventional capacitors, supercapacitors and lithium ion batteries.
It can be seen from this table that the energy density of the supercapacitors is 10

times larger than that of the conventional electrostatic capacitors.

As we all known, batteries are today the most common electrical energy stor-
age device, owing to their strong energy storage capability with a small volume and
weight. However, they suffer from a slow power delivery and a short cycle life
which can be clearly revealed from the corresponding data of the lithium ion batter-
ies in Table 1. Compared to batteries, supercapacitors have shorter charge/discharge
time, longer cycle life and higher cycle efficiency [17] [14] [11] [18]. Thanks to the
relative high power density, the charging/discharging of a supercapacitor is of the
order of a few seconds or less which is much faster than a battery. Supercapaci-
tors have a much longer cycle life than batteries because of their different energy
storage mechanisms. Batteries use a chemical process to store energy which can
easily cause the degradation of the electrodes and electrolytes and the cycle life is
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hence quite short. Unlikely, supercapacitors such as EDLCs, store energy through
the ions separation and adsorption in which case there are no chemical reactions
between the electrodes and electrolyte [1]. This important property of EDLCs con-
tributes to their long cycle life. Another advantage of supercapacitors over batteries
is the safety. Supercapacitors are much safer than batteries [13] because the fast
aging of batteries may cause catastrophic events such as a fire caused by a thermal
runaway [18]. Besides, supercapacitors have a wide operating temperature range,
typically, −40◦ C to +70◦ C [13].

Table 1: Comparison of some properties of conventional capacitors, supercapacitors
and lithium-ion batteries [17] [14] [11] [18].

Conventional
capacitors

Supercapacitors
Lithium ion

batteries

Charge/discharge time 10−3 − 10−6 s 0.3− 30 s 3 − 5 mins

Energy density (Wh/kg) < 0.1 1− 10 70− 100

Power density (W/kg) > 10000 5000− 10000 500− 1000

Cycle life > 500000 > 500000 < 5000

Cycle efficiency (%) > 95 75− 95 50− 90

On the other hand, supercapacitors still need to improve their performances.
One of the major disadvantages is the significantly low energy density caused by the
low operating voltage, generally 1 − 3 V per cell. For most applications, this low
voltage is not high enough to meet the requirements. The solution used in practice is
to connect single supercapacitor cells in series and in parallel to form supercapacitor
modules which have a higher voltage. Another obvious disadvantage is the high
self-discharge rate. The voltage of a supercapacitor decreases about 10% − 40%

per day which could be a big obstacle to their practical use [13]. The high cost
of supercapcitors is another disadvantage compared to batteries. The cost of using
a lithium ion battery is $1 − 2 per Wh while for a supercapacitor, the cost is up
to $10 − 20 per Wh [18]. Therefore, this high cost is still a major challenge for
the supercapacitors to be popularized in commercial products [13]. However, the
aging of the supercapacitors is much slower than the batteries which means that the
batteries need to be replaced more frequently than the supercapacitors when they
are used in an energy storage application for a long time. Thus, the cost of the
supercapacitors during a long period, for example 10 years, may not necessarily be
more expensive than the cost of batteries [19]. This is also an important point that
should be considered when using supercapactiors or batteries in an application.
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Applications

Because of some significant advantages compared to other storage devices, the
supercapacitors are rapidly developing and their applications range is quite wide
which includes consumer electronics, traction, automotive and industry [20].

First of all, the supercapacitors can be used as main power sources for the appli-
cations which require short charging time or power for short time periods, such as
toys, emergency flashlights [20]. They are also used as memory backup to replace
the batteries in more and more products such as computers and mobile phones [13].
Because of their high power density, the supercapacitors are often used to provide
bridge power in the cases where the standby power generation equipment is not in-
stantaneously available. For example, in the application of a stand-alone fuel cell
system, when the fuel cell cannot provide fast enough the required power to the
load, the supercapacitors can be used as a "bridge" across the transients [21].

In most applications, the supercapacitors are used as a secondary energy source.
The primary energy source such as generators, turbines and fuel cells provide the
average power to the load. But these primary energy sources may fail to meet the
peak power demand in very short time periods due to their limitations such as the
low power density or the poor transient response. In this case, using the superca-
pacitors to store energy from the primary energy sources and to deliver the stored
energy to the load as a secondary energy source whenever peak demand occurs for
a short period, can significantly improve the performance of the system [17]. One
interesting application is in the field of hybrid vehicles [22] [23] [24]. The peak
power is always required when starting the electrical drives or accelerating the ve-
hicles where the supercapacitors can be used to meet such a power requirement.
Also the energy generated by the regenerative braking in a very short period can be
stored by the supercapacitors. Another interesting application is the area of hybrid
renewable energy systems such as PV system or wind energy system. In [25], the
supercapactiors are combined with wind and fuel cell for sustained power genera-
tion in order to meet the load demand above the maximum power available from
the FC system for short durations. In [26], supercapacitors are used as an auxil-
iary source for supplying the deficiency power from the PV and the FC. The most
widely used energy storage device, the batteries, are less efficient when there is a
peak power of load and the frequent charging and discharging may rapidly reduce
their lifetimes. Therefore, the supercapacitors are also used together with the batter-
ies as energy storage devices in order to meet the peak power demand and lengthen
the life of the batteries [27] [28] [29] [24].



17

Aging of supercapacitors

Although the EDLC is a purely electrostatic energy storage device which brings
the EDLC a long cycle life, the aging problem is also unavoidable. With the use of
EDLCs, especially under some critical conditions such as high temperature or over
charge/discharge, irreversible electrochemical process can occur which may accel-
erate their aging [30]. Several studies have found that the electrolyte decomposes
during the electrochemical process and thus creates decomposition gases such as
CO, H2 and related organic by-products [31] [5] [30]. For example, Azais et al.
analyzed the positive and negative electrodes by X-ray photoelectron spectroscopy
(XPS) and nuclear magnetic resonance (NMR) after the aging of EDLCs. The de-
composition of the electrolyte has been observed on the electrode materials (i.e.
activated carbon) [5]. The productions of this decomposition are produced on the
surface of the electrode substrate and can block some pores of the porous materials
such as the activated carbons. The decrease of the accessible porosity of the elec-
trode leads to the deterioration of the electrodes and thus an increase of the series
resistance [30]. Furthermore, the accessible surface area of the electrode decreases
and thus results in a reduction of the capacitance. Therefore, the energy storage
capability can be also decreased.

The aging of the supercapacitors may cause their failure and unsafe uses. When
a supercapacitor is too much aged, the safety valve may open [6] due to the internal
pressure built-up that can lead to an electrolyte leakage [7]. As a consequence,
unexpected catastrophic events such as fire accidents may occur in case of organic
electrolyte use [8].

Objective of the thesis

Since the aging of the supercapacitors may cause failure and security problems
for an energy storage system, it is hence very important to be able to monitor the
state of health of the supercapacitors embedded in an application. Most of the ex-
isting methods to observe the supercapacitors aging are operated in laboratories
with some specific conditions such as some particular testing profiles [32] [33] or
specified measurement devices [34] [35], for example an impedance analyzer. To
monitor the state of health of the supercapacitors embedded in an application, for
example in an electrical vehicle, all of these offline methods require to interrupt the
function of the energy storage system and to remove the supercapacitors from their
application.

The global objective of this thesis is to design an online aging monitoring system
(as the one highlighted in the red dashed box in Fig. 6) in order to maintain the
proper function of the EDLCs. The online monitoring subsystem consists of the
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signal acquisition and the identification of EDLCs. Firstly, the physical signals,
such as voltage and current of EDLCs during their use (charging/discharging) in
an application, are obtained by some embedded physical sensors. To get the useful
information from these signals, the noisy raw data often need to be preprocessed (for
example, filtering the signals in a required frequency band). Then, these processed
signals are used for the EDLCs’ identification. Since the EDLCs’ aging can be
revealed from their parameters evolution, for example the increase of the equivalent
series resistance and the decrease of the capacitance [36], the aging monitoring
problem can be converted to the EDLCs’ identification.

Afterwards, the monitoring system using some online identification methods
such as extended Kalman filters, provides the parameter estimations during the use
of the EDLCs. With this information, a diagnosis can be made, for example, the
aging degree of the EDLC or the determination of whether the EDLC has a failure,
etc. According to the diagnostic conclusion, an executive decision is made to main-
tain the safety and reliability of the EDLC energy storage system. For example, the
system can be stopped immediately if a significant default is detected or the worn
EDLCs can be replaced by new ones if they are considered as aged enough.

Figure 6: EDLCs aging diagnosis system.

The particular objectives of this thesis can be described as:

- To design an experimental setup allowing to carry out accelerated calendar
aging on the chosen type of EDLCs with different levels of floating voltages
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(0 V and 2.5 V) at a high temperature (60◦ C).

- To study the aging of the chosen EDLCs by using offline characterization
methods and to analyze the characterization results.

- To select the most appropriate lumped model of EDLCs for the aim of online
aging monitoring.

- To design EDLCs aging monitoring systems based on real-time state ob-
servers (Kalman filters, interconnected observers, etc.) that can be used in
situ to observe the parameters evolution of the EDLCs during their aging pro-
cess and to propose potential industrial aging indicators.

- To experimentally validate the designed systems by comparing the results
obtained by online observers and by offline methods.

Outline of the thesis

The content of this thesis is distributed through three chapters:

- Chapter 1 starts with a review of several popular characterization methods
operated offline in laboratories. Different physical parameters of EDLCs are
defined and estimated by using offline methods. The parameter uncertainty is
proposed to be used to assess the quality of the parameter estimations. Exper-
imental results are presented and analyzed for the fresh EDLCs. At last, the
same characterization methods are applied to the EDLCs at different aging
levels during an accelerated calendar aging experiment and the parameters
evolution of the EDLCs during this aging process is presented.

- Chapter 2 is dedicated to look for a good model of EDLCs that could be
used for online aging monitoring. A review of several classic and popular
EDLC models are presented at first. To find the best trade-off between the
model complexity and performance, three criteria are proposed to select a
good model. Implementation methods of these criteria are presented based
on geometric study of the hyper-surface of the output error energy. Then,
several models are compared and analyzed according to the numerical values
of the proposed criteria. At last, an "appropriate" model of the tested kind of
EDLCs is suggested to be used for online aging monitoring.
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- Chapter 3 is devoted to the design of real time observers for EDLCs dedicated
to online aging monitoring. State observers are designed to estimate the pa-
rameters of two models of EDLCs: one is a simple RRC model and the other
one is a more complicated transmission line model. The observability and
sensitivity of these two models are studied. Two kinds of observers, an ex-
tended Kalman filter and interconnected observers are designed based on the
first model while for the second model, an extended Kalman filter and braided
Kalman filters are designed. The performance of the designed observers for
both models are checked by simulated experiments. At last, the parameter es-
timations of real EDLCs at different aging levels are presented and validated
by comparing with the offline characterization results obtained in Chapter 1.
An example of potential online state of health indicator that could be used for
industrial applications is proposed at last.

- Some conclusions of this work are then presented and potential ideas for a
future extension of this work are also proposed.



1
Offline monitoring of the

supercapacitors aging

Introduction

The aging of EDLCs can be detected from the evolution of their parameters,
such as the increase of the equivalent series resistance Rs or the decrease of the
capacitance C [1] [37]. To study the aging of an EDLC, offline characterization
techniques could be considered as a reliable way to analyze their parameters’ evo-
lution with aging. This chapter is dedicated to investigating how the evolution of
the EDLC parameters with aging can be observed by using different offline charac-
terization techniques and to assessing the quality of the characterization results.

The first section reviews the existing offline characterization methods, both in
the time and frequency domains. In the second section, several characterization
techniques used in this thesis are firstly introduced. The different physical parame-
ters of EDLCs are defined and their calculation expressions are derived. The third
section proposes to use parameter uncertainty to asses the quality of the measure-
ments. The calculation formulas of uncertainty of each parameter defined in second
section are determined. Finally, the last section presents the experimental results
of the proposed parameters and their uncertainties obtained on a fresh EDLC by
offline characterization. Afterwards, the parameters evolution resulting from an ac-
celerated aging experiment is presented and analyzed.

21
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1.1 State of the art

A large amount of research has already been done to study the EDLCs aging
through their parameters characterization [6] [32] [38] [39] [40]. The offline char-
acterization methods used in these research works can be divided into two kinds,
one gathering characterization methods in the time domain and the other in the
frequency domain. In the time domain, two parameters, Rs and C, are usually de-
termined from some specific current and voltage profiles [41] [6] [32]. On the other
hand, EIS (Electrochemical Impedance Spectroscopy) is most widely used in labo-
ratories to determine the impedance spectrum of EDLCs [38] [39]. Besides the two
main parameters, Rs and C, EIS can furthermore determine other parameters, such
as the electrolyte resistance which is related to the electrode porosity of an EDLC
[40]. In [42], [3] and [43], different dynamic models of EDLCs have been derived
and validated with experimental measurements obtained by EIS. Based on a model
derived from impedance measurements, the impacts of calendar aging and cycling
aging on the supercapacitor performance have been studied in [44].

This section will present different existing characterization methods used for
EDLCs in both time domain and frequency domain.

1.1.1 Time domain characterization

The IEC-62391 standard [45] has defined a method, called Constant Current
Constant Voltage (CCCV) method, to determine the parameters, Rs and C of an
EDLC. This method applies a constant current to charge the EDLC until its voltage
achieves the rated maximum voltage. Then, the EDLC is maintained 30 minutes at
the rated voltage with the help of a constant voltage power supply. Subsequently, a
specific negative constant current is applied to discharge the EDLC. The current and
the voltage of the EDLC (see Fig. 1.1) are measured during such a cycle (charging,
rated voltage maintenance and discharging) based on which the parameters can be
derived. An estimation of the capacitance C is calculated as

C =
I(t2 − t1)

U1 − U2

(1.1)

where I is the amplitude of the discharge current and the voltage measurements U1

and U2 at time t1 and t2 during the discharging phase are specified according to
Table 1.1. An estimation of the equivalent series resistance Rs is calculated as

Rs =
∆U3

I
(1.2)

where ∆U3 is the voltage drop at the beginning of the discharge phase defined as
the difference between the rated voltage and the intersection of the auxiliary line
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extended from the straight part of the discharge voltage and the time base at the
beginning of the discharge. The value of the constant discharge current specified
by the standard to determine Rs is chosen according to Table 1.2, which is different
from that used to determine C.

Figure 1.1: Current and voltage curves for the CCCV method [45].

Table 1.1: Discharge conditions to determine C [45].

Classification Class 1 Class 2 Class 3 Class 4

Application Memory Energy Power Instantaneous

backup storage power

I (mA) 1× C 0.4× C 4× C 40× C

U1 The value to be 80% of the rated voltage (0.8× UR)

U2 The value to be 40% of the rated voltage (0.4× UR)

Note C (F) is the rated capacitance; UR (V) is the rated voltage

Table 1.2: Discharge conditions to determine ESR [45].

Classification Class 1 Class 2 Class 3 Class 4

I (mA) 10× C 4× CUR 40× CUR 400× CUR

Note C (F) is the rated capacitance; UR (V) is the rated voltage

For commercial EDLCs, manufacturers give the values of the rated capacitance
and the equivalent series resistance based on this standard. For example, the char-
acterization method used by the Nichicon company for their EverCAP products is
nearly the same as CCCV [46]. The only difference is that the values of U1 and U2
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used to calculate C are not exactly the same as the ones shown in Table 1.1. They
are respectively replaced by 2 V and 1 V.

Some manufacturers of EDLCs use other test procedures to characterize their
EDLCs. The Maxwell company uses a test, called Constant Current Discharge Test
(CCDT) [37], to determine the series resistance and capacitance of their superca-
pacitors. They also use the measurements from a constant current discharge phase
which is similar to the one defined by the IEC-62391 standard. The procedure of
this test is as follows:

1. The EDLC is charged to some appropriate voltage with an appropriate cur-
rent;

2. Keep the EDLC in open circuit for some time, then discharge it with an appro-
priate current until the voltage decreases to a very small value, for example,
0.1V. Record the discharge time and the minimum discharged voltage.

3. Remove the load from EDLC for 5 seconds and record the voltage.

Figure 1.2: Current and voltage curves for the CCDT method used by Maxwell
[37].

Fig. 1.2 shows the current and voltage curves in this test. The calculation of
capacitance C is in a similar way as equation 1.1:

C =
Id × td
Uw − Uf

(1.3)

where Id is the amplitude of the discharge current, td is the discharge time, Uw is
the working voltage and Uf is the voltage 5 seconds after the removal of load. The
voltage difference Uw − Uf is used instead of Uw − Umin in the aim of eliminating
the voltage drop due to the equivalent series resistance [37]. The resistance Rs is
defined as

Rs =
Uf − Umin

Id
(1.4)
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where Umin is the minimum discharged voltage of the EDLC.

A large amount of work about the time domain characterization of EDLCs is
based on the two methods presented above. But some researchers also made some
modifications depending on the different requirement of their applications. For ex-
ample, in [4], Lajnef et al have calculated C and Rs based on a CCDT during not
only the discharging period but also during the charging period. In [47], the authors
defined these two parameters the same way as that of CCDT, except that they charge
and discharge the EDLC with constant power instead of constant current.

1.1.2 Frequency domain characterization

The Electrochemical Impedance Spectroscopy (EIS), also called AC impedance
method, is a popular and widely used technique to characterize electrochemical
cells such as batteries, fuel cells and supercapacitors. Recognized as a frequency
domain technique, EIS studies the response of an electrochemical cell to an applied
excitation signal over a pre-determined frequency range, and calculates the corre-
sponding impedance. It is usually operated by applying an AC excitation potential
to the cell and then measuring the responding AC current [38]. Using EIS to ana-
lyze the impedance of a linear system is much easier than that of a nonlinear system.
Unfortunately, electrochemical systems are nonlinear. But if the amplitude of the
applied AC potential has a very small value, the system can be considered as ap-
proximately linear (pseudo-linear) [48]. Therefore, the experimental condition for a
valid EIS measurement is that the amplitude of the applied excitation potential must
be small enough (normally, between 1 mV and 10 mV) [39].

Usually in the EIS, a small sinusoidal voltage v(t) = V sin(ωt), added to a
steady state potential v0, is applied to an electrochemical cell, where V is the voltage
signal amplitude and ω is angular frequency. Since the cell is assumed to be pseudo-
linear, the response to the AC excitation potential is a sinusoidal current i(t) with
the same frequency but a shift in phase ϕwhich is expressed as i(t) = I sin(ωt−ϕ),
where I is the amplitude of the current (see Fig. 1.3).

The sinusoidal voltage and current signals are expressed in complex form [49]:
V (t) = V · e ωt and I(t) = I · e (ωt−ϕ). The resulting complex impedance can be
written as Z( ω) = (V/I) ·e ϕ. Then, the values of the real and the imaginary parts
of the impedance, Zre and Zim, can be obtained from the following equations:

Zre =
V

I
cos(ϕ), Zim =

V

I
sin(ϕ) (1.5)

The Nyquist plot of an electrochemical cell can be obtained by presenting the
real part of the impedance on the abscissa axis and the opposite of the imaginary
part on the ordinate axis at different frequencies. Fig. 1.4 shows Nyquist plots of
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Figure 1.3: Applied voltage and responding current of an electrochemical cell.

simple elements and their combinations. For an ideal capacitor, the Nyquist plot in
Fig. 1.4 (a) shows a vertical line at the ordinate axis with the real part of impedance
being 0 Ω. For a capacitor in series with a resistor (Fig. 1.4 (b)), the vertical line is
shifted with the value of the resistor R compared to the case of an ideal capacitor.
The Nyquist plot of a capacitor in parallel with a resistor (Fig. 1.4 (c)) is a semi-
circle centered on (R1/2, 0) with a radius ofR1/2 and the real part of the impedance
is equal to the resistance R1 when the frequency is zero. In the case of a resistor in
series with a capacitor which is in parallel with another resistor shown in Fig. 1.4
(d), the semi-circle is shifted with the value of the series resistance R2. This model
is considered as the classical simple electrical model of an EDLC [50] [51].

Figure 1.4: Nyquist plots of different elements [52].
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However, in practice, the impedance plot of a real EDLC is not as simple as the
plots illustrated above. Fig. 1.5 (left) is the Nyquist plot of a commercial Nichicon
1F/2.7V (UM105) EDLC obtained by EIS measurement at a 1 V DC potential with
a frequency range between 10 mHz and 200 kHz. The nominal resistance specified
by the manufacturer is 3 Ω and is shown by the red vertical line in the figure. It is
clear from this figure that the impedance of this EDLC approaches the vertical line
at very low frequencies. This means that at a very low frequency, the EDLC behaves
almost but not exactly like a capacitor in series with a resistor as in Fig. 1.4 (b). The
real part of the impedance decreases for higher frequencies. At a frequency where
the imaginary part of the impedance is zero, the EDLC behaves as a pure resistor.
The figure at the right side of Fig. 1.5 is an enlarged impedance spectrum at an
intermediate frequency range. Between 0.3 Hz and 5 Hz, a 45◦ slope area appears.
It is caused by the electrode porosity and can be described by a transmission line
RC network (more details will be given in Chapter 2) [53]. It should be noticed that
at the frequencies higher than 1.5 kHz, there exists a semi-circle in the impedance
spectrum. The existence of this phenomenon is probably due to the contact at the
interface between the electrode and current collector [7], which can be described by
a contact resistance Rint in parallel with a capacitance Cint. This capacitance can be
calculated as

Cint = 1/(2πftRint) (1.6)

where, ft is the frequency at the top point of the semi-circle and Rint is calculated
as the diameter of the semi-circle. For this Nichicon 1F/2.7V (UM105) EDLC, Cint

is around 100 µF which is small enough to be neglected with respect to the nominal
capacitance (around 1 F).

With EIS method, the EDLCs are often characterized by calculating the equiva-
lent resistance and capacitance [54] [55]. They are defined as

Req = Zre, Ceq = −1/(2πfZim) (1.7)

Fig. 1.6 shows the equivalent resistance and capacitance versus frequency of a
Nichicon 1F/2.7V (UM105) EDLC. At a high frequency, the ions of the electrolyte
do not enter deeply into the pores of the electrodes. This is why Req and Ceq de-
crease with an increase of frequency. On the other hand, at a lower frequency,
the ions can enter into the pores more deeply, which means that there are more
charges stored in the EDLC. It leads to a higher capacitance at a lower frequency.
Meanwhile, with the penetration of the ions in the pores, the electrolyte resistance
increases which leads to a higher Req. When characterizing a commercial EDLC
by EIS measurements, the rated capacitance C is often determined as the maximum
Ceq obtained at the lowest frequency, and the equivalent series resistance R is de-
fined as Req obtained at some high frequency f0, for example 1 kHz for a Nichicon
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Figure 1.5: Nyquist plots of a Nichicon 1F/2.7V EDLC.

EDLC:
R = Req(f0), C = max(Ceq) (1.8)

(a) Req vs. frequency (b) Ceq vs. frequency

Figure 1.6: The equivalent resistance and capacitance versus frequency.

1.2 Offline characterization of a commercial EDLC

1.2.1 Acquisition device and techniques

The supercapacitor used in this work is chosen as the Nichicon 1F/2.7V (type
UM105) EDLC. To characterize this EDLC offline, a multipotentiostat called VMP3
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Figure 1.7: VMP 3 device.

(see Fig. 1.7) provided by Bio-Logic is used. It can be connected to a computer by
a USB link or by Ethernet. The EC-lab software shown in Fig. 1.8 is a platform
for controlling the VMP3 potentiostat from a computer. The VMP3, together with
EC-lab, can apply several techniques, such as EIS or Cyclic Voltammetry (CV) to
electrochemical cells such as batteries or supercapacitors. They also allow to de-
fine personalized profiles to analyze or characterize the batteries or supercapacitors.
The VMP3 is not only an analysis tool but also a data acquisition device. When
analysis profiles are applied to a supercapacitor, the required data are recorded by
the multipotentiostat and can be used through the EC-lab software.

Figure 1.8: EC-lab software

The techniques used via VMP3 and EC-lab in our work for offline characteriza-
tion of EDLCs are Potentiostatic Electrochemical Impedance Spectroscopy (PEIS),
Cyclic Voltammetry (CV), Chronopotentiometry (CP) and Open Circuit Voltage
(OCV).

– Potentiostatic Electrochemical Impedance Spectroscopy (PEIS)

This technique has been presented in detail in §1.1.2.
– Cyclic Voltammetry (CV)

The CV technique is frequently used by electrochemists to acquire informa-
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tions on electrochemical reactions of batteries or supercapacitors [55] [56]. It
applies a triangular potential waveform to the EDLC and the potential sweeps
inside a given voltage range. Normally, the voltage increases linearly from
0 V to the maximum voltage with a constant rate during the charging pe-
riod and decreases from the maximum voltage to 0 V during the discharging
period with the same rate.

– Chronopotentiometry (CP)

Chronopotentiometry is a current controlled technique. With this technique,
controlled constant current steps with desired values can be applied to an
EDLC. The corresponding voltage is then recorded. This technique can be
used for different kinds of EDLC analysis [56], such as the charge efficiency
and energy efficiency in our case.

– Open Circuit Voltage (OCV)

The OCV technique disconnects the EDLC from power supply, which means
that the EDLC is in open circuit state. There is no current and no voltage
applied to the EDLC electrodes but the potential across the EDLC is measured
by the VMP3. This technique is often used to observe the self-discharge
phenomenon of an EDLC.

1.2.2 Parameters for EDLC characterization

According to the parameters which are frequently used in laboratories to char-
acterize EDLCs offline [57], we consider the use for aging monitoring purposes of
the following parameters:

Capacitive Parameters

– The Integral Capacitance - Cint

The integral capacitance is obtained by a CV technique. This parameter de-
pends on the voltage scanning rate, because of the relatively low conductivity
of the ions in the electrolyte within the pores. A higher voltage scanning rate
can result in a smaller integral capacitance, because there is not enough time
for the ions in the electrolyte to enter into the depths of the pores. Therefore,
in our work, the integral capacitance Cint of the chosen EDLC is calculated
for two voltage scanning rates (100 mV/s and 10 mV/s). The voltage and
current signals obtained with a fresh EDLC during 3 charge/discharge cycles
and with a scanning rate of 10 mV/s are shown in Fig. 1.9.
The integral capacitance can be calculated as the proportion of the accumu-
lated/released charge and the voltage variation at charging/discharging phase.
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Figure 1.9: Current and voltage signals of a fresh EDLC obtained by CV technique
during 3 charging/discharging cycles.

The integral capacitance Cint1 deduced from the charging phase is defined as

Cint1 =
∆Q1

∆v1

=

∫ tb
ta
i(t) dt

v(tb)− v(ta)
(1.9)

This expression is closely connected to Eq. 1.1 and is based on the integration
during the charging phase of an ideal capacitor model i(t) = C dv

dt
(t). Sim-

ilarly, the integral capacitance Cint2 calculated from the discharging phase is
defined as

Cint2 =
∆Q2

∆v2

=
−
∫ tc
tb
i(t) dt

v(tb)− v(tc)
(1.10)

Then the global integral capacitance Cint is calculated as the average of Cint1

and Cint2:
Cint = (Cint1 + Cint2)/2 (1.11)

Figure 1.10: Integration approximated by a trapezoidal method.

Theoretically speaking, v(tb)−v(ta) = v(tb)−v(tc) = 2.7 V. But in practice,
the current and voltage signals are recorded with a sampling period Ts. There-
fore, the sampled voltage difference during the charging phase is not exactly
equal to that during the discharging phase: v[kb]− v[ka] ≈ v[kb]− v[kc], with
ta = kaTs, tb = kbTs and tc = kcTs. To calculate the accumulated charge
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∆Q1 and the released charge ∆Q2, the integral of the current is approximated
by a trapezoidal method (see Fig. 1.10).
Finally, in discrete-time, the integral capacitance Cint can be approximately
calculated as

Cint ≈
1

2

(
∆̂Q1

v[kb]− v[ka]
+

∆̂Q2

v[kb]− v[kc]

)

with ∆̂Q1 =

kb−1∑
k=ka

Q[k] = Ts

(
i[ka] + i[kb]

2
+

kb−1∑
k=ka+1

i[k]

)

∆̂Q2 =
kc−1∑
k=kb

Q[k] = −Ts

(
i[kb] + i[kc]

2
+

kc−1∑
k=kb+1

i[k]

)
(1.12)

– The Differential Capacitance - Cdiff

This capacitance is obtained by the EIS technique which was presented in
§1.1.2. A voltage which sinusoidally oscillates around a constant DC contin-
uous component v0, is imposed to the EDLC and the corresponding current is
measured. The amplitude of the small sinusoidal voltage oscillation is chosen
in our case as V = 10 mV. The measured current amplitude I and phase ϕ
allow to know the complex impedance Z(jω) = Zre +  Zim, where Zre and
Zim can be calculated from Eq. 1.5. The differential capacitance is defined as
in Eq. 1.7 by

Cdiff = − 1

Zim ω
= − I

2πfV sin(ϕ)
(1.13)

This definition is based on the expression of the pure imaginary part of an
ideal EDLC’s impedance, Z = −/(Cω). The differential capacitance is
calculated at the lowest frequency (f = 10 mHz) in the impedance spectrum
and the phase ϕ is thus close to −π/2. Cdiff is a capacitance obtained at a
given DC voltage and thus is a voltage dependent parameter. In practice, this
capacitance is calculated for v0 equal to 0 V, 1 V, 2 V and 2.7 V.

Resistive parameters

– The Series Resistance - Rs

The series resistance Rs is the sum of the ionic resistance of the electrolyte
resulting from the ions migration through the separator between the electrodes
and of the contact resistance at the interface between the current collector
and the electrode material. This parameter is responsible for the immediate
terminal voltage rise/drop at the beginning of charging/discharging phases. It
can be characterized by EIS at high frequency. From the impedance spectrum
shown in Fig. 1.11, Rs is defined as the real part of the impedance at the right
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intersection (denoted by B) of the semi-circle and the Zre axis:

Rs = Re(ZB) = R0 +Rint (1.14)

Figure 1.11: Definition of Rs and Rd from impedance spectrum.

R0 is the real part of the impedance at the left intersection of the semi-circle
and the Zre axis. This intersection is located where the imaginary part of the
impedance, Zim, is equal to zero (ϕ = 0 rad). In practice, the sinusoidal volt-
age is applied to the supercapacitor with a logarithmically sampled frequency
which may lead to a lack of the sampled data to obtain R0 at the required null
imaginary part point. Therefore, the series resistance is obtained by a linear
interpolation (see Fig. 1.12) between Zr1, the real part of the impedance of
the last sampled data which has the positive phase ϕ1 and Zr2, the real part of
the impedance of the last sampled data whose phase, ϕ2, is negative. Thus,
the following relationship is obtained from the intercept theorem:

R0 − Zr1
Zr2 − Zr1

=
ϕ1

ϕ1 − ϕ2

(1.15)

Then, the parameter R0 is calculated by

R0 =
ϕ2 Zr1 − ϕ1 Zr2

ϕ2 − ϕ1

, with Zr1 =
V1 cos(ϕ1)

I1

and Zr2 =
V2 cos(ϕ2)

I2
(1.16)

Rint, represented as the contact resistance at the interface between the elec-
trode and the current collector, is calculated as the diameter of the semi-circle
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Figure 1.12: Determination of R0 by interpolation.

which is twice the radius:

Rint = 2(ZrA −R0) (1.17)

Combining Eqs. 1.14, 1.16 and 1.17, the series resistance Rs is finally ob-
tained:

Rs = 2ZrA −R0 = 2ZrA −
ϕ2 Zr1 − ϕ1 Zr2

ϕ2 − ϕ1

(1.18)

Figure 1.13: Method to find the maximum position of a parabola.

ZrA is considered as the real part of the highest point on the semi-circle and
may not be directly obtained from the sampled data. It can be seen from
Fig. 1.11 that the shape of the so called ’semi-circle’ of an EDLC in the
impedance spectrum is closer to a parabola. Thus, the following method can
be used to find the maximum position of a parabola in order to obtain an
accurate estimation of ZrA. Let’s suppose that three points (samples), (xl, yl),
(xc, yc) and (xr, yr), around the target maximum position are known. The
point at the center of the three has the maximum y axis value among all the
samples (see Fig. 1.13). The equation of the parabola is assumed to be y(x) =

yc + a(x − xc)2 + b(x − xc), where a and b are constants. Then, at the left
and right points, the following equations are established:

yl = yc + a(xl − xc)2 + b(xl − xc) (1.19)

yr = yc + a(xr − xc)2 + b(xr − xc) (1.20)



1.2. OFFLINE CHARACTERIZATION OF A COMMERCIAL EDLC 35

Combining the two equations above, a and b are obtained:

a =
(xr − xc)(yl − yc)− (xl − xc)(yr − yc)

(xl − xc)(xr − xc)(xl − xr)

b = −(xr − xc)2(yl − yc)− (xl − xc)2(yr − yc)
(xl − xc)(xr − xc)(xl − xr)

(1.21)

x0 of the maximum position is obtained when the derivative of the function
y(x) is zero:

dy(x0)

dx
= 2a(x0 − xc) + b = 0 ⇒ x0 = xc − b/(2a) (1.22)

Thus, x0 is obtained from the three known samples:

x0 = xc +
(xr − xc)2(yl − yc)− (xl − xc)2(yr − yc)

2 ((xr − xc)(yl − yc)− (xl − xc)(yr − yc))
(1.23)

In our case, x0 is replaced by ZrA and the three points, (xl, yl), (xc, yc) and
(xr, yr), are respectively replaced by the three highest sampled points on
the "semi-circle" of the impedance spectrum, (Zrl,−Zil), (Zrc,−Zic) and
(Zrr,−Zir). Therefore, ZrA can be calculated from:

ZrA = Zrc +
(Zrr − Zrc)2(−Zil + Zic)− (Zrl − Zrc)2(−Zir + Zic)

2 ((Zrr − Zrc)(−Zil + Zic)− (Zrl − Zrc)(−Zir + Zic))
(1.24)

– The Dynamic Resistance - Rd

The resistance responsible for the 45◦ slope area in the impedance spectrum is
called the dynamic resistance of the electrolyteRd. It corresponds to the ionic
current caused by the movement of the ions in the electrolyte which fills the
pores of the electrode [1]. Since this phenomenon is related to the porosity of
the electrode, when determining the dynamic resistance, the series resistance
Rs is out of consideration. Thus, the dynamic resistance Rd can be obtained
by EIS measurement from the following definition [58]:

Rd/3 = Rknee −Rs (1.25)

where Rknee is the real part of the impedance at point C of Fig. 1.11, called
the knee point. This point indicates the limit of the use of an EDLC, where the
capacitive character of the electrode is equal to its resistive character. There-
fore, at this knee point, Zre − Rs = −Zim. In practice, the knee resistance
Rknee at point C may not be directly deduced from the sampled data. There-
fore, as for the determination ofR0,Rknee is obtained by a linear interpolation
(see Fig. 1.14) between Z ′r1, the real part of the impedance of the last sam-
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pled data for which Zre − Rs + Zim is positive and Z ′r2, the real part of the
impedance of the last sampled data for which Zre −Rs + Zim is negative.

Figure 1.14: Determination of Rknee by interpolation.

The knee resistance Rknee is then obtained by:

Rknee =
a2 Z

′
r1 − a1 Z

′
r2

a2 − a1

(1.26)

with
ak = Z ′rk −Rs + Z ′ik (k = 1, 2) (1.27)

Z ′rk =
V ′k cos(ϕ′k)

I ′k
and Z ′ik =

V ′k sin(ϕ′k)

I ′k
(1.28)

– The Leakage Resistance - Rleak

This parameter is obtained by imposing a constant voltage v to the EDLC
and measuring the current i required to maintain the voltage constant. This
current i is called leakage current. The leakage resistance is defined as

Rleak = v/i (1.29)

The leakage current comes from the circulation of the charge over the EDLC,
caused by some parasitic chemical reactions between the electrodes and the
chemical component in the electrolyte [40]. The leakage current depends on
the voltage and temperature level. In our case, different DC voltages, 1 V, 2 V
and 2.7 V, are maintained for 30 minutes at room temperature to ensure that
the EDLC is completely charged. The measurement of the current is taken at
the end of these 30 minutes.

– The Self-discharge Resistance - Rsd

Self-discharge is the voltage decay phenomenon of a charged cell after it is
left on open circuit for some time [1]. The parameter Rsd is obtained thanks
to an OCV technique by measuring the voltage of EDLC over 30 minutes
at open circuit after charging the EDLC to the rated voltage (i.e. 2.7 V in
our case). The rated voltage is hold for 30 minutes before starting the open
circuit state in order to ensure that the EDLC is completely charged. This
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open circuit voltage is approximately equal to v(t) = V0 + V1 e
−t/τ , with

τ = Rsd Cdiff . By measuring the voltage at three instants (t = t0 = 0 s, t = t1

and t = t2 = 2t1), the self-discharge voltage is obtained.
v(t0) = V0 + V1

v(t1) = V0 + V1e
−t1
τ

v(t2) = V0 + V1e
−t2
τ

(1.30)

Rsd =
τ

Cdiff

with τ =
t1

ln
(

v(0)−v(t1)
v(t1)−v(2t1)

) (1.31)

Figure 1.15: Measured voltage of a fresh EDLC in open circuit during 30 minutes,
obtained by an OCV technique.

Efficiency parameters

During the charging period, the charge and energy is accumulated and stored in
an EDLC while at the discharging period, the charge releases and the energy is con-
sumed. But even if there is no chemical reaction in EDLC, the charging/discharging
efficiency can never reach 100 %.

Figure 1.16: Constant charge/discharge current (below) and measured voltage
(above) of 3 charging/discharging cycles of a fresh EDLC obtained by a CP tech-
nique.
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To calculate the charge efficiency and energy efficiency of an EDLC, a chronopo-
tentiometry technique is applied. Five constant current charge/discharge (±20 mA)
cycles are applied to achieve an external equilibrium of EDLC. The current and
voltage signals of the last cycle are used for the calculation of the charge efficiency
and energy efficiency (see Fig. 1.16). The voltage is controlled in a range of [0 V-
2.7 V].

– The Charge Efficiency - ηc
The charge efficiency is defined as the ratio of electric charge quantity re-
turned during the discharging period and the electric charge received during
the charging period.

ηc = −∆Qbc

∆Qab

= −
∫ tc
tb
i(t) dt∫ tb

ta
i(t) dt

(1.32)

– The Energy Efficiency - ηe
The energy efficiency is defined as the ratio of the energy released during the
discharging period and the energy accumulated during the charging period.

ηe = −Ebc
Eab

= −
∫ tc
tb
v(t)i(t) dt∫ tb

ta
v(t)i(t) dt

(1.33)

Generally, the charge efficiency is very close to one because there is very few
irreversible chemical reaction during the charging and discharging phases.
In contrast, the energy efficiency is lower because of the resistive behavior
of the electrolyte in the pores and because of the interface resistance which
give rise to Joule effect losses [40]. Therefore, the energy that is used by the
load during the discharging phase is lower than the energy stored during the
charging phase. This parameter allows to estimate globally the Joule losses
at a certain current level without using an electrical model. It provides an
indicator of the heating risk, thus, an indicator of the aging acceleration.
Although the current is controlled to 20 mA during the charging period and
to −20 mA during the discharging period, the measured current is very close
to but not exactly equal to the constant current reference value. That is why
Eqs. 1.32 and 1.33 are not simplified by eliminating the current term of the
denominator and that of the numerator. In practice, the current and voltage
signals are recorded with a sampling period Ts. The integrals of the current
and the power are approximated by a trapezoidal method.

ηc ≈ −
∆̂Qbc

∆̂Qab

and ηe ≈ −
Êbc

Êab
(1.34)
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with ∆̂Qbc = Ts

(
i[kb] + i[kc]

2
+

kc−1∑
k=kb+1

i[k]

)
(1.35)

∆̂Qab = Ts

(
i[ka] + i[kb]

2
+

kb−1∑
k=ka+1

i[k]

)
(1.36)

Êbc = Ts

(
v[kb]i[kb] + v[kc]i[kc]

2
+

kc−1∑
k=kb+1

v[k]i[k]

)
(1.37)

Êab = Ts

(
v[ka]i[ka] + v[kb]i[kb]

2
+

kb−1∑
k=ka+1

v[k]i[k]

)
(1.38)

where ka ≈ ta/Ts such that v[ka − 1] > vmin and v[ka] ≤ vmin, kb ≈ tb/Ts

such that v[kb − 1] < vmax and v[kb] ≥ vmax and kc ≈ tc/Ts such that
v[kc − 1] > vmin and v[kc] ≤ vmin.

For now, different parameters of EDLCs have been defined and their values can
be calculated as long as the measurements are obtained by different characterization
techniques. However, when presenting the parameters estimations obtained from
measurements, it is also very important to show how much one can trust on these
results. The next section will present how to evaluate the quality of the parameters
estimations by analyzing their related uncertainties.

1.3 The parameter uncertainty estimation

1.3.1 Parameter uncertainty

The measurement provides some information about the value of a specific mea-
surand, such as the voltage across an electrical circuit or the current through one
branch of a circuit. However, this measurement cannot be exactly equal to the
true value of the measurand because it can be affected by different factors such as
the measuring system, the measurement procedure, the operation skills or the en-
vironment [59]. Therefore, when evaluating a measurement result, it is generally
expressed as a measured quantity value and a measurement uncertainty [60]. In the
’International vocabulary of metrology’, the measurement uncertainty is defined as
"a parameter associated with the result of a measurement, that characterizes the
dispersion of the values that could reasonably be attributed to the measurand" [60]
[61]. The purpose of determining the measurement uncertainty is not to discredit
the measurement result or the method by which it was obtained, but rather to assess
the quality of a measurement system and to find a way to improve the measurement
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accuracy (see [60], §2.13).
One part of the measurement uncertainty is due to the repeatability or repro-

ducibility error. The remaining part comes from various sources, for example, the
instrument effects, signal sampling or computational effects, etc [61]. When a phys-
ical quantity y, which cannot be measured directly, is related to a finite number of
independent measurable physical quantities x1, x2, ...xN by a nonlinear function
written as y = f(x1, x2, ...xN), the uncertainty of this quantity y is called combined
standard uncertainty [61]. The combined standard uncertainty u(y) associated with
y is given by a quadrature combination of the product of the independent parameters
uncertainty u(xi) and their corresponding sensitivity coefficient (see [59], §4.14 et
§4.15):

u(y)2 =
N∑
i=1

c2
i u(xi)

2, with ci =
∂f

∂xi
(x1, x2 . . . xN) (1.39)

The uncertainty of the quantity, u(xi), can be determined from the manufactures’
specifications. When characterizing the EDLC with the VMP3 from the Biologic
company, the limits of accuracy of the useful measurands are indicated by the man-
ufacturer as the percentage of full scale range shown in Table 1.3.

Table 1.3: Specification of VMP3 multipotentiostat/galvanostat.

Measured Quantity Current Potential Frequency Phase

Accuracy < 0.1% FSR < 0.1% FSR 1% 1◦

(FSR: Full Scale Range)

Since the specification provides neither a level of confidence nor a knowledge of
the shape of the distribution of the measurand, it is normally appropriate to assume
a rectangular distribution with a standard deviation of the accuracy divided by

√
3.

Thus, the uncertainty of a measured quantity is calculated as [61].

u(xi) =
a√
3

(1.40)

where a is the device accuracy (see Table 1.3), defined as the half-width of the
rectangular distribution of the true value around the measured value shown in Fig.
1.17.

The uncertainty calculation given above in Eq. 1.39 is for the measurement of a
single sample. But if the quantities x1, x2, ...xN are measured on several samples
(in our case, several EDLCs), the total uncertainty should be composed of two parts.
One is deduced from the measurement process, as calculated by Eq. 1.39. The other
one is random uncertainty due to the repeated measurements on different samples
and often represented by the standard deviation of the measurements of different
samples. Therefore, the final estimation is then obtained by taking the average value
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Figure 1.17: Plot of a rectangular probability distribution.

of yj , and its total uncertainty is obtained by combining the experimental standard
deviation of yj with the highest value of the measurement uncertainty u(yj):

y =
1

M

M∑
j=1

yj, and (1.41)

u(y) =
√
S2
y + max

j∈[1,M ]
u(yj)2 with S2

y =
1

M − 1

M∑
j=1

(yj − y)2 (1.42)

where M is the number of the samples (M = 5 in our case). Since the highest
value of the measurement uncertainty is used to represent the systematic uncertainty,
the estimation given in Eq. 1.42 corresponds to a conservative estimation of the
uncertainty of y.

1.3.2 Determination of the uncertainty of EDLC parameters

– Uncertainty of the integral capacitance - u(Cint)

For the integral capacitance Cint, we assume that all the voltages and all the
currents are measured with the same range, such that all voltage measure-
ments have the same uncertainty u(v) and all current measurements have the
same uncertainty u(i). Then, the uncertainty of Cint defined by Eq. 1.11 can
be calculated as

u(Cint)
2 =

1

4

(
u(Cint1)2 + u(Cint2)2

)
(1.43)

where Cint1 and Cint2 are obtained from Eq. 1.9 and 1.10 and their uncertain-
ties are calculated the following way:

u(Cintk)2 = (
∂Cintk

∂∆Qk

)2u(∆Qk)
2 + (

∂Cintk

∂∆vk
)2u(∆vk)

2 (k = 1, 2)

with
∂Cintk

∂∆Qk

=
1

∆vk
,

∂Cintk

∂∆vk
= − ∆Qk

(∆vk)2
(1.44)

Therefore, u(Cint1) and u(Cint1) can be obtained by the following simplified
equation:
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u(Cintk)2 = C2
intk

(
u(∆Qk)

2

∆Q2
k

+
2u(v)2

∆vk
2

)
(k = 1, 2)

with u(∆Q1)2 = T 2
s u(i)2(kb − ka −

1

2
), u(∆v1)2 = 2u(v)2

u(∆Q2)2 = T 2
s u(i)2(kc − kb −

1

2
), u(∆v2)2 = 2u(v)2

(1.45)

The current and voltage are measured with two different voltage scanning
rates, 100 mV/s and 10 mV/s in the cyclic voltammetry test. The full scale
ranges of the current are respectively chosen as 100 mA (for 100 mV/s) and
10 mA (for 10 mV/s). The full scale range of the voltage for both cases is
chosen as 3 V. The numerical values of the sampling period Ts, u(i) and u(v)

needed for calculating the uncertainty of Cint are shown in Table 1.4. The
other variables, ∆vk, ∆Qk, ka, kb and kc, can be determined directly from the
measured signals.

Table 1.4: The values of Ts, u(i) and u(v) in CV test.

Ts [s] u(i) [A] u(v) [V]

100 mV/s 0.05 0.1%× 0.1/
√

3 0.1%× 3/
√

3

10 mV/s 0.005 0.1%× 0.01/
√

3 0.1%× 3/
√

3

– Uncertainty of the differential capacitance - u(Cdiff)

Table 1.5: The uncertainties of the measurands in EIS test.

u(I) [A] u(V ) [V] u(f)
f

u(ϕ) [rad]

0.1%× 0.01/
√

3 0.1%× 3/
√

3 1% 1× π/(180
√

3)

Three parameters, Cdiff , Rs and Rd, are characterized by EIS measurement.
There are four measurands measured by EIS: current I , voltage V , frequency
f and phase ϕ. Their uncertainty specified by the VMP 3 manufacturer is
shown in Table 1.5. The uncertainty of the differential capacitance defined in
Eq. 1.13 is obtained by:

u(Cdiff)2 = (
∂Cdiff

∂I
)2u(I)2+(

∂Cdiff

∂V
)2u(V )2+(

∂Cdiff

∂ϕ
)2u(ϕ)2+(

∂Cdiff

∂f
)2u(f)2

(1.46)
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with
∂Cdiff

∂I
=

−1

2πfV sinϕ
,

∂Cdiff

∂V
=

I

2πfV 2 sinϕ

∂Cdiff

∂ϕ
=

I cosϕ

2πfV (sinϕ)2
,

∂Cdiff

∂f
=

I

2πf 2V sinϕ

(1.47)

Finally, u(Cdiff) can be obtained by:

u(Cdiff)2 = C2
diff

(
u(I)2

I2
+
u(V )2

V 2
+
u(f)2

f 2
+ cot(ϕ)2 u(ϕ)2

)
(1.48)

– Uncertainty of the series resistance - u(Rs)

From the expression of Rs in Eq. 1.18, its uncertainty u(Rs) can be obtained
from:

u(Rs)
2 = 4u(ZrA)2 + u(R0)2 (1.49)

The uncertainty of R0, u(R0), is derived from Eqs. 1.16 and 1.39:

u(R0)2 = (
∂R0

∂Zr1
)2u(Zr1)2 +(

∂R0

∂Zr2
)2u(Zr2)2 +(

∂R0

∂ϕ1

)2u(ϕ)2 +(
∂R0

∂ϕ2

)2u(ϕ)2

(1.50)

with
∂R0

∂Zr1
=

ϕ2

ϕ2 − ϕ1

,
∂R0

∂Zr2
= − ϕ1

ϕ2 − ϕ1

∂R0

∂ϕ1

=
ϕ2(Zr1 − Zr2)

(ϕ2 − ϕ1)2
,

∂R0

∂ϕ2

=
ϕ1(Zr2 − Zr1)

(ϕ2 − ϕ1)2

(1.51)

and u(Zrk)
2 =

cos(ϕk)
2

I2
k

· u(V )2 +
V 2
k cos(ϕk)

2

I4
k

· u(I)2 +
V 2
k sin(ϕk)

2

I2
k

· u(ϕ)2

=
V 2
k cos(ϕk)

2

I2
k

·
(
u(V )2

V 2
k

+
u(I)2

I2
k

+
sin(ϕk)

2

cos(ϕk)2
u(ϕ)2

)
= Z2

rk

(
u(V )2

V 2
k

+
u(I)2

I2
k

+ tan(ϕk)
2u(ϕ)2

)
(k = 1, 2)

(1.52)
The uncertainty u(ZrA) can be calculated from:

u(ZrA)2 =(
∂ZrA
∂Zrl

)2u(Zrl)
2 + (

∂ZrA
∂Zrc

)2u(Zrc)
2 + (

∂ZrA
∂Zrr

)2u(Zrr)
2+

(
∂ZrA
∂Zil

)2u(Zil)
2 + (

∂ZrA
∂Zic

)2u(Zic)
2 + (

∂ZrA
∂Zir

)2u(Zir)
2

(1.53)

with u(Zrk)
2 = Z2

rk

(
u(V )2

V 2
k

+ u(I)2

I2
k

+ tan(ϕk)
2u(ϕ)2

)
, (k= l, c, r)

u(Zik)
2 = Z2

ik

(
u(V )2

V 2
k

+ u(I)2

I2
k

+ cot(ϕk)
2u(ϕ)2

)
, (k= l, c, r)
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– Uncertainty of the dynamic resistance - u(Rd)

Since the dynamic resistance is expressed as Rd = 3(Rknee − Rs), its uncer-
tainty is calculated as:

u(Rd)
2 = 9

(
u(Rknee)

2 + u(Rs)
2
)

(1.54)

As shown by Eq. 1.26, the parameter Rknee is calculated by linear interpola-
tion, as R0. Thus, its uncertainty is calculated the same way as u(R0):

u(Rknee)
2 =

a2
2u(Z

′
r1)2 + a2

1u(Z
′
r2)2

(a2 − a1)2
+

(Z
′
r1 − Z

′
r2)2 (a2

2u(a1)2 + a2
1u(a2)2)

(a2 − a1)4

(1.55)
where u(ak)

2 = u(Z ′rk)
2 + u(Z ′ik)

2 + u(Rs)
2 ; (k = 1, 2)

and u(Z ′rk)
2 = Z ′rk

2

(
u(V )2

V ′k
2 +

u(I)2

I ′k
2 + tan(ϕ′k)

2u(ϕ)2

)

u(Z ′ik)
2 = Z ′ik

2

(
u(V )2

V ′k
2 +

u(I)2

I ′k
2 + cot(ϕ′k)

2u(ϕ)2

) (1.56)

– Uncertainty of the leakage resistance - u(Rleak)

The uncertainty of the leakage resistance u(Rleak) is simply expressed as:

u(Rleak)2 = R2
leak

(
u(v)2

v2
+
u(i)2

i2

)
(1.57)

– Uncertainty of self-discharge resistance - u(Rsd)

The uncertainty of self-discharge resistance u(Rsd) can be deduced from:

u(Rsd)2 = R2
sd

(
u(τ)2

τ 2
+
u(Cdiff)2

C2
diff

)
(1.58)

To calculate u(τ), the following equations are derived from Eqs. 1.31 and
1.39:

u(τ)2 = (
∂τ

∂t1
)2u(t)2 +

(
(
∂τ

∂v0

)2 + (
∂τ

∂v1

)2 + (
∂τ

∂v2

)2

)
u(v)2 (1.59)

with v0 = v(0), v1 = v(t1), v2 = v(2t1) and

∂τ

∂t1
=

1

ln(x)
; x =

v0 − v1

v1 − v2

= et1/τ

∂τ

∂v0

=
−t1

ln(x)2(v0 − v1)

∂τ

∂v1

=
t1(v0 − v2)

ln(x)2(v0 − v1)(v1 − v2)

∂τ

∂v2

=
−t1

ln(x)2(v1 − v2)

(1.60)
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Therefore,
u(τ)2 = τ 2

(
u(t)2

t21
+ Ju(v)2

)
(1.61)

with J =
(v1 − v2)2 + (v2 − v0)2 + (v0 − v1)2

(v0 − v1)2 (v1 − v2)2 ln
(
v0−v1

v1−v2

)2 (1.62)

Combining with Eq. 1.30, J can be written as a function of x:

J(x) =
x2(1 + x2 + (1 + x)2)

V 2
1 (x− 1)2 ln(x)2

(1.63)

which has a minimum value when ln(x) ≈ 1.59 (see Fig. 1.18). Therefore,
the uncertainty of Rsd is minimum when t1 is chosen close to 1.59τ .

Figure 1.18: Plot of log10(J(x)V 2
1 ) in function of t1/τ .

– Uncertainty of the charge efficiency - ηc
The uncertainty of the charge efficiency ηc defined by Eq. 1.34 can be calcu-
lated from:

u(ηc)
2

η2
c

=
u(∆̂Qbc)

2

∆̂Q
2

bc

+
u(∆̂Qab)

2

∆̂Q
2

ab

(1.64)

with u(∆̂Qbc)
2 =T 2

s

(
kc−kb−

1

2

)
u(i)2 +

(
i[kb]

2 + i[kc]
2
)
u(t)2 (1.65)

u(∆̂Qab)
2 =T 2

s

(
kb−ka−

1

2

)
u(i)2 +

(
i[ka]

2 + i[kb]
2
)
u(t)2(1.66)

The last term in Eq. 1.65 and 1.66 is added to take the uncertainties of the ex-
act values of ta, tb and tc into account. ta, tb and tc are the beginning/terminal
instants of charging/discharge phases and could have uncertainties due to the
sampling issue. The sampling period Ts used to determine the uncertainty of
the efficiency parameters is 5 ms. The uncertainty of the time instants ta, tb
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and tc caused by the sampling are considered as a random variable uniformly
distributed on an interval with a width Ts. Thus, the time instant uncertainty
is expressed as u(t) = Ts/(2

√
3).

– Uncertainty of the energy efficiency - ηe
The uncertainty of the energy efficiency ηe defined by Eq. 1.34 can be calcu-
lated from:
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u(Êab)

2

Ê2
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The last term in 1.68 and 1.69 is added for the same reason as that for the
charge efficiency explained before. For the last presented four parameters
Rleak, Rsd, ηc and ηe, three measurands (voltage u, current i and time t) are
needed to determine u(Rleak), u(Rsd), u(ηc) and u(ηe). The uncertainty val-
ues of these three measurands are shown in Table 1.6.

Table 1.6: u(t), u(i) and u(v) to determine u(Rleak), u(Rsd), u(ηc) and u(ηe).

u(t) [s] u(i) [A] u(v) [V]

Ts/(
√

12) 0.1%× 0.01/
√

3 0.1%× 3/
√

3

1.4 Experimental results

1.4.1 Characterization of fresh EDLCs

The EDLCs studied and tested in the experiments are manufactured by Nichicon
(type UM105) with a nominal capacitance of 1 F and a nominal maximum voltage
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Table 1.7: Values of Cint1 and Cint2 obtained for 5 EDLCs and for two voltage
scanning rates.

Cint1 (F ) Cint2 (F )

100 mV/s 10 mV/s 100 mV/s 10 mV/s

N◦1 0,7248 0,9421 0,7241 0,9390
N◦2 0,7204 0,9276 0,7191 0,9249
N◦3 0,7323 0,9425 0,7326 0,9406
N◦4 0,7206 0,9374 0,7195 0,9340
N◦5 0,7206 0,9355 0,7195 0,9334

of 2.7 V. Table 1.8 to 1.14 present the estimated parameters of 5 fresh EDLCs ob-
tained by the proposed characterization methods in previous sections. The charac-
terizations carried out on 5 new EDLCs allow to assess the repeatability of each
measurement.

The integral capacitance is considered as the average value of Cint1 and Cint2,
which are the capacitances calculated from the charging and discharging phases
respectively. The values of these two capacitances obtained by different voltage
scanning rates are shown in Table 1.7. The capacitance calculated from the dis-
charging phase is slightly smaller than that from the charging phase and it is due to
the inequality of the charges released during the discharging period and the charges
accumulated during the charging period. The final integral capacitance, Cint, pre-
sented in Table 1.8, has a value approaching to 1 F, which is the nominal value
indicated by Nichicon, when the voltage scanning rate is 10 mV/s. Under this scan-
ning rate, a complete charging process from 0 V to 2.7 V lasts 4 min 30. With a
scanning rate of 100 mV/s, it needs only 27 s to finish a charging process, but there
is not enough time for the ions in the electrolyte to spread in all the pores, which
leads to a lower capacitance. The uncertainty of the integral capacitance, u(Cint), of
each EDLC is less than 1 mF and less than the standard deviation of the 5 samples
SCint

, which shows that the proposed method achieves a fairly good determination
of the integral capacitance values. Therefore, this parameter obtained by a CV char-
acterization method provides reliable values that can be used to monitor the aging
of EDLCs.

The differential capacitance (Table 1.9) clearly shows its dependency on the po-
larization DC potential v0, between 0 V and 2.7 V. Fig. 1.19 shows that the differen-
tial capacitance (average values of the 5 EDLC with their dispersions) has a nearly
linear relationship with its DC voltage. The measurement uncertainty of this param-
eter is of the order of 150 mF and the parameter dispersion of the 5 simples is around
5 mF. As a result, the uncertainty of the average of the measurements, u(Cdiff), is
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Table 1.8: Values of Cint with their absolute and relative uncertainty, obtained for 5
EDLCs and for two voltage scanning rates.

Cint (F ) u(Cint) (mF ) u(Cint)/Cint (×10−3)

100 mV/s 10 mV/s 100 mV/s 10 mV/s 100 mV/s 10 mV/s

N◦1 0,7244 0,9405 0,465 0,604 0,642 0,642
N◦2 0,7197 0,9263 0,462 0,594 0,641 0,642
N◦3 0,7325 0,9416 0,470 0,604 0,642 0,642
N◦4 0,7200 0,9357 0,462 0,600 0,642 0,641
N◦5 0,7200 0,9344 0,462 0,600 0,642 0,642

Cint (F ) 0,7233 0,9357 u(Cint) (mF ) u(Cint)/Cint (×10−3)

SCint
(mF ) 5,468 6,084 5,488 6,114 7,588 6,534

Table 1.9: Values of Cdiff with their absolute and relative uncertainty, obtained for
5 EDLCs and for different polarized DC potential values v0.

Cdiff (F ) u(Cdiff) (F ) u(Cdiff)/Cdiff

v0 0 V 1 V 2 V 2,7 V 0 V 1 V 2 V 2,7 V 0 V 1 V 2 V 2,7 V

N◦1 0,749 0,835 1,010 1,136 0,123 0,137 0,167 0,196 0,164 0,164 0,165 0,172
N◦2 0,745 0,820 0,997 1,124 0,122 0,134 0,165 0,193 0,164 0,164 0,165 0,171
N◦3 0,753 0,836 1,018 1,144 0,122 0,135 0,166 0,196 0,162 0,162 0,164 0,171
N◦4 0,756 0,828 1,009 1,132 0,129 0,140 0,172 0,195 0,171 0,169 0,171 0,173
N◦5 0,753 0,827 1,008 1,130 0,124 0,136 0,167 0,194 0,164 0,164 0,166 0,172

Cdiff (F ) 0,751 0,829 1,008 1,133 u(Cdiff) (F ) u(Cdiff)/Cdiff

SCdiff
(mF ) 4,292 6,526 7,455 7,492 0,129 0,140 0,172 0,196 0,172 0,169 0,171 0,173

mainly due to the measurement uncertainty. Compared to Cint, the uncertainty of
Cdiff is much larger, around 17%. Thus, when determining the capacitance of an
EDLC, Cint should be preferred to Cdiff .

Figure 1.19: Voltage dependent differential capacitance.
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Table 1.10: Values of Rs with their absolute and relative uncertainty, obtained for 5
EDLCs and for different polarized DC potential values v0.

Rs (Ω) u(Rs) (Ω) u(Rs)/Rs

v0 0 V 1 V 2 V 2,7 V 0 V 1 V 2 V 2,7 V 0 V 1 V 2 V 2,7 V

N◦1 0,982 0,995 1,026 1,142 0,411 0,415 0,432 0,533 0,419 0,418 0,421 0,467
N◦2 1,009 1,030 1,051 1,135 0,443 0,449 0,438 0,445 0,439 0,436 0,417 0,392
N◦3 0,968 0,984 1,005 1,118 0,412 0,420 0,432 0,518 0,426 0,427 0,430 0,463
N◦4 1,098 1,116 1,133 1,238 0,635 0,631 0,631 0,631 0,579 0,565 0,558 0,510
N◦5 1,003 1,025 1,049 1,167 0,411 0,410 0,429 0,526 0,409 0,400 0,409 0,451

Rs (Ω) 1,012 1,030 1,053 1,160 u(Rs) (Ω) u(Rs)/Rs

SRs (Ω) 0,051 0,052 0,049 0,047 0,637 0,633 0,633 0,633 0,629 0,615 0,602 0,545

The series resistance Rs presented in Table 1.10 slightly increases with the in-
crease of the polarized DC voltage. For this parameter, the relative uncertainty is
quite large, around 50 % of the parameter value. The measurement uncertainty of
Rs, around 0.45 Ω, is much larger than the parameter dispersion of 5 EDLCs which
is around 0.05 Ω. Thus, the majority of the average parameter uncertainty comes
from the measurement uncertainty.

The measured values of the dynamic resistance (see Table 1.11) are significantly
larger than those of the series resistance, showing that the resistivity of the elec-
trolyte ions in the pores is mainly responsible for the energy dissipation. When the
polarized DC voltage increases, the charge density in the pores becomes larger, so
the resistivity of the electrolyte in the pores increases, as is clearly shown by the
measurements. The measurement uncertainty is about 40 %. The uncertainty of the
measurements is more than twice the standard deviation of the 5 EDLCs samples.
This measurement uncertainty constitutes the main part of the uncertainty of the
average value.

The obtained value of the leakage resistance corresponds to a leakage current
independent of the voltage (about 0.3 mA after 30 minutes of stabilization of the
potential). This phenomenon may be due to the reorganization of the charges inside
the pores of the electrodes. The measurement uncertainty and the dispersion of the
samples are both quite small (about 2 %).

The values of the self-discharge resistance (Table 1.13) are quite large and result
in a time constant of about one hour, thus confirming that the SC cannot be used to
store electricity over long periods. Furthermore, the measurement uncertainty and
the dispersion of results are both very large.

The values of charge and energy efficiencies confirm the good behavior of the
SC: the charge efficiency is very close to 1 and the energy efficiency is higher than
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Table 1.11: Values of Rd with their absolute and relative uncertainty, obtained for 5
EDLCs and for different polarized DC potential values v0.

Rd (Ω) u(Rd) (Ω) u(Rd)/Rd

v0 0 V 1 V 2 V 2,7 V 0 V 1 V 2 V 2,7 V 0 V 1 V 2 V 2,7 V

N◦1 4,646 4,847 5,893 7,599 1,698 2,212 2,236 3,081 0,365 0,456 0,380 0,406
N◦2 4,251 4,530 5,331 7,003 1,985 1,987 2,018 2,243 0,467 0,439 0,379 0,320
N◦3 4,369 4,660 5,506 7,079 1,848 1,836 1,846 2,332 0,423 0,394 0,335 0,330
N◦4 4,403 4,650 5,592 7,286 2,373 2,727 2,614 2,987 0,539 0,586 0,467 0,410
N◦5 4,554 4,698 5,693 7,547 1,758 1,780 1,963 2,741 0,386 0,379 0,345 0,363

Rd (Ω) 4,445 4,677 5,603 7,303 u(Rd) (Ω) u(Rd)/Rd

SRd (Ω) 0,156 0,114 0,210 0,270 2,378 2,729 2,621 3,093 0,535 0,584 0,468 0,424

Table 1.12: Values of Rleak with their absolute and relative uncertainty, obtained for
5 EDLCs and for different voltage levels v.

Rleak (kΩ) u(Rleak) (Ω) u(Rleak)/Rleak

v 1 V 2 V 2,7 V 1 V 2 V 2,7 V 1 V 2 V 2,7 V

N◦1 4,218 6,466 9,153 102,97 120,80 179,24 0,024 0,019 0,020
N◦2 4,318 6,703 9,883 107,89 129,83 208,92 0,025 0,019 0,021
N◦3 4,318 6,655 9,443 107,97 128,01 190,80 0,025 0,019 0,020
N◦4 4,347 6,604 9,558 109,38 126,04 195,47 0,025 0,019 0,020
N◦5 4,268 6,539 9,634 105,39 123,56 198,54 0,025 0,019 0,021

Rleak (kΩ) 4,294 6,593 9,534 u(Rleak) (Ω) u(Rleak)/Rleak

SRleak
(Ω) 51,32 93,83 267,19 120,82 160,19 339,18 0,028 0,024 0,036

Table 1.13: Values of Rsd with their absolute and relative uncertainty, obtained for
5 EDLCs.

Rsd (kΩ) u(Rsd) (kΩ) u(Rsd)/Rsd

N◦1 3,671 2,397 0,653

N◦2 2,934 1,644 0,560

N◦3 2,868 1,413 0,493

N◦4 4,003 3,109 0,777

N◦5 4,449 4,470 1,005

Rsd (kΩ) 3,585 u(Rsd) (kΩ) u(Rsd)/Rsd

SRsd
(kΩ) 0,683 4,522 1,261
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Table 1.14: Values of ηc et ηe with their absolute and relative uncertainty, obtained
for 5 EDLCs.

ηc ηe u(ηc) u(ηe) u(ηc)/ηc u(ηe)/ηe

N◦1 0,9976 0,8818 2, 30 10−5 2, 84 10−5 2, 31 10−5 3, 23 10−5

N◦2 0,9980 0,8849 2, 38 10−5 2, 94 10−5 2, 39 10−5 3, 32 10−5

N◦3 0,9983 0,8872 2, 34 10−5 2, 89 10−5 2, 34 10−5 3, 26 10−5

N◦4 0,9973 0,8820 2, 35 10−5 2, 90 10−5 2, 35 10−5 3, 28 10−5

N◦5 0,9977 0,8819 2, 36 10−5 2, 91 10−5 2, 36 10−5 3, 30 10−5

η 0,998 0.884 u(ηc) u(ηe) u(ηc)/ηc u(ηc)/ηc

Sη 3, 76 10−4 2, 40 10−4 3, 77 10−4 2, 40 10−4 3, 78 10−4 2, 72 10−4

what is usually obtained with a battery (about 75%), due to the electrostatic and
non electrochemical charge storage mechanism of EDLCs. The measurement un-
certainty and the dispersion of results are very small, which shows the quality of
both parameters and the possibility to provide a reliable EDLC diagnosis based on
these characteristics.

1.4.2 Parameters evolution resulting from the EDLCs aging

Aging experiment

The accelerated calendar aging test bench consists of five main parts (see Fig.
1.20): 100 independent EverCAP EDLCs manufactured by Nichicon with a nomi-
nal capacitance of 1 F and a nominal maximum voltage of 2.7 V, two thermostatic
chambers (one providing the desired aging temperature, another providing a con-
stant room temperature for EDLCs analysis), a DC constant voltage power supply
and a multipotentiostat (Biologic VMP3). To generate an accelerated aging pro-
cess, the EDLCs were placed up to 10 weeks in the heating chamber at 60◦ C with
the floating voltages of 0 V and 2.5 V provided by the voltage source. Each week,
5 EDLCs aged at 0 V and another 5 aged at 2.5 V are taken out from the heat-
ing chamber and characterized with the VMP3 at 25◦ C. After the characterization,
these EDLCs are stored at constant room temperature to avoid their aging for later
use and characterization.

The parameters evolution

Fig. 1.21 illustrates the impedance plots of EDLCs at different aging phases
during the accelerated calendar aging process at 60◦ C and 2.5 V. It is clear to see
from the figure the obvious aging of EDLC: the impedance spectrum moves towards
right.
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Figure 1.20: Accelerated aging test bench.

Figure 1.21: Impedance spectrum of differently aged EDLCs in the accelerated
calendar aging test.
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Figs. 1.22 to 1.30 present the evolution of the characteristic parameters resulting
from the EDLCs’ aging by showing the average parameter value of 5 EDLCs and
their dispersion. Since the EDLCs have a more complete charge/discharge process
in a CV test at a smaller scanning rate, i.e. 10 mV/s, the integral capacitance com-
puted at this rate is used each week to observe the EDLCs’ aging. This capacitance
and the differential capacitance stay almost the same when the EDLCs are aged at
0 V, while when the EDLCs are aged at 2.5 V, they decrease by around 10%. These
evolutions show that the degradation of capacitance of this kind of EDLC occurs
when the EDLCs are always performed at a high voltage. This characteristic leads
to recommend the user to avoid to keep using EDLCs at a high voltage range dur-
ing a long period in order to extend their lifetime. Fig. 1.24 clearly shows that the
differential capacitance depends on the terminal DC voltage v0. This dependency
can be approximated as linear which can be described by the following equation:

Cdiff = C0(1 + αv0) (1.70)

where C0 is the no load capacitance and α is a voltage sensitivity coefficient. The
variation of voltage dependency degree resulting from the EDLC aging can be re-
vealed from the coefficient α. By a linear fitting of Cdiff vs. v0 curve shown in Fig.
1.24, the evolutions of α for the EDLCs respectively aged at 0 V and at 2.5 V are
obtained and shown in Fig. 1.25. For the EDLCs aged at 0 V, the voltage sensitivity
coefficient α has increased around 18 % at the end of aging experiment while for
the EDLCs aged at 2.5 V, α has an significant decrease about 27 %. It implies that
the voltage dependency of capacitance gets more serious in the aging process where
the EDLCs are always under a low voltage. In the opposite, the voltage dependency
feature becomes less important during the aging under a high voltage.

(a) EDLCs aged at 0 V (b) EDLCs aged at 2.5 V

Figure 1.22: Evolution of integral capacitance Cint with EDLC aging (red circle:
100 mV/s, blue up-triangle: 10 mV/s).

It is obvious to see from Figs. 1.26 and 1.27 that the series resistance Rs and
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(a) EDLCs aged at 0 V (b) EDLCs aged at 2.5 V

Figure 1.23: Evolution of differential capacitanceCdiff with EDLC aging (red circle:
0 V, blue up-triangle: 1 V, black down-triangle: 2 V, green diamond: 2.7 V).

(a) EDLCs aged at 0 V (b) EDLCs aged at 2.5 V

Figure 1.24: Voltage dependent differential capacitance in different EDLC aging
phases (blue square: before aging, green circle: 1st week, red star: 3rd week, cyan
diamond: 5th week, m up-triangle: 7th week, yellow down-triangle: 9th week,
black plus: 10th week).

(a) EDLCs aged at 0 V (b) EDLCs aged at 2.5 V

Figure 1.25: Evolution of voltage sensitivity coefficient α with EDLC aging.
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the dynamic resistance Rd significantly increase with EDLCs’ aging. The increase
of Rs can be explained by the expanded semi-circle in the impedance spectrum
(Fig. 1.21) which is mainly caused by the degradation of the interface between the
electrode and electrolyte. The series resistance Rs of the EDLCs aged at 0 V has
increased by around 400% at the end of the aging experiments with an increasing
parameter dispersion. For the EDLCs aged at 2.5 V, Rs has increased by about
150%. It indicates that the lower the working voltage is during aging, the faster the
series resistance increases. This is the opposite for the capacitance and dynamic
resistance. The dynamic resistance of the EDLCs aged at a higher voltage has a
much higher growth rate than that of the EDLCs aged at a lower voltage. It means
that the resistivity of the ions of the electrolyte in the pores increases with aging,
especially under high voltage. Since Rs and Rd evolve significantly with time, they
can be considered as good indicators of EDLCs’ aging.

(a) EDLCs aged at 0 V (b) EDLCs aged at 2.5 V

Figure 1.26: Evolution of the series resistanceRs with EDLC aging (red circle: 0 V,
blue up-triangle: 1 V, black down-triangle: 2 V, green diamond: 2.7 V).

(a) EDLCs aged at 0 V (b) EDLCs aged at 2.5 V

Figure 1.27: Evolution of the dynamic resistance Rd with EDLC aging (red circle:
0 V, blue up-triangle: 1 V, black down-triangle: 2 V, green diamond: 2.7 V).

For the leakage resistance Rleak, the variation with aging is not very obvious.
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The self-discharge Rsd decreases slightly with aging, but with a very large disper-
sion. Thus, it is not suggested to use these parameters as indicators of the EDLCs
aging.

(a) EDLCs aged at 0 V (b) EDLCs aged at 2.5 V

Figure 1.28: Evolution of the leakage resistance Rleak with EDLC aging (red circle:
1 V, blue up-triangle: 2 V, black down-triangle: 2.7 V).

(a) EDLCs aged at 0 V (b) EDLCs aged at 2.5 V

Figure 1.29: Evolution of self-discharge resistance Rsd with EDLC aging.

As is shown in Fig. 1.30, the charge efficiency has stayed almost the same during
all the aging process. While the energy efficiency ηe has a significant decrease of
about 15% at the end of the aging experiment, which manifests that the aged EDLCs
will lose more energy during their usage. This is due to the increase of the series
resistance during the EDLCs’ aging (see Fig. 1.26) which aggravates the energy
dissipation. The significant decrease of the energy efficiency during EDLCs aging
happened for both low and high aging voltage. Thus, the energy efficiency could
be considered as a very interesting aging indicator thanks to its voltage independent
feature.

To determine which parameters are reliable offline aging indicators, both the
estimation quality and the aging sensitivity of the parameters should be considered.
The estimation quality of each paramter has been assessed from their uncertainties
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(Table 1.8 - 1.14), while the aging sensitivity has been obtained from the evolution
of the parameters estimation (Fig. 1.22 - 1.30). They are summarized in Fig. 1.31.
It reveals that the three parameters, Rs, Rd and ηe, can be considered as reliable
offline aging indicators for the tested EDLC.

(a) EDLCs aged at 0 V (b) EDLCs aged at 2.5 V

Figure 1.30: Evolution of the charge efficiency ηc and energy efficiency ηe with
EDLC aging (red circle: charge efficiency, blue up-triangle: energy efficiency).

Figure 1.31: Parameters assessment for reliable offline aging indicators.

Conclusion

In this chapter, a state of the art about the existing offline characterization for
EDLCs has been done. Based on that, we have defined some physical parameters
of EDLCs for their aging monitoring. Several characterization techniques, such
as cyclic voltammetry and electrochemical impedance spectroscopy, are used and
the calculation of these parameters are given. In order to assess the quality of the
proposed characterization techniques, the uncertainty of each parameter has been
computed, so as to know if they can be used for aging monitoring purposes.
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In the last part, experimental results are given and analyzed. First of all, the
parameter values of a fresh EDLC with their uncertainties are presented. The inte-
gral capacitance obtained at a low voltage scanning rate in a CV test has very small
uncertainty and thus can be considered as a good variable to minitor the EDLCs ag-
ing. The differential capacitance clearly shows a voltage dependent feature and that
is why the capacitance is often called SoC (state of charge)-dependent. Since the
differential capacitance depends on voltage, the integral capacitance is preferred to
determine the EDLCs’ capacitance. Compared to the capacitive parameters, the se-
ries resistance, the dynamic resistance and the self-discharge resistance have higher
uncertainty which is mainly due to the measurement. The leakage resistance which
also depends on the terminal voltage has a quite small uncertainty. It is confirmed
from the high values of charge and energy efficiencies that the EDLCs have better
performance than some other storage device such as the batteries. In the second
place, the parameters evolution together with their five-samples dispersion during a
10 weeks accelerated aging process are presented. The results show that for the used
Nichicon EDLCs, the capacitance has only slightly decreased while the series resis-
tance and the dynamic resistance have increased significantly with EDLCs’ aging
and thus could be good indicators for the aging monitoring. The leakage resistance
and self-discharge resistance are not suggested to monitor the EDLCs’ aging due
to the unclear evolution or large dispersion. Compared to the quite constant charge
efficiency evolution, the energy efficiency of EDLCs has a significant decrease with
a quite small dispersion during the aging process. Furthermore, the decrease of the
energy efficiency seems to be independent of the aging voltage. For this, the en-
ergy efficiency could be considered as a good indicator for the offline monitoring of
EDLCs’ aging.

The following chapters are dedicated to the design of an online method to mon-
itor the EDLCs’ aging in an industrial application. The second chapter will present
how to choose the appropriate model for the online aging monitoring. The third
chapter will present the design of state estimators based on state observer theory.
The offline characterization results obtained in this chapter will be considered as a
reference when analyzing the online aging monitoring results in the third chapter.



2
Modeling of supercapacitors

Introduction

The objective of this thesis is to propose an in-situ online low-cost aging moni-
toring system for EDLCs, through the observation of the parameter estimators dur-
ing their life. There exists a wide range of methods for model identification, each
one with its own advantages and disadvantages [62]. For example, the discrete
recurrence equations and identification algorithms derived from the least square
framework are often used for the synthesis of control laws [63]. But if the goal
is to deeply understand the system behavior, then the identification of continuous-
time knowledge models presents more attractive features, particularly because their
parameters have a physical meaning and thus can be more simply related to the
physical phenomena occurring in the monitored system [64] [65]. For the user, the
choice of the system identification method depends on the industrial context con-
cerning the available signals, the available system excitation in operating condition,
the dynamic behavior of the aging process, the noise characteristics, the modeling
non-linearities, the acceptable computational cost of the identification algorithm,
and also the designer’s experience.

As explained in the introduction of the thesis, in order to design an online aging
monitoring system for EDLCs, we intend to use model based real-time observers,
such as Kalman filters, particularly because they offer a very low computational
cost which deals with our industrial problematics, and because of our knowledge
of this algorithm. Concerning the model of EDLCs used in this aging monitoring

59
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system, we considered continuous-time knowledge models in the form of electrical
circuits, because the parameters of such models can be directly related to physical
phenomenas and thus may allow to explain the aging of the EDLCs. Accordingly,
the problem becomes to select an appropriate model structure of the EDLCs for the
online aging monitoring system.

The optimal experimental design and the selection of linear models have been
widely used by the statisticians since 1930s [62] [66]. But these studies have been
seldom applied in the electrical engineering domain, probably due to the difficulty
caused by the nonlinearity of the systems. In this chapter, we propose to use three
comprehensive criteria mainly based on the geometric study of the hyper-surface
of the output error energy in the relative parametric space. This approach, derived
from the system identification by the output error method (also called "Méthode
du modèle" in french), allows to use comprehensive comparison criteria without
any assumption about the statistical characteristics of the system disturbances (for
instance, the noises) [67]. This is specially interesting when the modeling noise
is far more important than the measurement noise, which is particularly the case
for EDLCs, because the behavior of an EDLC is too complicated to be accurately
modeled.

In this chapter, an overview of the popular EDLCs model structures proposed in
relevant publications is firstly presented. In the second part, three criteria (the out-
put error energy, the uncertainty of parameter estimation and the aging diagnosis
ability) are proposed to select an appropriate model for online EDLCs aging mon-
itoring. The details about how the study of output error energy in the parametric
space allows to evaluate the uncertainties of the estimated parameters for a given
input signal protocol by using the relative sensitivity functions are presented. In
the last section, several model structures are compared by applying the proposed
methodology using the experimental data presented in the previous chapter so as to
determine the best model.

2.1 State of the art

2.1.1 Classical models

To study the physical behavior of EDLCs and to characterize them, a lot of
studies have been devoted to the modeling of EDLCs. Most of these models can be
derived from two main classical EDLC models: one is the simple first-order RRC
model and the other one is the transmission line model.
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Classical simple RRC model

Fig. 2.1 shows a first-order RRC model including a capacitanceC, an equivalent
series resistance Rs and a parallel resistance Rp [1] [68] [51]. C is the charge stor-
age capability of the EDLC.Rs is responsible for the energy lost by internal heating
of the EDLC.Rp corresponds to the self-discharge phenomenon of the EDLC which
deteriorates the long-term energy storage performance. Normally, Rp has a much
higher value than Rs (thousands of Ohms compared to several Ohms for the series
resistance for the tested Nichicon EDLC). The impedance of this RRC model is
expressed as:

Z( ω) = Rs +
Rp

1 + ωRpC
(2.1)

Figure 2.1: First-order RRC model.

This model is suitable for describing the simple charge and discharge of EDLCs
without high requirement of an accurate physical behavior description. In [69], the
authors used this model in simulations in order to design and evaluate the charge-
balancing circuits of supercapacitor systems. This EDLC model is also used in [25]
for the dynamic modeling of a wind/fuel cell/supercapacitor hybrid power genera-
tion system.

The parallel resistance Rp is often neglected when the long-term performance
of EDLCs is not considered in the study. For example, in [70], the authors have
developed an automated high current cycling test system for supercapacitor charac-
terization, where a simple RC model neglecting Rp is used because the supercapac-
itors are charged or discharged with a high current within a very short duration. The
simplified RC model with only a resistor in series with a capacitor is often used by
manufacturers to characterize their products. It is also frequently used to represent
the energy storage capacity for global management of a power system using EDLCs
as energy storage devices.

Since the EDLC’s behavior is very complex due to its physical construction, for
example the porous electrodes, this model is just a simplified model which cannot
accurately fit the EDLC’s behavior over a wide frequency range.

Transmission line model

The EDLCs have a high capacitance thanks to the high surface area of the elec-
trodes made by large area powders, fibrous or porous materials. These materials
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have complex physical structures which can be formed by plenty of irregularly dis-
tributed pores [1] as shown in Fig. 3. Therefore, the crucial part to obtain an accu-
rate EDLC model is the modeling of the electrochemical behavior of the electrode
pores.

Figure 2.2: Equivalent circuit model of a pore [1].

The porous electrode was firstly described by a RC transmission line net by de
Levie in 1963 [71]. The pores of the electrodes are assumed to be circular cylinders
of uniform diameter and to be homogeneously filled with electrolyte. The main
current existing in the pore consists of an ionic current through the electrolyte, an
electronic current through the electrode and a displacement current at the electrode-
electrolyte interface. The ionic and electronic currents are caused by the movement
of the ions in the electrolyte and of the electrons in the electrodes. The displacement
current is a result of the rearrangement of the charges at electrode-electrolyte inter-
face. Fig. 2.2 shows the electrical circuit model of a pore, where re and rsolid are
electrolyte and electrode resistances per unit length and c represents the capacitance
per unit length at electrode-electrolyte interface. Since the electrode conductivity is
much higher than the electrolyte conductivity, the resistance of the electrode mate-
rial is often neglected when modeling a pore behavior. Then, the simplified ideal
model of pore is shown in Fig. 2.3.

Figure 2.3: Equivalent ideal circuit model of a pore [1].

With the notations specified in Fig. 2.3, the differential system governing volt-
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age and current evolution along the transmission line is expressed by [1] [72]:
∂v
∂x

(x, t) = −ri(x, t)

∂i
∂x

(x, t) = −c∂v
∂t

(x, t)
(2.2)

The following equations are obtained by differentiating Eq. 2.2:
∂2v
∂x2 (x, t) = rc∂v

∂t
(x, t)

∂2i
∂x2 (x, t) = rc∂i

∂t
(x, t)

(2.3)

Applying a Laplace transformation to Eq. 2.3, and then the general solutions of
these two differential equations in the frequency domain can be obtained:

V (x, s) = Ae−x
√
src +Bex

√
src

I(x, s) =
√
src
r

(
Ae−x

√
src −Bex

√
src
) (2.4)

Supposing that l is the maximum length of the pore, then I(l, s) = 0 and it is
obtained that Ae−l

√
src = Bel

√
src. Combining this obtained equation with Eq.2.4,

the simplified voltage and current expressions are obtained:
V (x, s) = 2Bel

√
src cosh(

√
src(l − x))

I(x, s) = 2B
√
src
r
el
√
src sinh(

√
src(l − x))

(2.5)

Then the impedance is determined at x = 0:

Z(ω) =
V (0, ω)

I(0, ω)
=

r
√
ωrc

coth(l
√
ωrc) (2.6)

Replacing the local parameters r and c by the pore total resistance R and the pore
total capacitance C: R = rl, C = cl. Therefore, a final analytical expression of the
pore impedance can be obtained [2] [44]:

Zp =

√
R

ωC
coth

(√
ωRC

)
(2.7)

Figure 2.4: The EDLC equivalent circuit model [43].

Finally, the impedance of the whole EDLC equivalent circuit model (shown in
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Figure 2.4) is obtained by adding a series resistance Rs and an inductance L which
explains the high frequency behavior of an EDLC [73] [43].

Z = Rs + ωL+

√
R

ωC
coth

(√
ωRC

)
(2.8)

Here, the inductance L is often neglected because it is insignificant except at very
high frequencies which is often out of the current/voltage frequency bandwidth in
most industrial applications.

At very low frequency, this impedance model provides an impedance spectrum
as a vertical line while for a real EDLC, the impedance spectrum presents a small
slope [2] [74]. This difference comes from the assumption of an uniform pore
distribution, without considering the charge redistribution and self-discharge phe-
nomenons. In order to include these phenomenons in the model, R. Kotz has pro-
posed to add a Constant Phase Element (CPE) to the pore impedance expression
(Eq. 2.7) [2]. The improved impedance pore model replaces every ω in Eq. 2.8
by (ω)γ , where 0 < γ < 1. The analytical expression of the EDLCs’ impedance
neglecting the inductance thus becomes:

Z = Rs +

√
R

(ω)γC
coth

(√
(ω)γRC

)
(2.9)

Figure 2.5: Equivalent electrical transmission line model of an EDLC [71].

This model with CPE provides a very satisfying fitting of the impedance be-
tween the model and the experimental spectrum in a wide frequency range. But
it is necessary to make impedance measurements before to fit this frequency do-
main model. Furthermore, it is not always easy to find a physical meaning of this
parameter γ. Therefore, in order to get an equivalent RC electrical circuit model
in time domain instead of the mathematical expression above, a transmission line
electrical model (Fig. 2.5) with a Faradaic impedance Zf across the capacitor in
each branch was proposed by de Levie [71] [1]. The added Zf has the same role as
the constant phase element in Eq. 2.9, and represents the long-term phenomenons
such as charge redistribution and self-discharge. When simulating the EDLC by
this circuit, the Faradaic impedance is usually simplified as a leakage resistance.
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Because the value of the leakage resistance is much larger than the series resistance
and electrolyte resistance, many researchers have replaced the n leakage resistors
by one resistor in parallel with the transmission line to simplify the circuit [75] [76].
The transmission line model has a dynamic behavior very close to a real EDLC but
apparently it has a fairly complex structure.

After the mathematical expression with CPE and the transmission line circuit
have been proposed, a large number of research works on the EDLCs’ behavior
based on the transmission line model have been carried out. In [74] and [77], the
authors characterized the parameters of this model during the EDLCs aging and
finally derived an aging model of the EDLCs which allows to predict the EDLCs’
aging. To go further, the authors in [55] used voltage dependent capacitors in the
transmission line model proposed by Levie for the modeling of EDLCs used as
peak power sources. In [78], an approximative rational fractional model of EDLC
obtained from the analytical impedance expression contributed to the success of an
online EDLC parameter estimation.

2.1.2 Recent variant models

According to the different requirements of the applications, several models have
been recently proposed and developed. There are mainly three groups of mod-
els, based on which studies have been carried out for the different applications of
EDLCs.

Three-branch model

L. Zubieta has proposed an equivalent electrical model of an EDLC for applica-
tions in power electronics [79]. The proposed model shown in Fig. 2.6 consists of a
leakage resistance and three RC branches with different time constants in parallel.
The first branch, called immediate branch, is made of a resistor Ri in series with
a voltage dependent capacitor consisting of a fixed capacitance Ci0 and a voltage
dependent capacitor Ci1Vi. This first branch manifests for the immediate behavior
in the time range of seconds. The second branch, called delayed branch, consist-
ing of Rd and Cd in series, is mainly responsible for the EDLCs’ behavior in the
time range of minutes. The third branch, called long term branch, with Rl and Cl
in series, has a time constant of more than 10 minutes. The last two branches rep-
resent the charge redistribution phenomenon and the leakage resistance represents
the self-discharge phenomenon in a long-term period. This model simulates the
dynamic behavior of the EDLC below 1 mHz very well but not for the frequencies
higher than 10 mHz. Furthermore, at low voltages, the error between the simulated
voltage based on the proposed model and the experimental voltage is quite large
because of the assumption that only the capacitance of the first branch is voltage
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dependent. Another disadvantage of this model is the large number of parameters,
8 in this case, which may cause difficulty in the context of online identification.

Figure 2.6: Three-branch model [79].

Series RC branch model

Fig. 2.7 shows a model with RC branches in series. This model was firstly
proposed by S. Buller in 2002 [43] and then became very popular in many other
modeling studies of EDLCs. This electrical model is derived from the impedance
model of EDLCs expressed by Eq. 2.8. This impedance model in the frequency
domain has been transformed into the time domain, leading to the so called series
RC branch model. This proposed model consists of a series resistor Rs , a capacitor
C and n RC elements in series. The values of the capacitor Cn and the resistor Rn

in the RC branches are given by [43]:

Cn =
C

2
, Rn =

2R

n2π2
(2.10)

where C and R are the capacitance and the electrolyte resistance in Eq. 2.8.

Since this model is derived from the impedance model in the frequency do-
main, it is able to simulate the EDLCs’ behavior in a wide frequency range between
10 mHz and several hundred Hz [80]. Another important advantage of this model is
that there are only three parameters to determine, Rs, C and R. This feature makes
the characterization of an EDLC much easier. The drawback of this model is that
it is not able to represent the charge redistribution or self-discharge phenomenon of
the EDLC, which takes place at very low frequencies.

Figure 2.7: Series RC branch model [43].

In fact, this model and the de Levie transmission line model (described by
Fig. 2.5) ignoring ZF are formally very similar because both models lead to the
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Figure 2.8: Third-order transmission line model of an EDLC.

same impedance expression if one takes special values of the resistances and ca-
pacitances. For example, the impedance of the third-order transmission line model
shown in Fig. 2.8 is:

Z = Rs +
1 + 3ωrec− ω2r2

ec
2

3ωc− 4ω2rec2 − ω3r2
ec

3
(2.11)

For a series RC branch model as shown in Fig. 2.7 with two RC branches in
series (n = 2), if their parameters are chosen as, for example, R1 = 1

2
re, R2 =

1
18
re, C1 = 2c, C2 = 6c and C = 3c, then the impedance of this series RC

branch model becomes the same as that of the third-order transmission line model
shown in Eq. 2.11. Therefore, this series RC branch model just uses another circuit
connection instead of transmission line net to simulate the behavior of an EDLC.

Modified series RC branch model

After the proposition of the series RC branch model, some researchers have
developed and proposed improved models. Considering that the limit of the series
RC branch model is that it does not take into account the charge redistribution in
the pores with irregular sizes, A. Hammar has proposed a model called multipore
model [34] (see Fig. 2.9). The authors consider that the series RC branch model
proposed by S. Buller can only describe a single pore behavior. Thus, they proposed
to parallel several series RC branches to describe the behavior of the pores with
different sizes. The number of the paralleled branches are chosen at least equal
to three to acquire an adequate simulated behavior of the EDLC. This model is
used in [81] to observe the evolution of the parameters of the EDLCs during their
aging. The problem of this model is its large number of parameters and the complex
electrical structure.

The authors of [82] have proposed a modified model based on the series RC
branch model. In order to include the redistribution and self-discharge phenomenons,
they added another two RC branches and a leakage resistance in parallel with the
series RC branch model as shown in Fig. 2.10. The proposed model was used to
determine the effect of parameter variations on the dynamic response of superca-
pacitors [82].
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Figure 2.9: Multi-pore model [34].

Figure 2.10: Modified series RC branch model in [82].
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These modified models have indeed improved the accuracy of the supercapaci-
tors model in a wide frequency range. However, the price to pay is the more com-
plex electrical structure and the large number of parameters. So it seems that, no
matter simple or complicated models, they have their own advantages and short-
comings and should be chosen according to the requirement of their application.
For our objective of EDLCs aging monitoring by online parametric identification,
what kind of model should be used? Can we be satisfied with the very simple RC
model or is it necessary to use more complex model and if yes, how complex it
should be? The following sections will propose some answers.

2.2 Model structure selection using the output error
method

2.2.1 Introduction

The flowchart in Fig. 2.11 resumes the usual process for the research of a ded-
icated model structure from experimental data [65] [67] [62]. The term ”structure”
refers to a set of mathematical equations that links the outputs to the inputs of a sys-
tem, whereas ”model” refers to the association of a given structure and its estimated
parameters, for a given input-output data set.

As explained in the introduction of this chapter, we initially decided to explore
the opportunity of using real-time state observers for online aging monitoring of
the EDLCs. Accordingly, the problem becomes to select a model structure which
well suits its practical implementation constraints, and which represents the best
trade-off between the complexity and the performance of the model:

– Performance

The performance of a model refers to the adequacy of the model to the system
and the ability of the model to explain the relationship between the physical
parameter changes and the state of health of an EDLC. More precisely, a
model with a good performance should be able to simulate the EDLCs’ be-
havior as close as that of a real system. It should also be able to help the
user to build an aging diagnosis indicator. For example, it is well-known that
the estimated series resistance of many usual EDLC models evolves in the
same range with aging as well as with temperature, and thus it becomes diffi-
cult without the temperature measurement to determine if the evolution of the
resistance is due to the aging or due to a change of the environmental tem-
perature. From this point of view, a structure based on which a reliable state
of health indicator independent of temperature can be built, is considered to
have good performance.
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Figure 2.11: Process of choosing a dedicated model structure.
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– Complexity

A continuous-time model of an EDLC is often expressed by a state-space
representation with physical ordinary differential equations. The model com-
plexity refers to the degree of difficulty to solve and to simulate these differ-
ential equations and to the computational cost of the parametric identification
algorithm. In detail, this model complexity is related to the dimension of the
state space vector, thus to the number of the differential equations, and to the
number of parameters to identify. Increasing the number of differential equa-
tions implies a slight rise of the computational cost of the model simulation,
but it generally leads to a better simulation of the system behavior, in a wider
valid frequency bandwidth. On the other hand, increasing the number of pa-
rameters provides a structure with more degrees of freedom that can better fit
the measured system output, but it generally greatly increases the computa-
tional cost of the optimization algorithm used for the parameter estimation.
Moreover, an over-parametrization may result in modeling the noises for a
given input-output record. The over-parameterized model can well fit the
given recorded data but will be no longer be accurate when the input-output
data is changed.

With a chosen model, the parameter estimation can be obtained by some iden-
tification algorithms, such as the minimization of the output error energy or by
real-time state observers such as the ones presented in the next chapter. The pa-
rameter estimation depends on the parameter sensibilization by the input excitation
available in operating conditions. This means that, the more parameters to estimate,
the more information the input signals of the systems should provide to obtain an
accurate estimation and to ensure the convergence of the algorithm. One reliable
solution is to design an optimally exciting input of the model but it is not always
applicable in operating conditions. Therefore, in this work, we try to find a general
method which allows to compare the potentialities of any model structure for any
given excitation signal, in a simple and quick manner.

2.2.2 Selection criteria

As is introduced before, the choice of a "good" model for the online identi-
fication of EDLCs requires to set some criteria for the comparison of different
model structures. In our work, we propose the following three criteria which can be
weighted by the user:

– Output error energy

A model used to simulate a system should ideally correctly explain its behav-
ior. So for the same input (for example, a current) signal, the simulated output
of the model (EDLC voltage in the case of a current input) should be as close
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as possible to the measured output of the system. From this point of view,
the energy of the output error between the model and the system for a given
input can be considered as a reliable model selection criterion. The smaller
the output error energy is, the better the model fits the system.

– Parameters uncertainty

In the context of aging monitoring of EDLCs, determining the aging level
through the parameter evolution requires to have accurate parameters estima-
tions. The parameters uncertainty can be an important criterion for models
comparison because it provides the information on how much we can trust
on the parameters obtained by identification methods. The model structures
with lower parameters uncertainty are clearly preferred to other structures.
This criterion allows to make the right aging diagnosis.

– Aging diagnosis ability

The parameters evolution of the EDLCs during their use may evolve with the
operating conditions as well as with their aging. For example, the resistance
of a model may increase because of either the aging or the temperature. Thus,
temperature can prevent a state of health indicator to give correct aging diag-
nostic information. This criteria deals with the ability to design a state of
health indicator which is independent of operation conditions.

The first two criteria can be numerically quantified thanks to a geometric study
of the hyper surface of output error energy. The following sections will explain in
detail how these two criteria can be derived from such a study. The last criterion
needs to check if the model has the aging diagnostic ability according to the given
experimental information. There is no requirement on theoretical or mathematical
analysis. An application of this criteria on a given kind of EDLCs will be presented
at §2.4.4.

2.2.3 Study of the output error energy

For an EDLC, a continuous-time parametric state space model M(θ) can be
built according to the equations of their dynamic physical behavior (the bold terms
represent vectors):

M(θ) :

ẋ(t,θ) = f(x(t,θ),θ, u(t))

ym(t,θ) = g(x(t,θ),θ, u(t))
(2.12)

where θ = [θ1, θ2, ..., θn]T is the parameter vector and x is the state vector. The in-
put and output of the EDLC model, u(t) and ym(t,θ), can be either current or volt-
age and they are clearly scalars. The functions f and g are obtained from physical
laws used to derive the EDLCs’ electrical model, and they are generally non-linear
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with respect to parameters. This general form allows to study linear systems as well
as nonlinear systems. For different structures of EDLCs, the corresponding state
space models are also different.

Figure 2.12: Principle of model identification by the minimization of the criterion
D(θ) (the output error energy).

The aim of EDLCs’ identification is to find the optimal numerical values of the
parameters of the proposed EDLC model, so that for a given input, the output of the
model can be as close as possible to that of the objective system (i.e. a real EDLC).
Fig. 2.12 shows the principle of model identification by minimizing the output error
energy. The output error between the objective system and the model for a given
input signal at time tk is expressed as:

e(tk,θ) = ys(tk)− ym(tk,θ) (2.13)

where ys(tk) is the measured output of the system and ym(tk,θ) is the simulated
output of the model depending on parameters. The optimal estimated parameter
vector θo = arg minD(θ) is obtained by the non-linear minimization of the fol-
lowing quadratic criterion D(θ) (usually called state-distance), which is the output
error energy [67]:

D(θ) =
N∑
k=1

e(tk,θ)T e(tk,θ) =
N∑
k=1

[ys(tk)− ym(tk,θ)]2 (2.14)

where N is the number of output samples and the output error e(tk,θ) at sample
time tk is a scalar in our case.

The non-linear optimization algorithm consists in an iterative displacement of
the parameter estimation in the parametric space in order to find the minimum of
the quadratic criterion D(θθθ). The Levenberg-Marquardt algorithm is probably the
most popular algorithm, because it provides a good trade-off between speed of con-
vergence and immunity to bad initialization [83]. This minimization algorithm is
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not in the scope of this chapter because we are only interested in the model compar-
ison using some numerical optimal estimation provided by nonlinear minimization
of the output error energy. In the following section, a geometric study of the output
error energy D(θ) will be presented in order to explain why and how the parameter
uncertainty is derived.

2.2.4 Parameter uncertainty

It is assumed that the system output is the sum of the model output with "true"
values of parameters θ∗ and an additional term b(t) which represents all measure-
ment and modeling noises:

ys(t) = ym(t,θ∗) + b(t) (2.15)

When replacing the system output term in Eq. 2.14 by its assumed expression given
above, the output error energy for a scalar output structure can be re-arranged in
the following form, which reveals the elliptic nature of the hyper-surface near the
optimum (see Fig. 2.13):

D(θ) =
N∑
k=1

[ ym(tk,θ
∗) + b(tk)− ym(tk,θ) ]2

=
N∑
k=1

b(tk)
2

︸ ︷︷ ︸
E

+
N∑
k=1

[ ym(tk,θ
∗)− ym(tk,θ) ]2

︸ ︷︷ ︸
Elliptic paraboloid hyper-surface Sθ∗

+ 2
N∑
k=1

b(tk) · ( ym(tk,θ
∗)− ym(tk,θ) )︸ ︷︷ ︸

Deformation of Sθ∗

(2.16)

The first term E = D(θ∗) =
∑n

k=1 b(k)2 is the energy of noise. The first two terms
of this equation can be considered as a quadratic elliptic paraboloidal hyper-surface
Sθ∗ near the output error energy obtained with true parameters values, D(θ∗). The
third term is considered as the deformation of the hyper-surface Sθ∗ . For the sake
of clarity, an example of a two-dimensional parameter vector (θ = [θ1, θ2]T ) is
illustrated. Fig. 2.13 shows the analytical surface of the output error energy D(θ)

near the optimum for the two parameters case. The black dashed lines represent the
elliptic surface Sθ∗ near the true parameter values. Due to the noise b(t), the value
of output error energy corresponding to the bottom of the paraboloidal surface Sθ∗

is the noise energy E. The optimization method used for EDLCs identification is
expected to provide θ∗ as the optimal parameters. But unfortunately, the last term
added to the first two terms in Eq. 2.16 leads to a distortion of the surface Sθ∗ . As
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a result, the optimal parameter vector, θo, obtained by the optimization algorithms
for the real surface Sθ of D(θ) is no longer the "true" parameter vector θ∗ (see Fig.
2.13). Therefore, when the optimal values of the parameters, θo, are determined
by an optimization method, it is very important to know how much we can trust
on these provided parameter estimations. For this purpose, the uncertainty of the
parameters should be calculated.

In order to determine the parameters uncertainty, J. Richalet has proposed an iso-
distance ID(θ) in the parametric space (shown in Fig. 2.13) given by the implicit
equation [67]:

D(θ) = (1 + α)D(θo) (2.17)

where the coefficient α is chosen to ensure that the true parameter θ∗ is inside the
iso-distance. If the output error can be modeled by a random noise with normal
distribution N (0, σ2), then taking α = 9/N allows to say that θo has a probability
of 95% to be inside the iso-distance. In more general cases, one can simply deter-
mine the smallest value of α which ensures that the intersection of the iso-distances
obtained for different input excitation protocols is not void [67].

Figure 2.13: Analytical plot of the surface of D(θ).

In order to derive the expression of the uncertainty, we start from the second-
order Taylor expansion of D(θ) around the optimal parameters θo:

D(θ) ≈ D(θo) +GGG(θo)
T (θ − θo)︸ ︷︷ ︸

0

+
1

2
(θ − θo)THHH(θo)(θ − θo)︸ ︷︷ ︸

Hyper-surface S(θ)

(2.18)

where the gradient vector GGG is zero at θo and HHH(θo) represents the Hessian matrix
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Figure 2.14: Parameter uncertainty analysis (example of two parameters)..

of D(θ) at point θo:

GGG(θo) =
[
∂D
∂θ1

(θo),
∂D
∂θ2

(θo), ...,
∂D
∂θn

(θo)
]T

= 0 (2.19)

HHH(θo) =


∂2D
∂θ2

1
(θo)

∂2D
∂θ1∂θ2

(θo) ... ∂2D
∂θ1∂θn

(θo)
...

...
...

...

∂2D
∂θn∂θ1

(θo)
∂2D
∂θn∂θ2

(θo) ... ∂2D
∂θ2
n

(θo)

 (2.20)

For simplicity, the following derivation of the parameter uncertainty is based on
a two-dimensional parameter case. To determine the iso-distance ID(θ), Eq. 2.17
is substituted into Eq. 2.18:

(1 + α) ·D(θo) = D(θo) +
1

2
(θ − θo)T ·HHH(θo) · (θ − θo) (2.21)

where θ − θo = [θ1 − θ1o, θ2 − θ2o]
T and θ1o and θ2o are the optimal values of

parameters θ1 and θ2 obtained by parameter optimization algorithm. Simplifying
this equation leads to:

2αD(θo) = (θ − θo)T ·HHH(θo) · (θ − θo) (2.22)

The symmetric Hessian matrix HHH(θo) can be diagonalized thanks to its eigen-
decomposition:

HHH(θo) = SSS

[
λ1 0

0 λ2

]
SSST (2.23)

where λ1, λ2 are the eigenvalues of matrix HHH(θo) and SSS is a square matrix whose
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columns corresponds to the eigenvectors ofHHH(θo). Eq. 2.21 is then simplified as

2αD(θo) = (θ − θo)T ·SSS ·

[
λ1 0

0 λ2

]
·SSST · (θ − θo) (2.24)

Let’s note the coordinates of the parameter vector in the eigenbase coordinates:

[x, y] = (θ − θo)T ·SSS (2.25)

then the algebraic form of the equation above in a new x-y coordinate is written as

x2

2αD(θo)/λ1

+
y2

2αD(θo)/λ2

= 1 (2.26)

This equation shows that the boundary of the area ID(θ) shown in Fig. 2.14 is an
ellipse. The parameters uncertainty in x-y coordinate, u′θ1 and u′θ2, are respectively
considered as the major axis and minor axis of the ellipse.

u′θ1 =
√

2αD(θo)/λ1; u′θ2 =
√

2αD(θo)/λ2 (2.27)

These calculations are based on the two-dimensional parameter case, but they
are also appropriate for the case of a N -dimensional parameter space:

u′θi =
√

2αD(θo)/λi, (i = 1, 2, ..., N) (2.28)

Inverting Eq. 2.25 allows to project the major axis u′θ1 and minor axis u′θ2 of the
ellipse to the parametric axis: [uθ11 , uθ21 ] = [u′θ1 , 0] ·SSS−1

[uθ12 , uθ22 ] = [0, u′θ2 ] ·SSS−1
(2.29)

where uθ11 and uθ21 are respectively the projection of u′θ1 on θ1 axis and θ2 axis,
and uθ12 and uθ22 are respectively the projection of u′θ2 on θ1 axis and θ2 axis (see
Fig. 2.14). Then the final parameters uncertainty, uθi, in the parametric space can
be conservatively determined as:

uθ1 = max(uθ11 , uθ12); uθ2 = max(uθ21 , uθ22) (2.30)

One can also use the same approach for N-dimensional parameter case. With
this approach, the parameter uncertainty can be simply derived from their corre-
sponding Hessian matrix. When comparing different model structures, the one with
the smallest parameter uncertainties is better than the others because with this struc-
ture, more accurate parameter estimations can be obtained with the same input ex-
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citation signal.
According to the analysis above, it is very clear to see that the uncertainty of

one parameter as well as the shape of the ellipse in Fig. 2.14 is closely related to
the corresponding eigenvalue of the Hessian matrix. It should be noticed that, if
the eigenvalues corresponding to different parameters have a very large difference,
some parameters may be very badly estimated. For example, in the 2-dimensional
case, if one eigenvalue is much larger than the other one (λ2 � λ1), the surface of
D(θ), S(θo), near the optimal parameters θo presents a valley (see Fig. 2.15) in the
direction closely parallel to the θ1 axis. As a result, θ1 is much more badly sensibi-
lized than the other parameters because a small variation of this parameter around
its nominal value has a small influence on the model output, and therefore on the
output error energy. In this case, any identification algorithm will be confronted to
a slow convergence towards the objective parameter vector and the resulting esti-
mation of the badly sensibilized parameter may be not accurate. This is also the
case for multidimensional parameter spaces. Therefore, it is important to know the
difference of the eigenvalues of H(θ). To measure this difference, we define the
condition number ρ of H(θ) as

ρ = λmax/λmin (2.31)

where λmin and λmax represent the minimum and maximum eigenvalues in the para-
metric space. The lower the condition number ρ, the more accurate the estimated pa-
rameters. Thus, the condition number can also be used to compare different EDLC
model structures and the one with lower condition number will be preferred.

This section has analytically studied the hyper-surface of the output error energy
and has explained how this allows to derive the parameters uncertainty. The next
section will present how to numerically implement these analytical expressions in
practice .

Figure 2.15: Surface of D(θ) as a valley.
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2.3 Practical implementation

The minimal output error energy can be simply calculated from the measured
system output and from the simulated model output (Eq. 2.12). But it is more com-
plicated for the numerical calculation of the parameter uncertainty. As is explained
before, the parameter uncertainty depends on the eigenvalues of the Hessian matrix
of D(θo). Once the Hessian matrix is known, its eigenvalues can be computed as
well as the parameters uncertainty and the condition number. In practice, the nu-
merical derivation ofD(θ) could induce dramatic computational problems. A better
solution consists in using the numerical integration of the sensitivity functions.

2.3.1 Gauss-Newton approximation of the Hessian matrix

Based on Eq. 2.14, the gradient of the output error energy D(θ) with respect to
each parameter can be obtained as:

∂D
∂θ1

(θ) = −2
∑N

k=1
∂ym
∂θ1

(tk,θ) · [ ys(tk)− ym(tk,θ) ]
...

∂D
∂θn

(θ) = −2
∑N

k=1
∂ym
∂θn

(tk,θ) · [ ys(tk)− ym(tk,θ) ]

(2.32)

The matrix form of these equations leads to:

GGG(θ) = −2
N∑
k=1

Ψ(tk,θ)T · e(tk,θ) (2.33)

where Ψ(tk,θ) =
[
∂ym
∂θ1

(tk,θ), ∂ym
∂θ2

(tk,θ), ..., ∂ym
∂θn

(tk,θ)
]

is the transpose of the

gradient of ym(tk,θ) and ∂ym
∂θi

(tk,θ) is the output sensitivity function of the param-
eter θi. An output sensitivity function evaluates the sensitivity of the model output
with respect to a parameter: the higher its absolute value, the more an elementary
variation of the parameter brings an important output variation, and thus the more
accurate parameter estimations can be obtained.

The Hessian matrix is the derivative of the gradient vector,HHH(θ) = ∂GGG
∂θ

(θ):

HHH(θ) = −2
N∑
k=1

∂Ψ

∂θ
(tk,θ)T · e(tk,θ)− 2

N∑
k=1

Ψ(tk,θ)T · ∂e
∂θ

(tk,θ) (2.34)

with
∂e

∂θ
(tk,θ) = −∂ym

∂θ
(tk,θ) = −Ψ(tk,θ)

Since the first term of this expression usually tends to zero near the optimum θo,
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the Hessian matrix can be approximated as:

HHH(θ) ≈ 2
N∑
k=1

Ψ(tk,θ)T ·Ψ(tk,θ) (2.35)

and then the hyper-surfaceD(θo)+ 1
2
(θ−θo)THHH(θo)(θ−θo) deals with the elliptic

paraboloidal S(θo) defined by Fig. 2.13. This approximation allows to calculate
the Hessian matrix only from the output sensitivity function. The next section will
present how to calculate these sensitivity functions ∂ym

∂θi
in practice.

2.3.2 Calculation of the sensitivity function

Since the output is a function of θ, x(t,θ) and input u(t) as expressed by Eq.
2.12, the output sensitivity function can then be calculated as the total derivative
of g with respect to parameters (g(x(t,θ),θ, u(t)) and f(x(t,θ),θ, u(t)) will be
denoted by g and f for the simplicity.):

Ψ(t,θ) =
dg

dθ
=
∂g

∂θ
+
∂g

∂x
· dx
dθ

(2.36)

In this equation, dx
dθ

cannot be derived directly from the differential state equation
ẋ(t,θ) = f(x(t,θ),θ, u(t)). In order to solve this problem, the derivation of
another state equation with respect to θ is calculated:

d

dt

(
dx

dθ

)
=

d

dθ
(
dx

dt
) =

∂f

∂θ
+
∂f

∂x
· dx
dθ

(2.37)

Combining Eqs. 2.36 and 2.37, a new continuous-time state space representa-
tion of the sensitivity function is obtained:

SF (θ) :


Φ̇(t,θ) = Jfθ(t,θ) + Jfx(t,θ) · Φ(t,θ)

Ψ(t,θ) = Jfθ(t,θ) + Jgx(t,θ) · Φ(t,θ)
(2.38)

where the state matrix Φ(t,θ) = dx
dθ

is called state sensitivity function, Jfθ = ∂f
∂θ

and Jfx = ∂f
∂x

are the Jacobian matrices of f with respect to θ and x, and Jgθ = ∂g
∂θ

and Jgx = ∂g
∂x

are the Jacobian matrices of g with respect to θ and x. The state
sensitivity explores the influence of changes in parameters on the states of the EDLC
model.

In conclusion, the study of the output error energy of any input/output model
structure, for any input excitation protocol, only requires the user to provide the an-
alytical expressions of the state-space functions f and g and their respective Jaco-
bian matrices Jfθ, Jfx, Jgθ and Jgx. By solving these continuous-time differential
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systems M(θ) (Eq. 2.12) and SF (θ) (Eq. 2.38) with some numerical integration
method such as the Runge-Kutta method, the elliptic hyperboloidal approximation
of the hyper-surface D(θ) near the optimum is numerically obtained thanks to the
Hessian matrix information given by Eq. 2.35. Thus, the numerical values of the
parameters uncertainty and the condition number ofHHH(θo) can be obtained for any
model structure in a simple and quick way.

2.3.3 Practical implementation by normalization

It should be noticed that when calculating the values of the proposed criteria,
different input signals may lead to different outputs and thus one value of |e(tk,θ)|
has not the same meaning for a small or a large output value |ym(tk,θ)|. Therefore,
it is proposed to use a normalized output error energy defined as:

Dn(θ) =

∑N
k=1 e(tk,θ)2

Y 2
(2.39)

where Y =
√∑N

k=1 ys(tk)
2 and Y 2 represents the energy of the measured output.

The normalized expression of the output error energy is a general equation which
in particular allows to compare one model structure for several excitation protocols.
This comparison is not discussed in this chapter. In our case, when comparing the
model structures of EDLCs, the values of Dn(θ) for different models are obtained
with the same input current protocol.

As presented before, the Hessian matrix can be obtained by calculating the out-
put sensitivity function (see Eq. 2.35). However, the values of the parameters of an
EDLC model can be quite different, for example, the nominal series resistance of a
tested Nichicon EDLC is 1 Ω while the resistance representing the self-discharge or
the charge redistribution may reach hundreds or thousands of ohms. In this case, the
values of sensitivity functions ∂ym

∂θi
(tk,θ) of different parameters θi may have large

differences. As a result, the elements of the Hessian matrix are not in the same or-
der which may lead to numerical problems when diagonalizing the Hessian matrix
in order to calculate the parameter uncertainty. Therefore, it is proposed to study
the Hessian matrix and hence the parameter uncertainty in the relative parametric
space. Taking two-dimensional parameter case as an example, let’s first express the
parameter vector θ in a relative way:

θ =

[
θ1

θ2

]
=

[
θ1o(1 + γ1)

θ2o(1 + γ2)

]
= Iθo(1 + γ) (2.40)

where Iθo = diag(θo) and γ = [γ1, γ2]T . θo is the optimal parameter vector ob-
tained by the parameter optimization algorithm, and the coefficient vector γ deals
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with the relative variation of θ near the optimum θo:

γ1 =
θ1 − θ1o

θ1o

, γ2 =
θ2 − θ2o

θ2o

(2.41)

And thus, the difference between the parameter vector and its optimum is derived:

θ − θo =

[
θ1oγ1

θ2oγ2

]
= Iθoγ (2.42)

In order to derive the parameter uncertainty in the relative space, Eq. 2.42 is
substituted into Eq. 2.22 which leads to:

2αD(θo) = γT ITθo ·HHH(θo) · Iθoγ (2.43)

Dividing this equation by the measured output energy Y 2 leads to a normalized
equation:

2αDn(θo) = γT ·
ITθo ·HHH(θo) · Iθo

Y 2︸ ︷︷ ︸
HHHnr(θo)

·γ (2.44)

whereHHHnr(θo) =
ITθo ·HHH(θo)·Iθo

Y 2 is the normalized relative Hessian matrix. It is clear
that this equation is a normalized equation of Eq. 2.22 in the relative parametric
space. The parameter variation θ − θo is replaced by the relative coefficient vector
γ. Therefore, studying the eigenvalues of the normalized relative Hessian matrix
HHHnr(θo) allows to obtain the relative parameter uncertainty. The approach to derive
the relative parameter uncertainty is the same as the one presented in §2.2.4 by using
the eigenvalues of HHHnr(θo). Substituting the Gauss-Newton approximation of the
Hessian matrix (Eq. 2.35) into expressionHHHnr(θo), the normalized relative Hessian
matrix can be practically calculated as:

HHHnr(θo) ≈ 2
N∑
k=1

Ψrn(tk,θo)
T ·Ψrn(tk,θo)

with Ψrn(tk,θo) =
1

Y
IθoΨ(tk,θo)

(2.45)

These normalized relative sensitivity functions are now in the same order of
magnitude, and the normalized relative Hessian matrixHHHnr(θo) is much better con-
ditioned thanHHH(θo). Moreover, the use of this approach for N-dimensional parame-
ter case allows to compare different model structures. The next section will present
the numerical values of these variables obtained with the same input protocol for
several model structures.
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2.4 Comparative analysis of different model struc-
tures

2.4.1 Current and voltage signals

The proposed criteria are all based on the state-space representation defined by
Eq. 2.12, which describes the relationship between the input and output signals.
In our case, the current is chosen as the input excitation signal. An industrially
realistic input current waveform has been designed and the corresponding voltage
signal is recorded. Fig. 2.16 shows the current and voltage signals of a real fresh
Nichicon EDLC with a nominal capacitance of 1 F and a maximal voltage of 2.7 V
during one charging/discharging cycle. These resulting current and voltage signals
are typical signals of EDLCs used in an energy storage application. During the
charging period (0− 30 s), we charge the EDLC with a constant current of 50 mA.
This value conforms with the current density in the porous electrodes of the EDLCs
used in industrial applications. Right after the charging period, an open circuit phase
is added to simulate the case where the EDLC is not immediately discharged. After
that, three successive constant current discharging periods form an approximately
constant power discharging phase until the EDLC is nearly empty. Before the next
charging, an open circuit phase is added again to consider the case where the power
supply cannot charge the EDLC immediately. The measured voltage and current
signals during such a cycle are used for optimizing the structure fitting criteria.

Figure 2.16: Current and voltage signals of a Nichicon 1 F/2.7 V EDLC.

Before choosing the model structures to compare, the voltage curve during a
constant current charging phase (1 s to 31 s) and an open circuit phase (31 s to 80 s)
(shown in Fig. 2.17) should be more precisely considered. At the beginning of the
charging period shown in the enlarged plot No. 1, the voltage has an instantaneous
increase caused by the series resistance and then starts to increase slowly. It is
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noticed that during 0.02 s after the voltage increase, the voltage shape is an arc
instead of a straight line shown by the red dashed line. This may be caused by
the electrolyte resistance in the pores and this phenomenon can be represented by a
transmission line structure when modeling the EDLC. During the constant current
charging phase, the voltage doesn’t increase quite linearly with time as shown in the
enlarged plot No. 2. If the capacitance is independent of voltage, the EDLC voltage
corresponding to a constant charging current should increase linearly with time as
the red dashed line in plot No. 2. This phenomenon reveals the voltage dependent
feature of the capacitance. The enlarged plot No. 3 shows that the terminal voltage
decreases during an open circuit period where the current is null. This might be due
to the charge redistribution occurring in the depth of the pores or to a self-discharge
phenomenon. Because the open circuit period in our charging/discharging cycle is
quite short (around 50 s), it is considered that the charge redistribution is mainly
responsible for the voltage decay.

Figure 2.17: Voltage curve at charging phase and OCV phase of a Nichicon
1 F/2.7 V EDLC.

2.4.2 Considered model structures for an EDLC

According to the analysis above, we propose to compare the following 5 struc-
tures shown in Fig. 2.18.

– Structure S1: Rs − C

The first proposed structure is a standard "industrial" model with a series
resistance and a capacitance in series. Its state space model is simply written
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Figure 2.18: Studied model structures.
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as

u̇1 =
1

C
isc (2.46)

usc = u1 +Rsisc (2.47)

This model has only 1 state u1 and 2 parameters, Rs and C. The current
isc and voltage usc are respectively considered as the input and output of the
model as for the following three structures.

– Structure S1’: Rs − C − Rp

Based on the previous structure, the structure S1’ adds a resistanceRp parallel
to the capacitance, simulating the long-term behavior of the EDLC. Its state
space model is written as

u̇1 = − 1

RpC
u1 +

1

C
isc (2.48)

usc = u1 +Rsisc (2.49)

This model has one state u1 and 3 parameters, Rs, C and Rp.

– Structure S2: Rs − C(u1)

Considering the voltage dependency of the capacitance, the structure S2 uses
a voltage dependent capacitance C(u1) = C0(1 + αu1) where C0 is the no
load capacitance and α is the voltage sensitivity coefficient. The reason to
use this capacitance equation was presented in section 1.4.2 of Chapter 1.
The current through the capacitor can be expressed as

isc =
dQ

dt
=

d

dt
(C0(1 + αu1) · u1) = C0(1 + 2αu1) · du1

dt
(2.50)

Then the state space representation of this model is:

u̇1 =
1

C0(1 + 2αu1)
isc (2.51)

usc = u1 +Rsisc (2.52)

This model has 1 state u1 and 3 parameters, Rs, C0 and α.

– Structure S3: Rs − [C(u1)//(Rp − Cp(up))]

This structure includes the charge redistribution phenomenon by adding a
branch in parallel with the main capacitor C(u1). The added branch consists
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of a resistance Rp in series with a voltage dependent capacitance Cp(up) =

Cp0(1 +αup). The voltage sensitivity of both capacitances are assumed to be
the same in our study. The currents through each capacitor are expressed by

i1 =
dQC

dt
=

d

dt
(C(u1) · u1) = C0(1 + 2αu1) · du1

dt
(2.53)

ip =
dQCp

dt
=

d

dt
(Cp(up) · up) = Cp0(1 + 2αup) ·

dup
dt

(2.54)

In addition, i1 = isc − ip and ip = (u1 − up)/Rp, according to Kirchhoff’s
current law and Ohm’s law. Combining these two equations with Eqs. 2.53
and 2.54, the state space model of this structure can be obtained as

u̇1 = 1
C0(1+2αu1)

(− 1
Rp

(u1 − up) + isc)

u̇p = 1
Cp0(1+2αup)Rp

(u1 − up)
(2.55)

usc = u1 +Rsisc (2.56)

This third structure includes 2 states, u1 and up, 5 parameters, Rs, C0, α, Rp

and Cp0.

– Structure S4: Rs − [TL(Rd, Ck(uk))//(Rp − Cp(up))]; (k = 1, 2, ..., Nc)

To better describe the EDLCs’ behavior, the fourth proposed structure S4 adds
a transmission line cell as the one shown in Fig. 2.3 to the third structure.
Generally speaking, the higher the order of the transmission line Nc(Nc ≥
2), the more accurate but also the more complex the model is. It is hence
important to find a compromise between the accuracy and complexity of the
model. It is assumed that all the capacitances in the transmission line cell are
voltage dependent with the same voltage sensitivity coefficient: Ck(uk) =
C0

Nc
(1 + αuk); (k = 1, 2, ..., Nc) and the same for the charge redistribution

capacitance: Cp(up) = Cp0(1 + αup). In this section, the second to fourth
order (Nc = 2, 3, 4) transmission line cases are studied. The currents through
each capacitors are expressed as

ik =
dQck

dt
=

d

dt
(Ck(uk) · uk) =

C0

Nc

(1 + 2αuk) ·
duk
dt

(2.57)

ip =
dQCp

dt
=

d

dt
(Cp(up) · up) = Cp0(1 + 2αup) ·

dup
dt

(2.58)

According to the Ohm’s law and Kirchhoff’s current law, the following cur-
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rent equations can be obtained for different orders of the transmission line:

(Nc = 2) :


ip = u2−up

Rp

i2 = u1−u2

Rd
− ip

i1 = isc − (i2 + ip)

(2.59)

(Nc = 3) :



ip = u3−up
Rp

i3 = u2−u3

Rd/2
− ip

i2 = u1−u2

Rd/2
− (i3 + ip)

i1 = isc − (i2 + i3 + ip)

(2.60)

(Nc = 4) :



ip = u4−up
Rp

i4 = u3−u4

Rd/3
− ip

i3 = u2−u3

Rd/3
− (i4 + ip)

i2 = u1−u2

Rd/3
− (i3 + i4 + ip)

i1 = isc − (i2 + i3 + i4 + ip)

(2.61)

Combining these equations with Eqs. 2.57 and 2.58, the state space models
of the model structure S4 with Nc = 2, 3, 4 are then derived:

(Nc = 2) :


u̇1 = 2

C0(1+2αu1)
(− 1

Rd
(u1 − u2) + isc)

u̇2 = 2
C0(1+2αu2)

( 1
Rd
u1 − ( 1

Rd
+ 1

Rp
)u2 + 1

Rp
up)

u̇p = 1
Cp0(1+2αup)Rp

(u2 − up)

(2.62)

The second-order transmission line model has 3 states, u1, u2 and up.

(Nc = 3) :



u̇1 = 3
C0(1+2αu1)

(− 1
Rd/2

(u1 − u2) + isc)

u̇2 = 3
C0(1+2αu2)(Rd/2)

(u1 − 2u2 + u3)

u̇3 = 3
C0(1+2αu3)

( 1
Rd/2

u2 − ( 1
Rd/2

+ 1
Rp

)u3 + 1
Rp
up)

u̇p = 1
Cp0(1+2αup)Rp

(u3 − up)

(2.63)

The third-order transmission line model has 4 states, u1, u2, u3 and up.
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(Nc = 4) :



u̇1 = 4
C0(1+2αu1)

(− 1
Rd/3

(u1 − u2) + isc)

u̇2 = 4
C0(1+2αu2)(Rd/3)

(u1 − 2u2 + u3)

u̇3 = 4
C0(1+2αu3)(Rd/3)

(u2 − 2u3 + u4)

u̇4 = 4
C0(1+2αu4)

( 1
Rd/3

u3 − ( 1
Rd/3

+ 1
Rp

)u4 + 1
Rp
up)

u̇p = 1
Cp0(1+2αup)Rp

(u4 − up)

(2.64)

The fourth-order transmission line model has 5 states, u1, u2, u3, u4 and up.
The expression of the output voltage for these three cases is always the same:
usc = u1 + Rsisc. No matter the order of the transmission line, the model
structure S4 has always 6 parameters: Rs, C0, α, Rp, Cp0 and Rd.

– Structure S5 : Rs − TL(Rd, Ck(uk));

This structure is a simplified model structure of S4 (Nc = 4) without charge
redistribution branch. The purpose of the proposition of this model is to see
how accurate the model could be when neglecting the charge redistribution
phenomenon. This simplification could be interesting because the parameters
of this model are reduced from 6 to 4. For this model, the current through
each capacitor is expressed as

ik=
dQck

dt
=
d

dt
(Ck(uk)·uk)=

C0

4
(1 + 2αuk)

duk
dt

, (k = 1, 2, 3, 4)(2.65)

These currents can be also written as the following equations according to
Ohm’s law and Kirchhoff’s law:

i4 = u3−u4

Rd/4

i3 = u2−u3

Rd/4
− i4

i2 = u1−u2

Rd/4
− (i3 + i4)

i1 = isc − (i2 + i3 + i4)

(2.66)

Combining Eqs. 2.65 and 2.66, the differential equations of the voltages
across each capacitors are:

(N = 4) :



u̇1 = 4
C0(1+2αu1)

(− 1
Rd/4

(u1 − u2) + isc)

u̇2 = 4
C0(1+2αu2)(Rd/4)

(u1 − 2u2 + u3)

u̇3 = 4
C0(1+2αu3)(Rd/4)

(u2 − 2u3 + u4)

u̇4 = 4
C0(1+2αu4)(Rd/4)

(u3 − u4)

(2.67)



90 CHAPTER 2. MODELING OF SUPERCAPACITORS

Table 2.1: Numerical comparison of different structures (mean values of five new
EDLCs).

S1 S1’ S2 S3 S4 S5
α = 1% Nc = 2 Nc = 3 Nc = 4

Dn(θo) 3.05 10−3 2.5 10−3 2.66 10−3 2.70 10−4 1.15 10−4 9.81 10−5 9.21 10−5 1.70 10−3

ρ(Hnr(θo)) 1.17 102 7.55 103 1.22 104 9.96 103 4.22 104 3.32 104 3.68 104 7.76 104

ur(Rs) 0.031 0.030 0.029 0.022 0.041 0.058 0.078 0.593

ur(C) 0.003 0.003 - - - - - -
ur(C0) - - 0.029 0.020 0.014 0.011 0.011 0.025

ur(α) - - 0.305 0.044 0.032 0.026 0.025 0.212

ur(Rp) - 0.225 - 0.087 0.105 0.083 0.070 -
ur(Cp0) - - - 0.025 0.053 0.036 0.034 -
ur(Rd) - - - - 0.053 0.047 0.049 0.074

Table 2.2: Numerical comparison of different structures (mean values of five
EDLCs after 10 weeks of accelerated aging).

S1 S1’ S2 S3 S4 S5
α = 1% Nc = 2 Nc = 3 Nc = 4

Dn(θo) 6.70 10−3 3.20 10−3 6.45 10−3 1.13 10−3 4.94 10−4 4.11 10−4 3.77 10−4 1.99 10−3

ρ(Hnr(θo)) 2.90 101 8.89 102 1.46 104 4.53 103 4.09 104 2.22 104 1.92 104 2.69 103

ur(Rs) 0.024 0.018 0.023 0.021 0.017 0.027 0.037 0.053

ur(C) 0.005 0.003 - - - - - -
ur(C0) - - 0.042 0.054 0.040 0.034 0.032 0.032

ur(α) - - 0.493 0.120 0.107 0.089 0.084 0.100

ur(Rp) - 0.093 - 0.085 0.241 0.164 0.145 -
ur(Cp0) - - - 0.031 0.101 0.036 0.030 -
ur(Rd) - - - - 0.063 0.044 0.038 0.057

This model has 4 states, uk, (k = 1, 2, 3, 4), and 4 parameters Rs, Rd, C0 and
α. The output voltage is expressed as: usc = u1 +Rsisc.

Once the state space representations of these five model structures are obtained,
they can be compared by calculating the proposed criteria presented in section 1.3.
The comparison results are shown in the following section.

2.4.3 Analysis of the experimental results

To compare the proposed models, the output error energy, the condition number
of the Hessian matrix and the uncertainties of the model parameters are calculated
and illustrated in Table 2.1. All these results are normalized relative values as ex-
plained in §2.3.3 and they are the mean values of five fresh EDLCs.
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As expected, the output error energy of the simple structure S1 is the largest
compared to the other structures. By adding more degrees of freedom to the model
structure to take into account the long term behavior (S1’), the voltage dependency
(S2), the charge redistribution (S3) and the transmission line effect (S4), the sim-
ulated output voltage becomes closer to the measured voltage. This is especially
obvious when the charge redistribution component is included in the EDLC model
structure because the output error energy of S3 and S4 are around 10% less than
that of S1 and S2. The condition number of S1 is quite small compared to the other
structures. This is due to its very simple structure with only two parameters, Rs and
C, which are almost of the same order of magnitude. For the other structures, S3
has the smallest condition number of its normalized relative Hessian matrix. S3 also
has the smallest relative parameter uncertainty of the series resistance. It is noticed
that, when the charge redistribution and the transmission line components are added
to S2, the uncertainties of C0 and α based on S3 and S4 are getting smaller. It im-
plies that adding these two components not only improves the accuracy of the model
(smaller output error), but also provides a more accurate parameter estimation of the
capacitance which is responsible of the energy storage of an EDLC.

To investigate the influence of the order Nc of the transmission line, the cases
Nc = 2, 3, 4 have been considered. As expected, the higher the order of the
transmission line, the smaller the output error energy and thus the more accurate the
model. Moreover, the condition number of the normalized relative Hessian matrix
and most of the parameter uncertainties decrease when increasing the transmission
line order. This is quite normal because the transmission line model simulates the
behavior of electrodes pores and the EDLC model with a higher transmission line
order explains better the pores behavior.

But it is also noticed that these improvements are very slight. At last, the model
structure S5 which is a simplified model baseds on S4 (Nc = 4) neglecting the
charge redistribution phenomenon is shown in the last column of Table 2.1. This
model is also an improvement of S2 using a transmission line instead of a simple
voltage dependent capacitance. This improvement of S2 leads to a lower output
error energy and smaller uncertainties for most parameters except Rs. Because the
charge redistribution effect is ignored, all the criteria values of this model are worse
than that of structure S4. This shows the importance of the long-term phenomenon
such as the charge redistribution to the accuracy of the EDLC model.

Globally speaking, according to this table, S3 and S4 are much better than S1, S2
and S5 because of the much lower output error energy and the the smaller parameter
uncertainties, especially for α. The structure S4 (Nc = 2, 3, 4) has an output
error energy slightly lower than S3, while the condition number of S4 is larger
than that of S3 because the number of parameters is increased. Some parameter
uncertainties of S4 are smaller than that of S3 while others are larger, but overall,
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the differences are not very large. Now, considering the model complexity, S4 has
a higher dimension of state space vector and more parameters compared to S3, and
hence more degrees of difficulty to solve and simulate the differential equations.
For structure S4, the increase of the transmission line order only slightly improves
the model performance, but increases the order of differential equations and thus
increases its computational cost.

The results obtained above show that S3 and S4 seem to be good models for
the fresh EDLCs. One may doubt if these model structures are still good once the
EDLCs are aged. Table 2.2 shows the criteria values of different structures for aged
EDLCs. The data in this table are the average values of five EDLCs aged at 60◦C

under a floating voltage of 2.5 V during 10 weeks. The comparison results obtained
for the aged EDLCs are similar to those for fresh EDLCs. This table allows to check
that the criteria values are not greatly influenced by aging.

Figure 2.19: Measured and simulated output voltage.

Figure 2.20: Enlarged plot of segment 1.

Besides the numerical comparison of the criteria, the measured voltage and the
simulated voltages obtained during one charging/discharging cycle are shown in
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Figure 2.21: Enlarged plot of segment 2.

Figure 2.22: Enlarged plot of segment 3.

Figure 2.23: Enlarged plot of segment 4.
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Fig. 2.19. Fig. 2.20 shows the enlarged segment of the constant current charg-
ing phase. As expected, the simulated voltage of S1 increases linearly with time,
since this model does not take into account the voltage dependent feature of the
capacitance. The simulated voltage curves get more closer to the measured data
from S2 to S4, especially at the beginning of the charging phase which reveals a
good model accuracy of structure S4. The segments 2 and 4 in Figs. 2.21 and 2.23
show the measured voltage and simulated voltage curves during open circuit phases
after charging and discharging phases. It can be seen clearly from these two fig-
ures that the simulated voltages based on S1, S2 and S5 remain constant after their
transitional periods and this is of course due to the lack of charge redistribution
component in their models. Using structure S3 seems to give better voltage curves
but not as well as structure S4. There are no obvious differences between the differ-
ent orders of structure S4 revealed from the simulated voltage curves. Fig. 2.22 is
an enlarged segment in the discharging period. The simulated voltage curves based
on structures S3 and S4 (no matter which order) are much closer to the real data
compared to S1, S2 and S5.

To summarize all the comparison analysis above, the model structure S3 and
S4 are quite accurate. S4 is slightly more accurate than S3 but increases the model
complexity. But the third criterion (the diagnosis ability) must also be taken into
account. This will be explained in the next section.

2.4.4 Diagnosis ability

A good model structure used for the aging diagnosis of the EDLCs should pro-
vide enough information to diagnose their aging. As presented in the previous chap-
ter, the series resistance and the dynamic resistance increase significantly with the
aging which makes them reliable aging indicators. However, existing studies proved
that the resistive parameters of the EDLCs may also increase with the decrease of
the operating temperature. In this case, it could be very difficult to determine the
aging level from the increase of these resistive parameters if the ambient temper-
ature is not measured. Then, a good diagnosis model should be able to provide a
temperature independent diagnosis indicator.

To check if the proposed models can provide temperature independent diagno-
sis indicators, the influence of the temperature to the EDLCs parameters is firstly
studied. Fig. 2.24 shows the parameter relative evolution of different structures
estimated by the output error method under different temperatures. At each temper-
ature, the ratio θo(Tk)/θ(−20◦C) is calculated by means of 5 records performed
with 5 fresh EDLCs. Compared to other structures, the structure S4 presents an
outstanding result: the estimated C0 is independent of temperature and the series
resistance and dynamic resistance evolve with the temperature with a very similar
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Figure 2.24: Parameters estimation at different temperatures.
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rate. Therefore, the ratio between these resistances Rs/Rd is independent of tem-
perature, and therefore can be considered as a potential aging indicator. From this
point of view, the structure S4 has a better diagnosis ability compared to S3. There-
fore, with the given signals, the structure S4 seems to be a good choice for the online
aging monitoring for the tested EDLCs. As for the order of the transmission line
in structure S4, Nc = 2 is suggested to be chosen in our case, since the proposed
criteria are already quite satisfying with such a small order of the transmission line
network.

Conclusion

This chapter was dedicated to look for the "best" EDLC model structure for
aging monitoring. At first, a state of the art about the existing EDLC models was
made and some popular EDLC models have been illustrated and analyzed. In or-
der to comprehensively compare different structures of EDLCs and to find a best
compromise between performance and complexity, three criteria, namely the out-
put error energy, the parameter uncertainty and the aging diagnosis ability, are pro-
posed. The geometric study of the hyper-surface of the output error energy in the
parametric space was carried out in order to evaluate the uncertainties of the esti-
mated parameters. The Hessian matrix obtained by using the numerical integration
of the relative sensitivity functions allowed to practically determine the parame-
ters uncertainty and the condition number. At last, five different model structures
of EDLC including different physical features, such as voltage dependency of the
capacitance, charge redistribution phenomenon and transmission line effect, were
proposed and their state space representations were derived.

The numerical values of the first two criteria were presented and the aging diag-
nosis ability of different models was analyzed. The results showed that adding the
charge redistribution and transmission line components in the EDLC model greatly
improves the accuracy of the model. The model structures S3 and S4 showed a
better performance compared to the other proposed structures. The influence of
the transmission line order of structure S4 was investigated and the results showed
that for the tested EDLCs, the model performance has only slightly increased with
the increase of the transmission line order, whereas the complexity of the model has
greatly increased. These results are then confirmed by comparing the output voltage
curves of different models with the measured voltage.

The study of the parameter estimations at different temperatures of the tested
EDLCs showed that the model structure S4 presents a good aging diagnosis abil-
ity, because it may provide a temperature independent aging indicator. A good
model is not necessarily required to be very complicated, for example, the second-



2.4. COMPARATIVE ANALYSIS OF DIFFERENT MODEL STRUCTURES 97

order transmission line model with a charge redistribution branch was considered
as a satisfying model for online aging monitoring of the studied Nichicon EDLCs.
The proposed model comparison criteria and implementation approaches provide
an idea of how to compare different EDLC models comprehensively and are also
applicable for other kinds of EDLCs.





3
Online monitoring of the

supercapacitors aging

Introduction

The aim of this chapter is to design model-based state observers to monitor the
aging of the supercapacitors in-situ and online. Unlike the offline aging monitoring
of EDLCs, the online observers designed in this chapter can be embedded into en-
ergy storage applications and provide the parameters of EDLCs in real time without
interrupting the function of the applications.

The first section of this chapter reviews some existing online monitoring meth-
ods for EDLCs’ aging. In the second section, a strategy for online aging moni-
toring is proposed, followed by the definition of state of health (SoH) and state of
charge (SoC) estimators for an EDLC. After that, the basis of linear and nonlinear
observers design based on Kalman filtering and Luenberger observers design are
recalled. In the fourth section, two kinds of observers, an extended Kalman filter
and interconnected observers are firstly designed based on the simple classical RRC
model of an EDLC. In the following section, two kinds of observers, an extended
Kalman filter and braided Kalman filters are designed based on a more sophisti-
cated and accurate fourth-order transmission line (TL) model. The performance of
the designed observers for both models are verified through simulated experiments.
Then, these observers are applied to a real fresh EDLC and the parameter estimation
results obtained by different observers for both models are presented and compared.
At last, the designed observers based on different models are applied to differently
aged EDLCs in an accelerated calendar aging experiment, in order to perceive their

99
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parameters evolutions during the aging. An example of the calculation of the state
of health is given, allowing the SoH of EDLCs embedded in industrial applications
to be perceived at any time.

3.1 State of the art

A great amount of research work has been done for the monitoring of the su-
percapacitors aging based on different characterization methods. A lot of them are
offline methods realized in laboratories as presented in the first chapter. In contrast,
very few work is dedicated to the online monitoring of the supercapacitors aging.

The authors of [84] [85] [47] proposed "online" characterization of EDLCs dur-
ing power cycling aging. The proposed method allows to characterize the EDLCs
during the aging experiments without requiring a break off for characteriztion. For
the similar purpose, N. Rizoug has proposed a hybrid characterization method [9]
[86] combining both time and frequency domain characterizations and applied di-
rectly to constant current charging/discharging aging cycles. In [78], the authors
have developed a nonlinear model of an EDLC in frequency domain and proposed
a so-called online identification method. The model has been identified in time do-
main instead of frequency domain by using some specific procedures to determine
different parameters of EDLCs.

In [87], the authors proposed a new aging indicator, the stored energy, in order
to realize supercapacitors diagnosis online. The stored energy in a fixed voltage
interval was calculated and compared before and after aging and thus, the energy
loss during the supercapacitors aging was then observed. This proposition could be
considered as a quite simple way to diagnose supercapacitors aging online. How-
ever, to compare energy loss of the supercapacitors at different aging stages, the
stored energy calculation need to be obtained in the same fixed interval which may
not easy to be realized during the function of supercapacitors in an application.

Very few people have considered to use real-time optimal estimators to iden-
tify the EDLCs’ parameters. The authors of [88] used a real-time recursive least
square algorithm to estimate the internal resistance of EDLCs during their aging.
The proposed algorithm has provided a quite accurate internal resistance evolution
with aging. But other parameters of EDLCs, for example, the capacitance, are not
estimated by the method proposed in this paper. Chia-jui Chiang et al. in [89]
have achieved to estimate simultaneously the State of Charge (SoC) and tempera-
ture of supercapacitor by applying a real-time algorithm, an Extended Kalman Filter
(EKF), with only the voltage and current measurements. In this paper, the param-
eters of the EDLC model are determined from EIS measurement by least square
method. The experimental results proved that the EKF based estimator provided a
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satisfying prediction of the state of charge and temperature. They have prospected
that the EKF algorithm can also allow to estimate other states and parameters with
an extended model. This prospective is precisely one important part of this thesis.
Artificial intelligence techniques such as ANN (Artificial Neural Networks) have
been used recently to understand and model the nonlinear complicated behaviors of
EDLCs [90] [91]. For example, the authors in [91] have developed an artifical neu-
ral network simulator for supercapacitor performance prediction and a three-layer
artifical neural network was used in [90] to generate the highly nonlinear relation-
ships between the temperature, voltage and the unknown parameters based on which
the online supercapacitor dynamic models are built for energy conversion and man-
agement. But because of some drawbacks, these artificial intelligence techniques
are still impractical for real-time execution, as commented in [88].

The online monitoring of EDLCs proposed in this thesis uses the real-time state
observers to estimate the parameters of the EDLCs during their aging life. One
outstanding advantage of the proposed method is that it can be implemented for
the EDLCs embedded in the application without interrupting the EDLCs’ function-
ing. Furthermore, the EDLCs parameters identification does not require any specific
charging/discharging procedure but only with the current and terminal voltage mea-
surements during their functioning.

3.2 Strategy of online monitoring of EDLCs’ aging

3.2.1 State of Health (SoH) and State of Charge (SoC)

As presented in the first chapter, some of the EDLCs parameters evolve with
aging. Therefore, the state of health of the EDLCs can be determined from the evo-
lution of their parameters. The end of life criterion of EDLCs is normally given
by their manufacturers. For example, Maxwell has defined the life criteria of their
products as a reduction of the capacitance of 20% or an increase of the equivalent
series resistance of 100%. When there are more than two parameters considered as
aging indicators, as illustrated in the first chapter, some of them have a large vari-
ation during aging, such as the dynamic and series resistances, while some others,
for example the capacitance, evolve slightly with aging. Different parameters may
have different contributions when determining the SoH. Supposing N parameters
can be considered as indicators of the EDLC aging, the SoH can be defined as [92]
[93]:

SoH1(%) = 100×
N∑
j=1

βj

∣∣∣∣∣ Dj −Dend
j

Dinit
j −Dend

j

∣∣∣∣∣ , with
N∑

j=1

βj = 1 (3.1)
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where Dj is a current parameter value in the aging process, Dinit
j is the value of

a fresh EDLC, Dend
j is the parameter value of a fully aged EDLC which is often

specified by the manufacturer and βj is the weight for each parameter. For the
parameters whose evolutions during the aging are much closely related to the per-
formance degradation of the EDLCs, or whose estimations are more reliable, their
aging weights are relatively larger.

Since some parameters may reach their end of life criterion before the others,
another possible SoH indicator can be defined as:

SoH2(%) = 100× Min
j=1...N

∣∣∣∣∣ Dj −Dend
j

Dinit
j −Dend

j

∣∣∣∣∣ (3.2)

Another essential variable is called the state of charge. During the use of an
EDLC in an application, it is very important for the user to know the level of rema-
nent energy. For an ideal EDLC model with only one capacitance, the stored energy
of the capacitor can be calculated by [2]

E =

∫
Pdt =

∫ (
V · CdV

dt

)
dt =

1

2
CV 2 (3.3)

where C is the capacitance of the voltage and V is the open circuit voltage of an
EDLC. The state of charge can be defined as the percentage of the remanent energy
and the total energy:

SoC(%) = 100× Eremanent

Etotal

(3.4)

The total energy is the energy stored in the EDLC when it is fully charged. It
seems that if the capacitance C is constant, the SoC can be obtained only from
the open circuit voltage measurement. However, it should be noticed that a real
EDLC is not an ideal capacitor and it is often modeled with some resistances which
explain Joule losses. In this case, the energy calculated by Eq. 3.3 cannot provide
an accurate estimation of the SoC. Therefore, a better estimation of SoC is based
on an appropriate EDLC model. An EDLC model often has several capacitors in
parallel or series, for example, the three-branch model or transmission line model
presented in the previous chapter. Thus, the energy stored in the EDLC is expressed
as the sum of the energy stored in each capacitor:

E =
N∑
j=1

(

∫
Pj dt ) =

N∑
j=1

(

∫
ujij dt ) (3.5)

where N is the number of the capacitors, uj is the voltage across each capacitor and
ij is the current through each capacitor. As far as the internal voltage and current of
each capacitor in the EDLC model can be estimated, a correct value of the state of
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charge of the EDLC can be obtained.

3.2.2 Online identification

In an EDLCs energy storage system, the discharging of EDLCs is seldom per-
fectly deterministic and always depends on the energy consumer. On the other hand,
during the charging phase, the EDLCs are often charged with a known constant cur-
rent or a constant power supply and the charging process is thus quite simple and
easy to control. The signals (i.e. voltage and current) obtained from charging phase
are also quite regular and very easy to process. For this reason, the online monitor-
ing strategy proposed in this thesis is to apply an observer-based monitoring system
to the EDLCs during their charging period only. This way, the monitoring system
does not disturb the function of the load and the current and voltage signals can be
made sufficiently exciting for the states and parameters to be observed.

Figure 3.1: EDLCs aging monitoring system.

Figure 3.2: Schematic diagram of the extended model.

Supposing that the EDLCs can be represented by a state space model as follows:

Σsys :

ẋs = f(xs, u)

y = h(xs, u)
(3.6)

where xs ∈ Rn is the state of the EDLC model, u and y are the input and output of
the system. The EDLC parametric model can be linear or nonlinear according to the
circuit diagram behind. Supposing that the parameters of this system are known and
thus with the input and output information of the system, an appropriate real-time
observer, such as an Kalman filter, can provide an estimation of the system internal
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states, which are often current or voltage variables. But during the aging of EDLCs,
the physical parameters of EDLCs, such as the series resistance or capacitance, may
evolve with time. The purpose of this work is to estimate not only the internal states
of the EDLCs system but also their physical parameters in real time. One possible
solution is to extend the states of EDLC system by adding the parameters as new
states. Thus, the extended states xe includes the original states xs (i.e. internal
current or voltage variables) and additional parametric states xp ∈ Rp.

xe =

 xs

−−−
xp

 , (xe ∈ Rn+p) (3.7)

As said previously, the parameters of EDLCs vary with aging. But with respect
to the current or voltage variables, the variation of these parameters is very slow
and can be approximated as constant during a small piece of time. Therefore, the
dynamic behavior of the parameters are approximated by

ẋp = 0 (3.8)

Then, an extended EDLCs model Σext can be obtained by adjoining the param-
eters dynamic behavior to the EDLCs system (Fig. 3.2):

Σext :


ẋe = f ′(xe, u) =

f(xs, u)

0


y = h′(xe, u)

(3.9)

Once the extended EDLC model is obtained, a real-time observer can be de-
signed to estimate both the parameters and the internal states of the EDLC with the
input and output signals which can be either terminal voltage or current measure-
ment. It allows to estimate the state of charge during the usage of the EDLC and to
determinate the state of health during its aging life (see Fig. 3.3).

Figure 3.3: Online observation of SoC and SoH.
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3.3 Review of observer theory

3.3.1 Observability

The goal of this chapter is to estimate the EDLC parameters using a state ob-
server based on a specific EDLC model. Before to design the observer, it is nec-
essary to check the observability of the system. A system is said observable if its
initial states can be uniquely determined from the input and output signals measured
on a finite time interval (see Fig. 3.4). The target system can be linear or non-linear
leading to different ways to determine its observability.

Figure 3.4: Target system model with unknown states.

Observability of a linear system

The following equation is a general expression of a linear time-invariant system
[94] [95]: ẋ = Fx+Gu

y = Hx
(3.10)

where u ∈ Rr is the input, y ∈ Rm is the output and x ∈ Rn is the state vector. To
determine the observability of such a linear system, the well-known criterion called
Observability Rank Condition (ORC) [94] [95] is often used. The linear system is
observable if the observability matrix O has full rank n [94] [40].

O =


H

HF
...

HF n−1

 (3.11)

Observability of a nonlinear system

The observability of a nonlinear dynamic system defined as

Σ :

ẋ = f(x, u)

y = h(x, u)
(3.12)

where the input u ∈ Rr, the output y ∈ Rm and the states x ∈ M (M is an open
subset of Rn), was studied by R. Hermann and A. J. Krener in 1977 in [94]. First
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of all, several definitions are specified [94]:

– Definition 1: Indistinguishability

A pair of different points x0 and x1 is indistinguishable if the system realizes
the same input-output map for the same input u, with state initialization at x0

and x1 respectively x0(0) and x1(0): y(t) = h(x0(t), u(t)) = h(x1(t), u(t)).
We denote by the indistinguishability set I(x0) all points x1 that are indistin-
guishable from x0.

– Definition 2: Observability

The nonlinear system Σ is observable at x0 if I(x0) = {x0}, and globally
observable if I(x0) = {x0} for any x0 ∈M .

– Definition 3: Local observability

Local observability is a stronger concept compared to observability. The sys-
tem Σ is said locally observable at x0, if for any neighborhood U of x0,
I(x0) ∩ U = {x0} and is said locally observable if it is true for any x0 ∈M .

Once the definitions of the "Observability" and "Local observability" are given,
their numerical determination will be explained as follows.

To determine if a system is observable, we need to know if there is enough in-
formation brought by the output to reconstruct the states. In other words, if the map
Rn(x) 7→ Rn(y, ẏ, ..., y(n−1)) is invertible, the states of the system can be observ-
able [96]. Supposing that the output is a scalar, its first to (n−1)th-order derivatives
are derived to form an equation set and thus to see if there exists a solution (i.e.
states x) for this equation set.

The first-order derivative of y is expressed as follows and is a function of x, the
input u and its derivative.

ẏ =
dy

dt
=
∂h

∂x
f +

∂h

∂u
u̇

= h1(x, u, u̇)

(3.13)

Similarly, the i th-order derivative (2 ≤ i ≤ n− 1) of y is calculated as the total
differentiation of hi−1 and is a function of x, the input u and its derivatives.

y(i) =
dy(i−1)

dt
=
∂hi−1

∂x
f +

∂hi−1

∂u
u̇+ · · ·+ ∂hi−1

∂u(i−1)
u(i)

= hi(x, u, u̇, · · · , u(i))

(3.14)

For simplicity, the vectors Y and U are defined as (supposing that the output y is
a scalar): Y = [y, ẏ, ... , y(n−1)]T , U = [u, u̇, ... , u(n−1)]T . A Lie operator Lf (h)

is defined as the total differentiation of h and used to represent the i th derivative of
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output y [97]:

y(i) = Lf (hi−1)(x,U) =
∂hi−1

∂x
(x,U)f(x, u) +

∂hi−1

∂u
(x,U)

dU

dt
(3.15)

Therefore, the output and their derivatives equation set can be written as

Y =



h(x, u)

h1(x,U)

h2(x,U)
...

hn−1(x,U)


=



h(x, u)

Lf (h)(x,U)

Lf (h1)(x,U )
...

Lf (hn−2)(x,U)


(3.16)

If there exists a solution for the equation set 3.16, the nonlinear system is said
globally observable for a given input u. The nonlinear system might be very com-
plex, thus adding difficulty and even making this equation set impossible to solve.
Therefore, the local observability is more often used to check if the nonlinear sys-
tem is observable with the following theorem [94].

– Theorem 1

If the Jacobian matrix of vector Y , defined by

J =
∂Y

∂x
=

∂

∂x



h(x, u)

Lf (h)(x,U)

Lf (h1)(x,U)
...

Lf (hn−2)(x,U )


, (3.17)

has full rank n at x0 ∈M , the nonlinear system is locally observable at x0.

The observability study allows to know if it is possible to observe the states of
a system. Once a system is determined as observable, its states can be estimated by
using an appropriate observer which will be presented in the following section.

3.3.2 Real-time state observers

In a physical system, the states can be temperature, pressure, voltage and so
on. Unfortunately sometimes, some states are internal variables of the system and
may be not available for measurement or their measurement need costly sensors.
The goal of using a real-time state observer is to provide an approximation of these
states on the basis of available measurements. For example, the extended Kalman
filter is frequently used in the permanent magnet synchronous machine sensorless
drive to estimate the position and speed [98] [99]. In this section, two classical
observers, Luenberger observers and Kalman filters will be firstly introduced. Both
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observers employ a "prediction-correction" principle to realize the observation of
the system states as shown in Fig. 3.5. The essential part of the state observation
is the correction term composed of a correction gain K multiplied by the error
between the measured and predicted output of the system. In this way, even if the
initial state estimation is not well set, the correction part will still allow the state
estimation to converge to the correct value.

Figure 3.5: Principle of states observation.

Observers for linear systems

Luenberger observer and Kalman filter are often used to estimate the states of
linear time-invariant system with a general form given byẋ(t) = Fx(t) +Gu(t)

y(t) = Hx(t) + Iu(t)
(3.18)

where x is an n × 1 state vector, u is an r × 1 input vector, y is an m × 1 output
vector, F is an n× n state transition matrix, G is an n× r state distribution matrix,
H is an m×n output transition matrix and I is an m× r output distribution matrix.
It is assumed that only the input u(t) and y(t) can be measured and that the state
variable x(t) is observable.

The main observation principles of these observers are the same as shown in
Fig. 3.5. The only difference is how the correction gain K is determined.

– Luenberger observer (LO)

The Luengerber state observer was proposed by Luenberger in the early 1960s
[100] [101]. The Luenberger observer reconstructs the states of the continuous-
time system with a feedback from the estimation error (y − ŷ): ˙̂x(t) = Fx̂(t) +Gu(t) +K(y(t)− ŷ(t))

ŷ(t) = Hx̂(t) + Iu(t)
(3.19)
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where the observer gain K is a n×m matrix.
The state estimation error is the difference between the real state and the
estimated state:

e(t) = x(t)− x̂(t) (3.20)

The aim of the Luenberger observer is to provide the state estimation as close
as possible to the real state such that the error is minimal. To study the dy-
namic evolution of this state estimation, the derivative of the error is deduced:

ė(t) = ẋ(t)− ˙̂x(t)

= (F −KH) · e(t) (3.21)

This equation implies that the dynamic behavior of this observer depends on
the observer gain K. Regardless of the initial conditions and input, as long
as the eigenvalues of the matrix (F − KH) are located on the left part of
the complex plane, the equation above is asymptotically stable, which means
that the estimated states will converge to the real states of the observed sys-
tem [102]. The convergence rate can be adjusted by a proper choice of the
observer gain.

– Kalman filter (KF)

The Luenberger observer is a deterministic state estimator which neglects the
influence of noise on the model. In other words, LO can be a good estimator
if the model based on which the observer is designed is very close to the
real system. But if the model is not so accurate with a significant amount
of noise, the estimation results provided by LO maybe not satisfying. On
the other hand, Kalman filter is an optimal estimator based on a stochastic
state model involving the modelization error and measurement noise. KF
provides optimal state estimation by minimizing the mean square error of
the estimated state. The KF in the continuous-time case is better known as
the Kalman-Bucy filter. Compared to the model (Eq. 3.18) used by LO, the
continuous-time linear stochastic dynamic model used by KF takes the noises
into account [103]: ẋ(t) = Fx(t) +Gu(t) + v(t)

y(t) = Hx(t) + Iu(t) + w(t)
(3.22)

where the random variable v(t) represents the process noise (i.e. the mod-
elization error) which is assumed to be a zero-mean white noise with covari-
ance matrix Q ∈ Rn×n and the random variable w(t) is a zero-mean white
noise of covariance R ∈ Rm×m produced by the output measurement. The
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Kalman filter can be written as [103] [104]:

˙̂x(t) = Fx̂(t) +Gu(t) +K · (y(t)− (Hx̂(t) + Iu(t))) (3.23)

K(t) = P (t)HTR−1 (3.24)

Ṗ (t) = FP (t) + P (t)F T +Q− P (t)HTR−1HP (t) (3.25)

where K is the correction gain and P (t) ∈ Rn×n is the covariance matrix of
the state estimation error. The expression of K is obtained by minimizing the
covariance matrix P . The value of the correction gain is continuously updated
and thus allows the state estimation to converge to the real state value. The co-
variance matrices Q, R and P are symmetric which gives KT = R−1HP (t).
Then Eq. 3.25 can be simplified to

Ṗ (t) = FP (t) + P (t)F T +Q−K(t)RK(t)T (3.26)

and thus the computational cost is reduced by avoiding the calculation of
P (t)HTR−1 in Eq. 3.25.
In the case of one dimensional output, the covariance of measurement noise
R is a constant scalar. Then, P can be defined as P = RPn, where the
normalized matrix Pn = PR−1 is a positive definite symmetric matrix, and
Eqs. 3.24 and 3.26 become [105]:

K(t) = Pn(t)HT (3.27)

Ṗn(t) = FPn(t) + Pn(t)F T +QR−1 −K(t)K(t)T (3.28)

These equations clearly show that, by using a normalized matrix of P , the
tuning parameters are reduced to only one matrix QR−1.

Observers for nonlinear systems

The two observers introduced before are for a linear system and are not suitable
for a nonlinear one. Consider the following nonlinear systemẋ(t) = f(x(t), u(t))

y(t) = h(x(t), u(t))
(3.29)

where x is an n × 1 state vector, u is an r × 1 input vector, y is an m × 1 output
vector, f and h are continuously differentiable with respect to x and u.

To observe the state of this nonlinear system, one possible solution is to lin-
earize the nonlinear system and thus to use a Luenberger observer or a Kalman
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filter on the linearized system. The functions f(x(t), u(t)) and h(x(t), u(t)) can be
approximated by a first-order Taylor approximation at the state estimation x̂:

ẋ ' f(x̂, u(t)) + ∂f
∂x

(x̂, u(t))(x− x̂)

y ' h(x̂, u(t)) + ∂h
∂x

(x̂, u(t))(x− x̂)

(3.30)

Then the nonlinear system in Eq. 3.29 is linearized about the estimated state x̂:ẋ ' Fx+ gf (x̂, u(t))

y ' Hx+ gh(x̂, u(t))
(3.31)

where gf (x̂, u(t)) = f(x̂, u(t))−Fx̂, gh(x̂, u(t)) = h(x̂, u(t))−Hx̂ and F ∈ Rn×n

and H ∈ Rm×n are the Jacobian matrices of the system:

F =
∂f

∂x
(x̂, u(t)), H =

∂h

∂x
(x̂, u(t)) (3.32)

Once the linearized system is obtained, the extended Luenberger observer (ELO)
[106] and extended Kalman filter (EKF) [107] can be used for the state estimation.

– Extended Luenberger observer (ELO)

Similar to the Luenberger observer, the extended Luenberger observer is also
realized by adding a correction term to the reconstructed model. ˙̂x(t) = f(x̂(t), u(t)) +K(y(t)− ŷ(t))

ŷ(t) = h(x̂(t), u(t))
(3.33)

The derivative of the error between the real state x and the estimated state x̂
is obtained by

ė(t) =f(x(t), u(t))− f(x̂(t), u(t))

−K (h(x(t), u(t))− h(x̂(t), u(t)))
(3.34)

According the first order approximation of Eq. 3.31, the above equation is
approximated as

ė(t) ' (F −KH) · e(t) (3.35)

For the estimated state to converge to the real state of the system, K should
be chosen appropriately to get eigenvalues of matrix F −KH with negative
real parts.

– Extended Kalman filter (EKF)
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Based on the linearized model, the extended Kalman filter is expressed as [107]

˙̂x(t) = f(x̂(t), u(t)) +K(y(t)− h(x̂(t), u(t))) (3.36)

K(t) = P (t)HTR−1 (3.37)

Ṗ (t) = FP (t) + P (t)F T +Q−K(t)RK(t)T (3.38)

It should be noticed that both observers, (E)LO and (E)KF, have the same structure
of dynamic state estimation equation (see Eqs. 3.19 and 3.23 or Eqs. 3.33 and 3.36).
The only difference is the way to calculate the correction gain. When choosing K,
(E)LO uses a pole placement strategy [108], while (E)KF applies an optimization
algorithm by minimizing the variance of the estimation error. Therefore, to some
extend, (E)KF can be considered as an optimal version of (E)LO. It is clear to see
that compared to (E)LO, (E)KF has higher computational cost because the correc-
tion gain is obtained by solving the differential equation of P matrix. On the other
side, (E)KF may provide more accurate estimation results with a high tolerance of
modelization error and measurement noises. Therefore, which observer should be
used for a system depends on the accuracy of the model and the data acquisition
devices.

In the following two sections, the real-time observers will be designed based on
two models. One is a quite simple model with three parameters and the other one is
more complicated with more parameters which explains better the real EDLCs be-
havior. Afterwards, the state of health monitoring results based on these two models
will allow to tell if the observers designed based on a simple model can be enough
for online aging monitoring or it is better to observe with a more complicated model.

3.4 Parameter estimation for the RRC model of EDLCs

3.4.1 EDLC representation by a RRC model

State space representation

In this section, a simple RRC circuit, equivalent to a lumped first-order discrete
transmission line model, is used for the supercapacitor modelization (see Fig. 3.6).
The details of the physical representation for the components of this electrical cir-
cuit have been already discussed in Chapter 2 (see §2.1.1). The dynamic behavior
of the EDLC modeled by the above electrical circuit is described by:

du1

dt
= − 1

RpC
u1 + 1

C
isc

usc = u1 +Rsisc

(3.39)
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Figure 3.6: Simple RRC model of an EDLC.

where u1 is the voltage across the capacitor, isc and usc are respectively the terminal
current and voltage of the EDLC.

The State of Charge (SoC) of an EDLCs system can be determined by calcu-
lating the energy stored during the charging phase and the remaining energy during
discharging phase, without the disturbance of measuring the open circuit voltage of
EDLCs. The energy E stored in the EDLC can be calculated by

E =
1

2
Cu2

1 (3.40)

Extended EDLC model

It is assumed that the three parameters, Rs, Rp and C are slowly varying with
respect to the electrical quantity u1. Then the dynamic behavior of these parameters
can be expressed as

d

dt
[Rs] (t) = 0,

d

dt

[
1

C

]
(t) = 0,

d

dt

[
−1

RpC

]
(t) = 0 (3.41)

Adjoining these three terms into the linear system Eq. 3.39, a parameterless
extended state space model of an EDLC is obtained:

ẋ1 = x1x4 + x3isc

ẋ2 = 0

ẋ3 = 0

ẋ4 = 0

(3.42)

usc = x1 + x2isc (3.43)

where x1 = u1, x2 = Rs, x3 = 1/C and x4 = −1/(RpC) are the state variables,
the current isc and voltage usc are respectively the input and output of this system,
corresponding to the known u and measured y of the general system representation
(Eq. 3.29). This extended model is obviously nonlinear. Therefore, a nonlinear state
observer is needed to estimate the states and it will allow to obtain the parameter
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estimations.

3.4.2 Sensitivity and observability study

Sensitivity analysis

The main objective of this research is to realize the identification of the para-
metric model of EDLCs by online state observers. It should be noticed that not only
the estimated parameters are important but also the confidence of these estimations.
Therefore, the sensitivity analysis will be used to know the parameters uncertainty
and to have an idea of how much frequency information of the signals is needed to
obtain satisfying estimations.

The classical sensitivity analysis was introduced by Bode in 1945 [109] and
extended by Horowitz [110]. It is a normalized measure of the change in some
desired quantity T with respect to the change in some system parameter p [111].
The sensitivity of T with respect to p is defined as [111]:

STp ≡
∆T/T

∆p/p
, (3.44)

where ∆T is the change of the quantity caused by the change of the parameter
∆p. Classical sensitivity analysis explores the influence of parameters changes on
the model output [112]. The sensitivity coefficient shows how much the quantity
T depends on the parameter p : if T depends on p by a power law, T = K pn,
then STp = n and provides the degree of dependence of T on the p parameter.
Considering the simple EDLC model shown in Fig. 3.6, there are three unknown
parameters (Rs, Rp, C) to estimate. The impedance of this model Z depends on
these three parameters: Z(ω) = Rs + Rp/(1 + RpCω). The sensitivity of the
impedance Z with respect to the three parameters can be written as:

SZRs(ω) ≡ Rs

Z
· ∆Z

∆Rs

, SZRp(ω) ≡ Rp

Z
· ∆Z

∆Rp

, SZC (ω) ≡ C

Z
· ∆Z

∆C
(3.45)

The sensitivities SZRs , S
Z
Rp

and SZC represent the influence of the changes in Rs,
Rp and C on the impedance Z. If the sensitivity modulus with respect to one pa-
rameter is high, it means that a little variation of this parameter can bring a great
change to the impedance, resulting in a large influence on the output of the system.
So it is said that the output behavior of the model is very sensitive to this parameter
and thus can help to estimate this parameter correctly. Apparently, the sensitivities
given in Eq. 3.45 depends on frequency. In order to get a reliable parameter esti-
mation, we need to find out the frequency range needed to obtain a high sensitivity
modulus.

For the simple RRC model shown in Fig. 3.6, the sensitivity of the impedance
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with respect to the three parameters can be analyzed and their modulus in func-
tion of frequency are shown in logarithmic coordinates in Fig. 3.7. In this study,
the parameters are assumed as: Rs = 1 Ω, Rp = 3000 Ω, C = 1 F which are
chosen according to the real Nichicon EDLC studied in this thesis. It is clear to
see from this plot that the highest sensitivity of each parameter is obtained at dif-
ferent frequency ranges. The sensitivity modulus with respect to Rs nearly equals
one when the frequency is higher than 1 Hz. This is quite easy to understand be-
cause at high frequency, the impedance of the capacitor goes to zero, which leads to
Z ≈ Rs. Therefore, in order to obtain an accurate estimation of Rs, high frequency
(at least 1 Hz) signals are required. When the frequency is very small (f → 0),
the impedance of the EDLCs goes to the sum of the series resistance and the par-
allel resistance (Z = Rs + Rp). It means that Rp can be easy to estimate at very
low frequencies. It is also revealed from Fig. 3.7 that at the frequencies lower
than 10−4 Hz, the sensitivity modulus with respect to Rp starts to be close to one.
The sensitivity plot also shows that when the frequency is between 10−4 Hz and
10−1 Hz, the sensitivity modulus with respect to C has maximum value.

It is concluded from this sensitivity study that, if we want to accurately estimate
the three parameters of the simple RRC model with a small estimation uncertainty,
different frequency ranges are required in the voltage and current signals.

Figure 3.7: Sensitivity plot of the EDLC impedance Z with respect to each param-
eter of the RRC model (red diamond: Rs, blue circle: C and green triangle: Rp).

Nonlinear observability study

The observability of this extended nonlinear EDLC model is studied in order to
check the possibility to estimate the parameters with an observer. For our extended
EDLC system represented by Eqs. 3.42 and 3.43, the output usc and its first to third
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derivatives, u̇sc, üsc and
...
usc, are derived as

usc = x1 + x2isc

u̇sc = x1x4 + x3isc + x2i̇sc

üsc = x1x
2
4 + x3x4isc + x3i̇sc + x2ïsc

...
usc = x1x

3
4 + x3x

2
4isc + x3x4i̇sc + x3ïsc + x2

...
i sc

(3.46)

where i̇sc, ïsc and
...
i sc are the first to third derivatives of the input current isc.

Solving the equation set 3.46 leads to:

x1 = usc − iscx2

x2 = isc(u̇sc
...
u sc−ü2

sc)+i̇sc(u̇scüsc−usc
...
u sc)+ïsc(uscüsc−u̇2

sc)

usc (̈i2sc−i̇sc
...
i sc)+u̇sc(isc

...
i sc−i̇sc ïsc)+üsc(i̇2sc−isc ïsc)

x3 = (u̇sc − x1x4 − x2i̇sc)/isc

x4 = u̇sc (̈i2sc−i̇sc
...
i sc)+üsc(isc

...
i sc−i̇sc ïsc)+

...
u sc(i̇2sc−isc ïsc)

usc (̈i2sc−i̇sc
...
i sc)+u̇sc(isc

...
i sc−i̇sc ïsc)+üsc(i̇2sc−isc ïsc)

(3.47)

The solution of the equation set only exists under the condition that the denom-
inators of Eq. 3.47 are different from zero:usc(̈i

2
sc − i̇sc

...
i sc) + u̇sc(isc

...
i sc − i̇scïsc) + üsc(i̇

2
sc − iscïsc) 6= 0

isc 6= 0
(3.48)

If the input current and output current of the system and their derivatives satisfy the
condition presented in Eq. 3.48, this system is globally observable.

A globally unobservable system could be locally observable at some points.
The theorem (Eq. 3.17) is used to determine the local observability by checking the
rank of the Jacobian matrix. The Jacobian matrix of the extended system can be
obtained:

J =
∂(usc, u̇sc, üsc,

...
usc)

∂(x1, x2, x3, x4)

=


1 isc 0 0

x4 i̇sc isc x1

x2
4 ïsc x4isc + i̇sc 2x1x4 + x3isc

x3
4

...
i sc x2

4isc + x4i̇sc + ïsc 3x1x
2
4 + 2x3x4isc + x3i̇sc


(3.49)

To simplify the calculation of the determinant of matrix J , a new matrix J ′ is
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deduced from simple row operation of J .

J ′ =


1 isc 0 0

0 i̇sc − x4isc isc x1

0 ïsc − x4i̇sc i̇sc x1x4 + x3isc

0
...
i sc − x4ïsc ïsc x1x

2
4 + x3x4isc + x3i̇sc

 (3.50)

The simplified matrix J ′ has the same determinant and rank with J :

det(J) = det(J ′)

= x1x4(isc
...
i sc − i̇scïsc) + x3(i̇3sc + i2sc

...
i sc − 2isci̇scïsc)+

x1(̈i2sc − i̇sc
...
i sc) + (x1x

2
4 + x3x4isc)(i̇

2
sc − iscïsc)

(3.51)

Therefore, the extended EDLC system will satisfy the sufficient local observ-
ability condition if det(J) 6= 0:

det(J) 6= 0⇒ rank(J) = n (3.52)

The condition to determine the global observability presented in Eq. 3.48 and
the determinant of Jacobian matrix expressed by Eq. 3.51 has a complex form de-
pending on the states, the input current isc, output voltage usc and their derivatives.
Therefore, it is rather difficult to tell if the system is observable or not. Here, several
special cases of observability are studied.

– Case 1: Constant input signal

Suppose that the input current of EDLC is a DC constant signal: isc = Cst.
The first, second and third order derivations of isc are zero:

i̇sc = ïsc =
...
i sc = 0 (3.53)

In this case, both Eqs. 3.48 and 3.52 are obviously not satisfied. Therefore,
the system is globally and locally unobservable when the input current is
constant.

– Case 2: Exponential input signal

Suppose that the input current of EDLC is an exponential signal: isc = AeBt,
where A and B are constants. The first to third order derivations of the input
current are deduced: 

i̇sc = ABeBt = Bisc

ïsc = AB2eBt = B2isc
...
i sc = AB3eBt = B3isc

(3.54)



118 CHAPTER 3. ONLINE AGING MONITORING METHODS

which leads to

usc(̈i
2
sc − i̇sc

...
i sc) + u̇sc(isc

...
i sc − i̇scïsc) + üsc(i̇

2
sc − iscïsc) = 0

and det(J) = 0
(3.55)

It clearly shows that the system is globally and locally unobservable when the
input current is an exponential signal.

– Case 3: Sinusoidal input signal

Suppose that the input current of EDLC is an AC sinusoidal signal: isc =

I sin(ωt + ϕ), (I 6= 0, ω 6= 0), where I is the amplitude of the sinusoidal
signal and ω is the angular frequency. The first to third order derivations of
the input signal are deduced as follows:

i̇sc = Iω cos(ωt+ ϕ)

ïsc = −Iω2 sin(ωt+ ϕ)
...
i sc = −Iω3 cos(ωt+ ϕ)

(3.56)

The corresponding output voltage of the EDLC is also a sinusoidal signal with
a phase shift ϕ: usc = U sin(ωt + ϕ). Then its first to third order derivations
are deduced as 

u̇sc = Uω cos(ωt+ ϕ)

üsc = −Uω2 sin(ωt+ ϕ)
...
usc = −Uω3 cos(ωt+ ϕ)

(3.57)

It is obtained from Eqs. 3.56 and 3.57 that:

usc(̈i
2
sc − i̇sc

...
i sc) + u̇sc(isc

...
i sc − i̇scïsc) + üsc(i̇

2
sc − iscïsc) = 0 (3.58)

which obviously shows that the global observability condition is not satisfied.
Therefore, the system is globally unobservable with a sinusoidal current.
To check the local observability of this system with sinusoidal current, the
determinant of Jacobian matrix J can be obtained:

det(J) = ω2I2[x1x
2
4 + x3x4I sin(ωt) + x3ωI cos(ωt) + x1ω

2] (3.59)

= ω2I2[x1x
2
4 + x3x4isc + x3i̇sc + x1ω

2]

Substituting the first-order differential equation of x1 presented in Eq. 3.42
into the equation of determinant of J above, it is obtained that:

det(J) = ω2I2[ẋ1x4 + x3i̇sc + x1ω
2] (3.60)

= ω2I2[ẍ1 + x1ω
2] = 0
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Figure 3.8: The power spectrum density of the current/voltage signals with (red
line) and without PRBS (blue line).

Therefore, it is determined that the extended system is globally and locally
unobservable when the input current is a sinusoidal signal.

In a real application, the EDLCs may be charged with a constant current, which
is therefore not a persistently exciting signal ensuring the observability of the ex-
tended dynamic system. So as to estimate the model parameters while charging the
supercapacitor, an additional Pseudo Random Binary Signal (PRBS) [63] is added
to the constant reference of the charging current controller. The added PRBS pro-
vides persistently exciting signal which makes the extended system observable. In
practice, the observability has been experimentally checked online as will be pre-
sented in §3.4.4.

As said already, Rs is a very significant parameter for the aging monitoring
of the EDLCs, but the sensitivity study shows that high frequencies are needed
to correctly estimate this parameter. Therefore, the PRBS, injecting the required
high frequencies to the original current signal, will help the estimation of Rs. For
example, when a small pseudo random binary signal (2048-bit long, shortest time
interval of 0.01 s and amplitude of 2.5 mA) is added to a constant charging current
shown in Fig. 2.16, more high frequencies are included in the signals, as shown in
Fig. 3.8.
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3.4.3 Observers design

Extended Kalman filter design

The extended supercapacitor model represented by Eqs. 3.42 and 3.43 is a non-
linear system. An extended Luenberger observer or extended Kalman filter can be
used for the state estimation. When designing an ELO, it is found that there exist
two zero eigenvalues of the matrix (F −KH) (see Eq. 3.35) which may result in an
unstable observer. Therefore, the extended Kalman filter is chosen to estimate the
states of this system. The extended EDLC model is an uncertain continuous-time
nonlinear stochastic dynamic system that can be written asẊa = f(Xa, isc) + v

usc = h(Xa, isc) + w
(3.61)

where Xa = [x1 x2 x3 x4]T is the augmented state vector, v and w are respectively
the zero mean process noise and the measurement noise, f(Xa, isc) and h(Xa, isc)

are defined by Eqs. 3.42 and 3.43. The bold terms appearing here and in the follow-
ing lines indicate vectors or matrices. To design an EKF for this nonlinear system,
f(Xa, isc) and h(Xa, isc) are firstly approximated by the first-order Taylor expan-
sion at the estimated state X̂a = [x̂1 x̂2 x̂3 x̂4 ]:

F(X̂a, isc) =
∂f

∂Xa

(X̂a, isc) =


x̂4 0 isc x̂1

0 0 0 0

0 0 0 0

0 0 0 0

 (3.62)

H(isc) =
∂h

∂Xa

(X̂a, isc) = [1 isc 0 0] (3.63)

Then, the EKF is designed as [103] [104]:

˙̂
Xa = f(X̂a, isc) + K(usc − h(X̂a, isc)) (3.64)

K = PH(isc)
TR−1 (3.65)

Ṗ = F(X̂a, isc)P + PF(X̂a, isc)
T + Q−KRKT (3.66)

where the measurement noise variance R is a scalar because there is only one mea-
surement (i.e. terminal voltage) noise, the process noise covariance Q and the esti-
mation error covariance P are both 4 by 4 symmetric matrices. The correction gain
K is a 4 by 1 vector.
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Interconnected observers design

– Interconnected subsystems

The extended supercapacitor model (Eqs. 3.42 and 3.43) can be seen as the
interconnection between two subsystems Σ1 and Σ2 defined by

Σ1 :

Ẋ1 = F1(X2, isc)X1

usc = H1(isc)X1

(3.67)

Σ2 :

Ẋ2 = F2(X1)X2 + g1(X1, isc)

usc = H2(isc)X2 + g2(X1, isc)
(3.68)

with X1 = [x1 x2 x3]T , X2 = [x1 x4]T (3.69)

H1(ic) = [1 isc 0], H2 = [1 0] (3.70)

g1(X1, isc) = [x3isc 0]T , g2(X1, isc) = x2isc (3.71)

F1(X2, isc) =

x4 0 isc

0 0 0

0 0 0

 , F2(X1) =

[
0 x1

0 0

]
(3.72)

This partition of the state vector can transform the nonlinear system into two
almost linear subsystems (see Fig. 3.9), each subsystem using the state of
the other subsystem as an input parameter. Different partitions have been
considered and the proposed one is the only choice allowing that one of the
subsystem is state affine and the other one can be order-reduced as explained
later in the following parts. For these interconnected subsystems, intercon-
nected observers (IOs) [113] [114] [115] have been designed (see Fig. 3.10).

Figure 3.9: Structure of the interconnected subsystems.
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Figure 3.10: Structure of the interconnected observers.

– Kalman-like observer (KLO)

Since the first subsystem Σ1 is state affine, a Kalman-like observer [116] can
be used to estimate its states. This Kalman-like observer is defined as: [115]
[117]:

˙̂
X1 = F1(X̂2, isc)X̂1 + K1(usc −H1(isc)X̂1) (3.73)

K1 = S−1H1(isc)
T (3.74)

Ṡ = −ρS− SF1(X̂2, isc)− F1(X̂2, isc)
TS + H1(isc)

TH1(isc)(3.75)

where X̂1 = [x̂1 x̂2 x̂3]T is an estimation of X1, the correction gain K1 is
a 3 by 1 vector, S is a 3 by 3 symmetric positive definite matrix and ρ is a
positive constant and the only tuning parameter of this state observer.
In fact, the Kalman-like observer can be considered as a modified Kalman
filter. In order to compare the KLO with EKF, we intend to transform their
expressions into a similar form. Therefore, the EKF expressions are equiv-
alently transformed by using a normalized information matrix S1 = RP−1

instead of P. Since R is a constant, it is obtained that

Ṡ1P + S1Ṗ = 0 (3.76)

Then the correction expression (Eq. 3.65) and differential equation of P (Eq.
3.66) of EKF become:

K=S−1
1 H(isc)

T (3.77)

Ṡ1 =−S1QR
−1S1−S1F(X̂a,isc)−F(X̂a,isc)

TS1+H(isc)
TH(isc)(3.78)

When comparing Eqs. 3.77 and 3.78 of EKF with Eqs. 3.74 and 3.75 of
KLO, one can see that KLO and standard EKF are very similar: the only dif-
ference is that KLO replaces the −S1QR

−1S1 term of Eq. 3.78 by −ρS in
Eq. 3.75. As a consequence, the 10 tuning parameters of the QR−1 symmet-
ric matrix for our extended EDLC system with 4 states are reduced by only
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one tuning parameter ρ. If the model of a system is ideal without modeliza-
tion error (v = 0), the process noise covariance Q and parameter ρ are null
(Q = 0, ρ = 0). In this case, a KLO is equivalent to an EKF. But the system
model can not be ideal in a real application which is why non-zero Q and ρ
are needed in EKF and KLO in order to minimize the estimation error. Thus,
EKF and KLO differ by the way they manage the modelization error.

– Reduced order Luenberger observer (ROLO)

For the second subsystem, it is noticed that the first state variable, x1, can be
estimated from the measurement:

x1 = usc − x2isc (3.79)

Substituting this equation into the differential equation of x1, a new output
equation is generated. Thus, the order of the subsystem Σ2 can be reduced
from two to one, and the reduced first-order state space model is

Σr
1 :

ẋ4 = 0

y = ẋ1 = x4(usc − x2isc) + x3isc
(3.80)

where y is the new output of this linear reduced order system and x4 =

−1/(RpC) becomes the only remaining state variable to estimate. To this
aim, a reduced order Luenberger observer (ROLO) can be derived:

˙̂x4 = K2(ẋ1 − ŷ) (3.81)

ŷ = x̂4(usc − x̂2isc) + x̂3isc (3.82)

where x̂4 is the estimation of x4 and K2 is the observer gain. It is noticed
that there is a differential term, ẋ1 in Eq. 3.81 which may add difficulty when
solving this differential equation. To eliminate this differential part, a new
state variable x5 is defined as: x5 = x̂4 −K2x1 and its derivative is:

ẋ5 = ˙̂x4 −K2ẋ1 (3.83)

Combining Eqs. 3.81 - 3.83, a new differential equation of x5 instead of Eq.
3.81 is obtained:

ẋ5 = −K2(usc − x̂2isc)x5 −K2
2(usc − x̂2isc)

2 −K2x̂3isc (3.84)
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Once the solution of this equation is obtained, the estimation of the state x4

can therefore be obtained by:

x̂4 = x5 +K2(usc − x̂2isc) (3.85)

The positive gain K2 determines the convergence speed of this reduced order
Luenberger observer. One can show easily that its estimation error, defined
as eROLO(t) = x4(t) − x̂4(t), satisfies the following ordinary differential
equation:

ėROLO(t) = ẋ4(t)− ˙̂x4(t)

= δ(K2)eROLO(t) +K2x̂4(x2 − x̂2)isc −K2(x3 − x̂3)isc
(3.86)

where δ(K2) = −K2x1. Since x1 = u1 ≥ 0, the convergence of this reduced
Luenberger observer can be guaranteed by choosing a positive K2.

Practical implementation of the IOs

Since the S matrix of the KLO is a symmetric positive matrix which can be
written as

S =

S11 S12 S13

S12 S22 S23

S13 S23 S33

 (3.87)

the 9 th-order differential equations of S represented by Eq. 3.75 can be reduced to
6 th-order differential equations:

Ṡ11 = −(ρ1 + 2x̂4)S11 + 1

Ṡ12 = −(ρ1 + x̂4)S12 + isc

Ṡ13 = −(ρ1 + x̂4)S13 − S11isc

Ṡ23 = −ρ1S23 − S12isc

Ṡ22 = −ρ1S22 + i2sc

Ṡ33 = −ρ1S33 − 2S13isc

(3.88)

Then, the differential equations developed from Eqs. 3.73 and 3.84 are ex-
pressed as

˙̂x1 = x̂1x̂4 + x̂3isc + k1(usc − x̂1 − x̂2isc)

˙̂x2 = k2(usc − x̂1 − x̂2isc)

˙̂x3 = k3(usc − x̂1 − x̂2isc)

ẋ5 = −K2(usc − x̂2isc)x5 −K2
2(usc − x̂2isc)

2 −K2x̂3isc

(3.89)
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where [k1 k2 k3]T = S−1H1(isc)
T and the estimation of the fourth state x̂4 is

computed by Eq. 3.85. The two differential equation sets illustrated above can be
written as

ż = G(z, isc, usc) (3.90)

where z = [S11 S12 S13 S23 S22 S33 x̂1 x̂2 x̂3 x̂5]T , associated to an initial
condition z(0) = z0. Implementing these interconnected observers requires to in-
vert a 3× 3 symmetric matrix S and an algorithm to find a numeric approximation
of Eq. 3.90. Several efficient numerical methods can be used to solve an ordinary
differential equation defined by such a general equation. One of the most efficient
one is the Bulirsch-Stoer method [118] [119] [120]. This method uses a Richard-
son extrapolation technique to compute the solution of this equation using a zero
step-size. Compared to the EKF, the proposed IOs have a lower computational cost,
because these IOs consist of two low order observers (a third-order observer and a
first-order one) with 10 differential equations to solve, while the EKF is a fourth-
order observer involving 14 differential equations. This allows the implementation
of such an observer on a low-cost digital target.

3.4.4 Estimation results

The estimation results presented in this section include two parts. First of all,
both observers are applied to a simulated EDLC model with preset parameters val-
ues and the estimated parameters of both observers are presented and compared.
Secondly, EKF and IOs are applied to a real fresh EDLC (Nichicon 1 F/2.7 V) and
the estimation results are provided. In both cases, the same PRBS (2048-bit long,
shortest time interval of 0.01 s and amplitude of 2.5 mA) is added to the constant
charging current in order to help the estimation of the parameters.

Simulation results

In the simulated case, the Nichicon EDLC with a maximum voltage of 2.7 V
and a nominal capacitance of 1 F is simulated by the first order state space model
represented by Eq. 3.39. According to the offline estimation results of the parame-
ters of this type EDLC in the first chapter, the physical parameters of this model is
set as shown in Table 3.1 .

Table 3.1: Physical parameters of RRC model.

Rs [Ω] C [F ] Rp [Ω]

1 1 3000

A realistic current waveform is designed and used as the input of the EDLC
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Figure 3.11: Simulated current and voltage of a RRC model of EDLC during one
period.

model. The designed current waveform during one period (shown in Fig. 3.11)
simulates a charging phase, a discharging phase and two open circuit phases. The
corresponding output of the model (i.e. voltage) is thus obtained by solving a first-
order ordinary differential equation. The reason of the chosen waveform has been
explained in the previous chapter (see §2.4.1). The sampling period Ts of the sig-
nals is 0.01 s. According to the existing measurement noises in a real experiment,
the voltage and current noises with respectively the noise power of 10−10 [V2] and
10−11 [A2] are added in the simulated signals.

Once the simulated current and voltage signals are obtained, the designed ex-
tended Kalman filter and interconnected observers can provide the state estimations
of the extended EDLC model (see Fig. 3.12). Both observers are implemented with
MATLAB/SIMULINK and the observers’ parameters (Q, R for EKF and ρ, K2 for
IOs) are tuned before the online state estimation. The initialization and parameters
of EKF in the simulation are as follows:

Xinit
a = [0.5, 0.8, 0.83, −2.5 10−4]

Pinit = diag (1, 1, 1, 1 10−6)

Q = diag (0.1, 0.5, 0.01, 1 10−6); R = 1 [V2]

where Pinit and Q are 4 × 4 diagonal matrices and their last diagonal terms have
been set to very small values because of the high parallel resistance which leads to
a very small value of the state x4. The parameters of the interconnected observers
are chosen as: ρ = 0.01 [s−1]; K2 = 8 10−4 [s−1V−1]. Instead of tuning both Q

and R, a normalized version of Eq. 3.66 is used to have only one tunning matrix
QR−1 (see Eq. 3.28) and this is why R is chosen as 1.

Fig. 3.13 shows the simulated current and voltage, the estimated internal volt-
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Figure 3.12: Structure of parameter estimation of an EDLC model.

age u1 and the estimated parameters provided by both observers during 15 charg-
ing/discharging cycles. The results show that both observers provide good estima-
tions of the internal voltage u1. The estimations of three parameters, Rs, C and Rp,
all converge to the correct preset values.

Since the parameters of EDLCs evolve with their aging, it is necessary to know
the dynamic performance of the designed observers. Therefore, both observers are
applied to the EDLC model with varying parameters. The parameters Rs and C
are preset to have two kinds of variation. At time t1, Rs has a step increase from
1 Ω to 1.1 Ω and C has a step decrease from 1 F to 0.95 F at the same time.
From time t2, the series resistance increases linearly with a small slope of 1.5 ×
10−5 [Ωs−1] and the capacitance C decreases linearly with the same value of slope.
During all the simulation process, the same tuning parameters of the observers are
used. The results in Fig. 3.14 show that the parameter estimations provided by
both observers can always converge to the correct values even when the parameters
have step variations. It is noticed that from time t2, the estimation result is not as
good as that obtained in the previous case. When Rs and C linearly vary with time,
the designed observers can almost track the parameter variation but the estimation
of Rs provided by the IOs and the Rp estimation obtained by both observers have
small oscillations. This might be explained by the inaccuracy of this model at this
case because ẋ2 = 0 and ẋ3 = 0 in the extended EDLC model represented by Eq.
3.42 is no longer true when parameter Rs and C linearly vary with time. However,
when monitoring the aging of EDLCs, the parameters evolution caused by aging
is much slower than that we have simulated here. Therefore, the parameters can
be considered as piecewise constant and thus the proposed extended model is still
appropriate for aging monitoring.

Experimental results

The simulated results presented in the previous section have clearly proved the
good performance of the designed observers for parameter estimation. In this sec-
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Figure 3.13: Simulated current (blue line) and voltage (red line) signals; In-
ternal state u1 and parameter estimations of an EDLC model during 15 charg-
ing/discharging periods (red dotted lines: preset u1 signal and given parameters
of model, blue lines: estimated by EKF, green dashed lines: estimated by IOs).
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Figure 3.14: Simulated current (blue line) and voltage (red line) signals; Internal
state u1 and parameter estimations of an EDLC model under dynamic case (red
dotted lines: preset u1 signal and given parameters of model, blue lines: estimated
by EKF, green dashed lines: estimated by IOs).
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Figure 3.15: Structure of parameter estimation of a real EDLC.

tion, the experimental current and voltage signals of a real fresh Nichicon EDLC
will be used to estimate its parameters (Fig. 3.15). The EDLC used here has a
nominal capacitance of 1 F, a maximum voltage of 2.7 V and a nominal series
resistance of 3 Ω. The initialization of the observers is the same as that in the sim-
ulated case. The parameters of EKF and IOs in the experimental case are tuned as:
Q = diag (0.1, 0.5, 0.01, 1 10−6); R = 1 [V2] and ρ = 0.002 [s−1]; K2 =

4 10−4 [s−1V−1].

To check the observability of EDLC system, the determinant of the Jacobian
matrix (see Eqs. 3.17 and 3.52) has been calculated in real time. The second plot in
Fig. 3.18 shows the determinant of matrix J during one charging/discharging pe-
riod. It clearly reveals that the extended EDLC system is locally observable at both
charging and discharging phases with nonzero determinant values and unobserv-
able during open circuit phases because of the null current signal. Since a PRBS
is added to provide reliable parameter estimation and since the system is locally
observable during the charging phase, it is suggested to take the estimation value
at the end of the charging phase as the current parameter estimation. The estima-
tion of the internal voltage u1 and three parameters of the tested EDLC during 25

charging/discharging periods are presented in Fig. 3.16. After 3000 s, the parameter
estimations almost reached their steady states. It is noticed that these estimations
has some periodically fluctuations even after their steady states are reached, espe-
cially for the estimation of Rp. This is probably due to the non-observability during
the open circuits which may provide incorrect estimations. But if we focus on the
estimations at the end of charging phases (marked by red points), we can see that
these estimations converge to a final value without any fluctuations. Fig. 3.17 shows
the parameter estimation during one charging/discharging cycle at steady state. The
estimation of capacitance C remains almost constant around 1 F during the whole
period, while for Rs and Rp, the estimation values vary in a bounded range. For
Rs and Rp, EKF and IOs provide quite different values. This difference may come
from the sensitivity of the observer to modelization errors.
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The energy can be estimated from Eq. 3.40 with an estimated value of C and
an estimated u1 provided by each observer. The third plot in Fig. 3.18 shows the
estimated energy variation during one cycle. This plot clearly reveals the possibility
to derive from the state observers an accurate energy gauge providing the SoC at
any time. The last plot in Fig. 3.18 shows the output error between the measured
voltage signal usc and the estimated voltage ûsc by both observers. At the end of the
charging phase, the output error provided by both observers is close to zero which
demonstrates their good performances. This also supports the idea to consider the
values obtained at the end of charging phase as a reliable parameter estimation.

3.5 Parameter estimation for the transmission line model
of EDLCs

3.5.1 EDLC system modelization by a transmission line model

State space representation

The previous chapter studied different models and concluded that the second-
order transmission line model with a charge redistribution branch can be a good
model for online aging monitoring of EDLCs. But in this section, a fourth-order
transmission line (TL) model as shown in Fig. 3.19 is used instead of the suggested
model by chapter 2 to design online parameter observers. It is because this work
is done before the conclusion of chapter 2 was made. However, the model used in
this section is an improved model of structure S5 (see Fig. 2.18) shown in chapter
2. It has taken into account the long term behavior of the EDLCs by adding parallel
resistances across each capacitance and thus it can be much better than structure S5.
Therefore, this model may not be the best model for the studied EDLCs but still can
be considered as a quite good model.

The fourth-order transmission line (TL) model consists of a series resistance
Rs, three dynamic resistances Rd/3, four leakage resistances 4Rp and four voltage
dependent capacitances Cj (j = 1, 2, 3, 4). The dynamic resistance Rd results from
the connection of the three Rd/3 resistors in series. The leakage current resistance
Rp results from the four 4Rp resistors connected in parallel and corresponds to the
energy losses due to the supercapacitor self-discharge.

Since the capacitance is linearly dependent on the voltage usc (see Chapter 1), it
can be written as: C = C0(1 + αusc), where C0 is the no load capacitance and α is
a sensitivity coefficient. Thus, in the proposed model in Fig. 3.19, the capacitances
of the four branches are functions of their corresponding voltages:

Cj =
C0

4
(1 + αuj), (j = 1, 2, 3, 4) (3.91)
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Figure 3.16: Experimental current (blue line) and voltage (red line) signals and the
estimations of a fresh Nichicon EDLC (1 F/2.7 V) during 25 charging/discharging
periods; Internal state u1 estimation and Parameters estimation (blue lines: esti-
mated by EKF, green dashed lines: estimated by IOs, red points: estimations at the
end of each charging phase).
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Figure 3.17: Experimental current (blue line) and voltage (red line) signals and
the parameter estimations of a fresh Nichicon EDLC (1 F/2.7 V) for 1 charg-
ing/discharging period based on RRC model (blue lines: estimated by EKF, green
dashed lines: estimated by IOs).



134 CHAPTER 3. ONLINE AGING MONITORING METHODS

Figure 3.18: Experimental current (blue line) and voltage (red line) signals of a fresh
EDLC during one charging/discharging period; The corresponding determinant of
the Jacobian matrix, the stored energy and the output error obtained based on the
RRC model (blue lines: estimated by EKF, green dashed lines: estimated by IOs).

Figure 3.19: Fourth-order transmission line model of EDLC.
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where Cj and uj (j = 1, 2, 3, 4) are the capacitance of each branch and the voltage
across each capacitor. The current iCj through the capacitor of each branch can be
defined as:

iCj =
dQCj

dt
=

d

dt
(Cj · uj) =

C0

4
(1 + 2αuj) ·

duj
dt

(3.92)

Meanwhile, ij = iCj + uj/(4Rp), then, the differential equation for the four capac-
itors is:

duj
dt

=
4

C0(1 + 2αuj)
(ij −

uj
4Rp

) (3.93)

The currents ij through each branch are calculated according to Kirchhoff’s current
law: 

i1 = isc − (i2 + i3 + i4)

i2 = u1−u2

Rd/3
− (i3 + i4)

i3 = u2−u3

Rd/3
− i4

i4 = u3−u4

Rd/3

(3.94)

Combining Eq. 3.93 and Eq. 3.94, the EDLC dynamic behavior can be de-
scribed by 

du1

dt
= 4

C0(1+2αu1)
(isc − ( 3

Rd
+ 1

4Rp
)u1 + 3

Rd
u2)

du2

dt
= 4

C0(1+2αu2)
( 3
Rd
u1 − ( 6

Rd
+ 1

4Rp
)u2 + 3

Rd
u3)

du3

dt
= 4

C0(1+2αu3)
( 3
Rd
u2 − ( 6

Rd
+ 1

4Rp
)u3 + 3

Rd
u4)

du4

dt
= 4

C0(1+2αu4)
( 3
Rd
u3 − ( 3

Rd
+ 1

4Rp
)u4)

(3.95)

usc = u1 +Rsisc (3.96)

where isc and usc are respectively the current and the voltage of the EDLC. The
former one is considered as the input of this dynamic model, and the latter as the
output.

The energy stored in each capacitor of the branch in Fig. 3.19 is calculated as
the integral of its power over time:

Pj = uj · iCj = uj ·
C0

4
(1 + 2αuj) ·

duj
dt

(3.97)

Ej =

∫
Pj dt =

C0

8
· (1 +

4

3
αuj) · u2

j (3.98)

Thus, the total energy stored in the EDLC is:

E =
4∑
j=1

Ej =
C0

8
·

4∑
j=1

(1 +
4

3
αuj)u

2
j (3.99)
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Extended EDLC model

The mathematical model of an EDLC built in Eq. 3.95 and Eq. 3.96 is a
parametric nonlinear state space model. In this model, there are five parameters,
C0, α, Rs, Rd, Rp, and four states, u1, u2, u3, u4. As for the RRC model, this model
will be extended to a parameterless model by considering the five EDLC parameters
as additional states, in order to estimate these parameters.

To simplify Eq. 3.95, some physical parameters are replaced by new variables:
x1 = 3

Rd
, x2 = 1

4Rp
, x3 = Rs, x4 = 4

C0
, x5 = 2α. It is assumed that the five parame-

ters (the series resistance Rs, the dynamic resistance Rd, the leakage resistance Rp,
the capacitance C0 and the voltage sensitivity coefficient α) evolve with the EDLCs
aging. But with respect to the electric variables usc and isc, the variation of these
parameters is very slow and unknown. Therefore, the dynamic behavior of the five
parametric terms are expressed as:

dxk(t)

dt
= 0, (k = 1, 2, 3, 4, 5) (3.100)

Adjoining these five terms into the EDLC system (represented in Eq. 3.95 and
3.96), a nonlinear parameterless extended state space model of an EDLC is ob-
tained: 

ẋ1 = 0

ẋ2 = 0

ẋ3 = 0

ẋ4 = 0

ẋ5 = 0

ẋ6 = x4

1+x5x6
(isc − (x1 + x2)x6 + x1x7)

ẋ7 = x4

1+x5x7
(x1x6 − (2x1 + x2)x7 + x1x8)

ẋ8 = x4

1+x5x8
(x1x7 − (2x1 + x2)x8 + x1x9)

ẋ9 = x4

1+x5x9
(x1x8 − (x1 + x2)x9)

(3.101)

usc = x6 + x3isc (3.102)

where x6 = u1, x7 = u2, x8 = u3, x9 = u4, together with x1, x2, x3, x4, x5, are the
state variables, the measured current isc and voltage usc are respectively the known
input and measured output of this system.
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3.5.2 Sensitivity and Observability study

Sensitivity analysis

As for RRC model, the sensitivity is studied before the design of state observers.
For the proposed TL model, the capacitance in each branch in the electrical model
is voltage dependent which results in the impossibility to express the impedance of
this model. Therefore, the sensitivity of the impedance Z at a polarization voltage
value of uj, (j = 1, 2, 3, 4) is studied. At this case, the sensitivity of the impedance
Z with respect to the five parameters can be written as:

SZRs(ω) ≡ Rs

Z
· ∆Z

∆Rs

, SZRd(ω) ≡ Rd

Z
· ∆Z

∆Rd

, SZRp(ω) ≡ Rp

Z
· ∆Z

∆Rp

SZC0
(ω) ≡ C0

Z
· ∆Z

∆C0

, SZα (ω) ≡ α

Z
· ∆Z

∆α
(3.103)

Fig. 3.20 shows the modulus of the sensitivity of the impedance with respect to
the five parameters in function of frequency. The parameters of the TL model used
in this sensitivity study are chosen according to the offline characterization results
obtained in the first chapter: Rs = 1.1 Ω,Rd = 2 Ω,Rp = 3000 Ω,C0 = 0.15 F and
α = 0.4. The polarization voltages across the capacitances are chosen according to
the values obtained by simulating the EDLC model (Eqs. 3.95 and 3.96) with MAT-
LAB: u1 = 1.15 V , u2 = 1.1 V , u3 = 1.05 V , u4 = 1 V . It can be concluded from
the figure that high frequencies are needed to obtained good estimations of Rs, Rd

and an accurate estimation of Rp requires very low frequencies. Good estimations
of capacitance C0 and α can be obtained with medium frequencies.

Figure 3.20: Sensitivity plot with respect to different parameters of TL model (red
diamond: Rs, black square: C0, green up triangle: Rp, blue circle: Rd, cyan down
triangle: α).
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Observability study

To check the possibility to estimate the EDLC parameters with observers, the
observability of the proposed extended model is studied. The model represented by
Eq. 3.101 and Eq. 3.102 can be written as:Ẋa = f(Xa, isc)

usc = h(Xa, isc)
(3.104)

where Xa = [x1 x2 x3 x4 x5 x6 x7 x8 x9]T is the augmented state vector and
f(Xa, isc) and h(Xa, isc) are the expressions at the right side of Eq. 3.101 and
Eq. 3.102. In order to determine the local observability of this system, we have
firstly tried to check the rank of its Jacobian matrix. However, since it is a ninth-
order system, deriving the output expression and its first to eighth-order differential
equations leads to a 9 by 9 dimensional Jacobian matrix. The determinant of this
matrix has a very complicated expression with a length of hundreds of lines which
causes a great difficulty to calculate its rank. Therefore, we intend to check the
observability of its linearized version. If the linearized system of this nonlinear
system is locally observable, the nonlinear system is also locally observable. The
system linearized by the first-order Taylor approximation about the state estimation
X̂a can be expressed as Ẋa ' FXa + gf (X̂a, isc)

usc ' HXa + gh(X̂a, isc)
(3.105)

where gf (X̂a, isc) = f(X̂a, isc)−FX̂a, gh(X̂a, isc) = h(X̂a, isc)−HX̂a and F and
H are the Jacobian matrices of the system:

F =
∂f

∂Xa

(X̂a, isc), H =
∂h

∂Xa

(X̂a, isc) (3.106)

The observability of this linearized system can be determined by checking the rank
of its observability matrix

O = [H HF HF2 ... HF8]T (3.107)

If the condition det(O) 6= 0 is satisfied, which means that the observability matrix
O has full rank, the linearized system is observable [121]. Thus, the nonlinear
system is also locally observable [122] which allows the parameters to be estimated
online. For this extended EDLC system, the observability has been experimentally
checked online as will be presented in §3.5.4.
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3.5.3 Observers design

Extended Kalman filter design

As for the RRC model, a continuous-time extended Kalman filter is chosen for
state estimation of TL model. As usual, the extended EDLC state and measurement
model used in EKF takes the noises into account based on Eq. 3.104 [103]. The
extended Kalman filter for the augmented state vector Xa and the output voltage usc
is then expressed as (see Fig. 3.21) [103] [104]:

˙̂
Xa = f(X̂a, isc) + K(usc − ûsc)

ûsc = h(X̂a, isc) = x̂6 + x̂3isc; K = PH(isc)
TR−1

Ṗ = F(X̂a, isc)P + PF(X̂a, isc)
T + Q−KRKT

(3.108)

where X̂a = [x̂1 x̂2 x̂3 x̂4 x̂5 x̂6 x̂7 x̂8 x̂9]T is an estimation of Xa and ûsc is the
estimated output voltage. K (9 by 1 vector) is the correction gain of the observer.
R is a scalar while Q and P are both 9 by 9 symmetric matrices. F(X̂a, isc) =
∂f
∂Xa

(X̂a, isc) and H(isc) = ∂h
∂Xa

(X̂a, isc) are the Jacobian matrices around the esti-
mation, with

∂f

∂Xa

(Xa, isc) =



0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0

f61 f62 0 f64 f65 f66 f67 0 0

f71 f72 0 f74 f75 f76 f77 f78 0

f81 f82 0 f84 f85 0 f87 f88 f89

f91 f92 0 f94 f95 0 0 f98 f99



(3.109)

∂h

∂Xa

(Xa, isc) =
[
0 0 isc 0 0 1 0 0 0

]
(3.110)

with f61 =
x4(x7 − x6)

x5x6 + 1
; f71 =

x4 (x8 − 2x7 + x6)

x5 x7 + 1

f81 =
x4 (x9 − 2x8 + x7)

x5 x8 + 1
; f91 =

x4 (x8 − x9)

x5 x9 + 1

f62 = − x4x6

x5x6 + 1
; f72 = − x4 x7

x5 x7 + 1

f82 = − x4 x8

x5 x8 + 1
; f92 = − x4 x9

x5 x9 + 1
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f64 =
x1x7 − (x2 + x1)x6 + isc

x5x6 + 1
; f74 =

x1 x8 − (x2 + 2x1) x7 + x1 x6

x5 x7 + 1

f84 =
x1 x9 − (x2 + 2x1) x8 + x1 x7

x5 x8 + 1
; f94 =

x1 x8 − (x2 + x1) x9

x5 x9 + 1

f65 = −x4x6 (x1x7 − x2x6 − x1x6 + isc)

(x5x6 + 1)2 ; f75 = −x4x7 (x1x8 − x2x7 − 2x1x7 + x1x6)

(x5x7 + 1)2

f85 = −x4x8 (x1x9 − x2x8 − 2x1x8 + x1x7)

(x5x8 + 1)2 ; f95 =
x4x9 (x2x9 + x1x9 − x1x8)

(x5x9 + 1)2

f66 = −x4 (x1 x5 x7 + isc x5 + x2 + x1)

(x5 x6 + 1)2 ; f76 =
x1 x4

x5 x7 + 1

f67 =
x1 x4

x5 x6 + 1
; f77 = −x4 (x1 x5 x8 + x1 x5 x6 + x2 + 2x1)

(x5 x7 + 1)2 ; f87 =
x1 x4

x5 x8 + 1

f78 =
x1 x4

x5 x7 + 1
; f88 = −x4 (x1 x5 x9 + x1 x5 x7 + x2 + 2x1)

(x5 x8 + 1)2 ; f98 =
x1 x4

x5 x9 + 1

f89 =
x1 x4

x5 x8 + 1
; f99 = −x4 (x1 x5 x8 + x2 + x1)

(x5 x9 + 1)2

These equations make the implementation of an online parameter estimator pos-
sible. These ordinary differential equations can be numerically solved using meth-
ods such as the Runge-Kutta or Bulirsch-Stoer algorithms.

Figure 3.21: Extended Kalman filter principle.

Braided Kalman filters design

The extended EDLC model represented by Eqs. 3.101 and 3.102 can be seen as
the interconnection between two dynamic subsystems Σ1 and Σ2:

Σ1 :

Ẋ1 = f1(X1,X2, isc)

usc1 = h1(X1, isc)
(3.111)
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Σ2 :

Ẋ2 = f2(X1,X2, isc)

usc2 = h2(X1,X2, isc)
(3.112)

with X1 = [x1 x3 x6 x7 x8 x9]T , X2 = [x2 x4 x5 x6 x9]T

f1(X1,X2, isc) =



0

0

x4

1+x5x6
(isc − (x1 + x2)x6 + x1x7)

x4

1+x5x7
(x1x6 − (2x1 + x2)x7 + x1x8)

x4

1+x5x8
(x1x7 − (2x1 + x2)x8 + x1x9)

x4

1+x5x9
(x1x8 − (x1 + x2)x9)


h1(X1, isc) = h2(X1,X2, isc) = x6 + x3isc

f2(X1,X2, isc) =



0

0

0

x4

1+x5x6
(isc − (x1 + x2)x6 + x1x7)

x4

1+x5x9
(x1x8 − (x1 + x2)x9)



Figure 3.22: Structure of interconnected subsystems.

The partition of the proposed ninth-order state vector aims at converting the
system into two lower-order subsystems, in order to reduce the computational cost.
Different system partitions have been considered and the proposed partition was
finally chosen because it brings enough information in both subsystems to make
the state observation possible. Both subsystems are interconnected (or braided) by
using the states of a subsystem as an input of the other one (see Fig. 3.22). For these
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interconnected subsystems, braided Kalman filters (BKFs) can be designed [123]:

O1 :



˙̂
X1 = f1(X̂1, X̂2, isc) + K1(usc − ûsc1)

K1 = P1H1(isc)
TR−1

1

Ṗ1 = F1(X̂1, X̂2, isc)P1 + P1F1(X̂1, X̂2, isc)
T + Q1 −K1R1K

T
1

ûsc1 = h1(X̂1, isc)

(3.113)

O2 :



˙̂
X2 = f2(X̂1, X̂2, isc) + K2(usc − ûsc2)

K2 = P2H
T
2R
−1
2

Ṗ2 = F2(X̂1, X̂2, isc)P2 + P2F2(X̂1, X̂2, isc)
T + Q2 −K2R2K

T
2

ûsc2 = h2(X̂1, X̂2, isc)

(3.114)
where X̂1 = [x̂1 x̂3 x̂6 x̂7 x̂8 x̂9]T and X̂2 = [x̂2 x̂4 x̂5 x̂6 x̂9]T are the estimations of
X1 and X2. The linearized approximation matrices of the nonlinear systems (3.111)
and (3.112) around the estimation are computed as:

F1(X̂1, X̂2, isc) =
∂f1

∂X1

(X̂1, X̂2, isc), H1(isc) =
∂h1

∂X1

(X̂1, X̂2, isc)(3.115)

F2(X̂1, X̂2, isc) =
∂f2

∂X2

(X̂1, X̂2, isc), H2 =
∂h2

∂X2

(X̂1, X̂2, isc) (3.116)

with

∂f1

∂X1

(X1,X2, isc) =



0 0 0 0 0 0

0 0 0 0 0 0

f61 0 f66 f67 0 0

f71 0 f76 f77 f78 0

f81 0 0 f87 f88 f89

f91 0 0 0 f98 f99


(3.117)

∂f2

∂X2

(X1,X2, isc) =


0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

f62 f64 f65 f66 0

f92 f94 f95 0 f99

 (3.118)

H1(isc) =
[
0 isc 1 0 0 0

]
(3.119)

H2 =
[
0 0 0 1 0

]
(3.120)

where f61 - f99 have the same expressions as presented in Eq. 3.109. Fig. 3.23
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shows how BKFs work. BKFs can be also called interconnected observers as for the
case of the RRC model. They are called specifically BKFs because the observers
for both subsystems are Kalman filters. For EKF, the covariance matrix P is a
9 by 9 matrix. Since P is symmetric, 45 elements need to be updated at each
sampling period while 21 elements of P1 and 15 elements of P2 are updated for
BKFs. Therefore, BKFs have lower computational cost compared to EKF.

Figure 3.23: Braided Kalman filters.

3.5.4 Estimation results

As for the RRC model, the state estimation results presented in this section
involve a simulated case and an experimental case, using the current and voltage
signals from either a fourth-order transmission line model or a real EDLC.

Simulation results

In the simulated case, the Nichicon EDLC used in the previous sections is sim-
ulated by a fourth-order transmission line model represented by Eqs. 3.95 and 3.96.
The physical parameters of this model, shown in Table 3.2, are chosen according to
the offline characterization results of EDLCs. A simulated current signal similar to
the one used for the RRC model is designed and used as the input of the TL model.

Table 3.2: Physical parameters of fourth-order TL model.

Rs [Ω] Rd [Ω] Rp [Ω] C0 [F ] α

1.1 2 3000 0.15 0.4
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Both observers, EKF and BKFs, are implemented with MATLAB/SIMULINK
and the parameters of the observers are tuned before the state estimation. The ini-
tialization and parameters of EKF are as follows:

Xinit
a = [0.75, 1.25 10−4, 0.8, 8.33, 0.4, 0.4, 0.38, 0.36, 0.34]

Pinit = diag (1, 3 10−6, 1, 1, 1, 1, 1, 1, 1)

Q = diag (15, 1 10−6, 8, 20, 2, 1, 1, 1, 1); R = 1 [V2]

where Pinit and Q are chosen as 9× 9 diagonal matrices and their second diagonal
values are set quite small because of the high parallel resistance which leads to a
very small value of the second state x2.

The second kind of observer, BKFs, is composed of two Kalman filters. The
initialization and parameters of these two Kalman filters are chosen as

Xinit
1 = [0.75, 0.8, 0.4, 0.38, 0.36, 0.34]

Xinit
2 = [1.25 10−4, 8.33, 0.4, 0.4, 0.34]

Pinit
1 = diag (1, 1, 1, 1, 1, 1)

Pinit
2 = diag (3 10−6, 1, 1, 1, 1)

Q1 = diag (8, 10, 1, 1, 1, 1); R1 = 1 [V2]

Q2 = diag (1 10−7, 40, 30, 1, 1); R2 = 1 [V2]

Fig. 3.24 shows the simulated current and voltage, the estimated parameters
provided by both observers based on the TL model during 25 charging/discharging
cycles. The results show that the parameter estimations provided by both observers
converge to the correct preset values denoted by red dashed lines. When estimating
Rp, C0 and α, the convergence speed of BKFs is lower than that of EKF.

In order to assess the dynamic performance of the designed observers, an EDLC
TL model with varying parameters is simulated. At time t1, Rs has a step increase
from 1.1 Ω to 1.2 Ω and Rd also has a step increase from 2 Ω to 2.1 Ω. At the
same time, C0 decreases from 0.15 F to 0.14 F. From time t2, both Rs and Rd

linearly increase with a same slope of 1.5 × 10−5 [Ωs−1] and C0 decreases linearly
with a slope of −5 × 10−6 [Fs−1]. Fig. 3.25 shows the estimation results of both
observers during the variation of the parameters. The same tuning parameters of
the observers are used during all the simulation process. The results reveal a good
dynamic performance of both observers because the estimation provided by both
observers can always track the variation of the real parameters. The estimation for
the linearly varying parameters are less satisfying because of the inaccuracy of the
proposed extended model in this case: the equations ẋ1 = ẋ2 = · · · = ẋ5 = 0 in the
extended EDLC model (Eq. 3.101) are no more true.
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Figure 3.24: Simulated current (blue line), voltage (red line) signals and parameter
estimations of a simulated EDLC during 25 charging/discharging periods based on
TL model (red dashed lines: preset parameters of model, blue lines: estimated by
EKF, green dashed lines: estimated by BKFs).
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Figure 3.25: Simulated current (blue line), voltage (red line) signals and parameter
estimations of a simulated EDLC during 70 charging/discharging periods based on
TL model under dynamic case (red dashed lines: preset dynamic parameters of
model, blue lines: estimated by EKF, green dashed lines: estimated by BKFs).
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Experimental results

The simulated results demonstrate the good performance of the designed EKF
and BKFs based on the transmission line model. These observers have also been
applied to experimental current and voltage signals. The current and voltage signals
used here are the same as that for RRC model. The initialization and parameters of
EKF are as follows:

Xinit
a = [0.75, 8.5 10−5, 0.8, 8.33, 0.4, 0.4, 0.38, 0.36, 0.34]

Pinit = diag (1, 3 10−6, 1, 1, 1, 1, 1, 1, 1)

Q = diag (0.05, 3 10−8, 1, 5, 8, 1, 1, 1, 1); R = 1 [V2]

The initialization and parameters of the braided Kalman filters are chosen as

Xinit
1 = [0.75, 0.8, 0.4, 0.38, 0.36, 0.34]

Xinit
2 = [8.5 10−5, 8.33, 0.4, 0.4, 0.34]

Pinit
1 = diag (1, 1, 1, 1, 1, 1)

Pinit
2 = diag (3 10−6, 1, 1, 1, 1)

Q1 = diag (0.05, 1, 1, 1, 1, 1); R1 = 1 [V2]

Q2 = diag (3 10−8, 5, 0.5, 1, 1); R2 = 1 [V2]

The observability of the extended system is determined online by checking the
determinant of the observability matrix O of the linearized system. The determinant
values of O during one charging/discharging cycle is shown in the second plot of
Fig. 3.28. The extended system is locally observable at both charging and discharg-
ing phases, while it is unobservable during open circuit phases. Fig. 3.26 shows
the evolution of the parameter estimations during 25 charging/discharging cycles.
The parameter estimations provided by both observers reach their steady state after
4000 s. The periodical fluctuations of the parameters estimation at the steady state
are probably caused by the incorrect estimations at the unobservable phases (open
circuit phases). But we are only interested on the estimations at the end of charging
phases. These estimations marked by red points reveal a clear convergence without
any fluctuations. Fig. 3.27 shows the evolution of the parameter estimations during
one cycle in steady state. The values at the end of the charging phase are considered
as the final estimations of the parameters. The energy stored in the EDLC can be
estimated by Eq. 3.99 with the estimated parameter and states. The third plot of
Fig. 3.28 shows the estimated energy during one charging/discharging cycle. This
allows to provide the SoC of an EDLC during its function.

The output errors between the measured voltage and the estimated voltage pro-
vided by different observers, the EKF, the first and second observers of BKFs, are
calculated and shown in the fourth plot of Fig. 3.28. The plot below is the enlarged
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segment of the output error during charging phase. It clearly shows that the output
errors of the three observers all converge to 0 at the end of charging phase which
also demonstrates the good performance of these observers. It should be pointed
out that the output error of the TL model at the end of charging phase is obviously
much smaller than that of the RRC model (see the last plot of Fig. 3.18). Therefore,
in accordance with the models comparison of the previous chapter, the 4th-order
transmission line model of an EDLC is proved to be more accurate than the RRC
model.

3.6 Experimental results of the EDLCs aging moni-
toring

In the previous sections, a fresh EDLC has been characterized by several state
observers based on a RRC model and on a TL model, and the characterization re-
sults have been given and compared. In this section, all these observers will be
applied to EDLCs at different aging stages to observe the parameters evolution with
aging. The accelerated calendar aging process used in this chapter has been intro-
duced in the first chapter (see §1.4.2 page 51). Each week, the same current signals
as the ones used in the previous section are applied to 5 EDLCs which are aged at
60◦ C, 2.5 V and to 5 other EDLCs which are aged at 60◦ C, 0 V. Then the cor-
responding voltages and currents are recorded and processed by the designed state
observers, in order to estimate the parameters. Therefore, the parameters evolution
during the aging of EDLCs can be obtained and will be presented in the following
part. These results allow to define a state of health indicator and an example of SoH
gauge will be given at last.

3.6.1 Aging monitoring based on the RRC model

The evolution of the parameters Rs, C and Rp of the RRC model have been
estimated during the EDLCs aging by the EKF and the IOs. Fig. 3.29 shows the
parameters evolution of 5 EDLCs aged at a high voltage (2.5 V). The red dashed
lines are the linear fitting of the average estimation of the five samples and reveal
the evolution rate of the estimations. Both observers show that the series resistance
has a significant increase with aging and the capacitance almost doesn’t evolve with
time. The parallel resistance estimation decreases with aging. It can be seen from
the red dashed lines that the EKF and the IOs provide a very similar evolution rate
for parameters Rs and C but for Rp, the decrease with aging estimated by the EKF
is much faster than that by the IOs. This difference for Rp may come from the large
deviation of the five EDLC samples at the ninth week and the last week which can
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Figure 3.26: Experimental current (blue line), voltage (red line) signals and param-
eter estimations of a fresh EDLC during 25 charging/discharging periods based on
TL model (blue lines: estimated by EKF, green dashed lines: estimated by BKFs,
red points: estimations at the end of each charging phase).
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Figure 3.27: Experimental current (blue line), voltage (red line) signals and pa-
rameter estimations of a fresh EDLC during one charging/discharging period based
on the TL model (blue lines: estimated by EKF, green dashed lines: estimated by
BKFs).
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Figure 3.28: From top to bottom: experimental current (blue line) and voltage (red
line) signals of a fresh EDLC during one charging/discharging period; the corre-
sponding determinant of observability matrix; the stored energy (blue lines: es-
timated by EKF, green dashed lines: estimated by BKFs); the output error (blue
lines: estimated by EKF, green dashed lines: estimated by the first BKF; red dashed
lines: estimated by the second BKF).
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Figure 3.29: Evolution of the parameter estimations of the EDLCs in successive
aging periods at 2.5 V obtained by the estimators based on the RRC model (left
side: EKF, right side: IOs).

lead to a less accurate estimation. Similarly, the Rs estimations of the first and the
third week provided by both observers are out of the evolution path (red dashed
line), probably because of their relative large samples deviation.

Fig. 3.30 shows the parameters evolution of 5 EDLCs aged at a voltage of 0 V,
which is an aging case less typical than the case of EDLCs aged at 2.5 V. At this
low voltage, the Rs estimation increases very significantly with time while the Rp

estimation decreases. The estimation of capacitance C has a slight increase with
time. Both observers provide very similar estimations of the parameters Rs and C.
The numerical estimation values of Rp provided by both observers are quite differ-
ent. But their evolution rates are quite similar and thus both observers will provide
a similar state of health estimation. The estimations of Rs and Rp at the ninth week
more or less deviate from the evolution path indicated by red dashed lines, and they
are probably caused by the large deviation of the samples at this week. Comparing
with Fig. 3.29, it is found that the increase of Rs and decrease of Rp are more sig-
nificant when the EDLCs are aged at a lower voltage (0 V). This is in accordance
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Figure 3.30: Evolution of the parameter estimations of the EDLCs in successive
aging periods at 0 V obtained by the estimators based on the RRC model (left side:
EKF, right side: IOs).

with the parameter evolution results obtained by offline methods in the first chapter
and thus ensures the correction of the online estimations results. Usually, the capac-
itance of an EDLC decreases with aging but in this case, the capacitance has slightly
increased. This may be because the capacitance degradation of this kind of EDLCs
happens very slowly when they are aged at a special voltage of 0 V (short circuit)
without any voltage potential difference between the electrodes and the electrolyte.

3.6.2 Aging monitoring based on TL model

This section will present the evolution of the parameters Rs, Rd, Rp, C and
α of the TL model estimated by EKF and BKFs during the EDLCs aging. The
capacitance C of an EDLC is defined as the sum of the estimated capacitances (Eq.
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3.91) in the TL model:

C =
1

4

4∑
j=1

Ĉ0(1 + α̂ûj), (j = 1, 2, 3, 4) (3.121)

where Ĉ0, α̂ and ûj are respectively the estimated values of C0, α and uj obtained
at the end of the charging phase. Fig. 3.31 presents the evolution of the parameters
of 5 EDLCs aged at a high voltage (2.5 V). Both observers, EKF and BKFs, provide
similar results. It can be seen from this plot that during the aging of EDLCs, the
series resistance has a significant increase and theRs estimation of the EDLCs sam-
ples at the first and third week has a large variance and thus these estimations are not
very reliable. Without regard to these two weeks, the evolution of the Rs estimation
can be seen as approximately linear. The capacitance C has almost no variation
with aging. The parallel resistance decreases with aging and the estimation result of
this parameter obtained from both observers has a large difference. This difference
may be caused by the large deviation of the samples at the first, third, ninth and the
last week and hence theRp estimation is not very accurate. For the three parameters
which are also present in the RRC model, the results obtained here are quite similar
to that provided by the EKF and IOs based on the RRC model. The evolution of the
additional two parameters, Rd and α, are also very significant. Rd has an signifi-
cant increase with aging while α decreases. The evolutions of these parameters are
nearly linear. And it is also noticed that for both parameters, the estimated results
of 5 EDLCs samples have a quite large dispersion for the ninth and the last week.
Therefore, these estimations should be carefully used to monitor the EDLCs aging.
These results based on the TL model demonstrate that the series resistance and the
capacitance are no longer the only two parameters which could be used for aging
monitoring. Other physical parameters such as the dynamic resistance could also
be good indicators to monitor the aging of EDLCs.

Fig. 3.32 shows the evolution of the parameters of 5 EDLCs aged at a voltage
of 0 V. Both observers provide a very similar evolution of the estimations of Rs, Rd

and C. During the aging at 0 V, Rs and Rd increase significantly while C remains
almost constant. Compared to the aging at 2.5 V, the series resistance of EDLCs
aged at 0 V has a more significant increase while the dynamic resistance has a
smaller variation. The voltage sensitivity coefficient α has a slight increase unlike
the aging at 2.5 V. All these parameter evolutions are in accordance with the offline
aging monitoring results. Unexpectedly, Rp estimated by EKF has increased a lot
with aging especially at the end of the experiment. But it is noticed that the variance
of this unexpected estimation is very large, which means that this result has a very
high uncertainty and should not be trusted. Special attention should be paid to the
estimation at the end of the aging experiment, for example, the ninth and the last
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Figure 3.31: Estimation of parameters evolution of the EDLCs in successive aging
periods at 2.5 V obtained by different estimators based on TL model (left side: EKF,
right side: BKFs).
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week. The estimations of most parameters obtained by both observers reveal a quite
significant deviation of the EDLCs samples and thus they may be less reliable. It
should be pointed out that this aging experiment at 0 V is not very close to a real
aging case of a practical application, because the aging of EDLCs usually happens
when they are performing and their voltage is not always equal to zero. Considering
this, the online monitoring results obtained with the aging experiments at 2.5 V
(shown in Fig. 3.31) should be more convincing. These results are consistent with
the offline monitoring results discussed in the first chapter and thus proved that the
designed observers based on the TL model are able to monitor the aging of EDLCs
through their estimated parameter evolutions.

3.6.3 SoH estimation

Once the parameters of an EDLC are estimated online and once the end of life
criterion is defined, the state of health of an EDLC can be determined. The parame-
ter estimations obtained either offline in the first chapter or online by the observers
clearly show that during the aging, the evolution rate of the parameters are different.
Therefore, as discussed at the beginning of §3.2.1, the SoH can be determined by
taking the variation of each parameter into account (see Eq. 3.1) or be determined
by one parameter which is the fastest to reach its end of life criterion (see Eq. 3.2).
In this section, an example of SoH estimation of an EDLC, obtained with both SoH
definitions, during the aging process (10 weeks, aged at 2.5 V and 60◦C) will be
given for both the RRC and TL models.

The so called "end of life" of EDLCs does not mean they experience a true
end of life but rather means that the performance is too degraded to maintain the
application requirements [124]. Normally, the end of life criteria of the parameters
are specified by the EDLCs manufacturers but unfortunately in our case, they are
not provided. In order to show the possibility to design an online SoH indicator with
the estimated parameters from the proposed state observers, it is assumed to take the
average parameter estimations of the EDLCs samples at the end of the accelerated
aging process as the end of life criteria.

According to Eq. 3.1 and Eq. 3.2, the state of health of an EDLC can be
estimated at any time with the parameter estimations provided by a state observer.
The weight of each parameter βi in Eq. 3.1 can be determined by the user. For
example, one may set a relatively large weight for one parameter if the evolution of
this parameter is related to a more serious degradation of the EDLCs performance or
if the estimation of this parameter is more reliable than the others. As an example in
our case, the weights of each parameter are assumed to be the same. Therefore, for
the RRC model, the estimations of the three parameters, C,Rs andRp, contribute to
a SoH indicator with the same weight of 1/3 while for the TL model, the estimation
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Figure 3.32: Estimation of parameters evolution of the EDLCs in successive aging
periods at 0 V obtained by different estimators based on TL model (left side: EKF,
right side: BKFs).
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of the five parameters, C, Rs, Rd, Rp and α are assumed to have the same weight
of 1/5.

Fig. 3.33 shows the SoH estimation of an EDLC during the accelerated aging
experiment. The dashed lines are the linear fitting of the SoH evolutions. For the
RRC and TL models, the SoH evolution with the first definition takes the evolution
of several parameters into account and thus provides a quite linear decay. The one
with the second SoH definition only considers one parameter which is the fastest
to reach its end of life criterion. The abnormal value at the first aging week in this
case is probably caused by the high inaccuracy of the Rs estimation due to the large
dispersion. Compared to the RRC model, the SoH estimations based on the TL
model are better with a smaller estimation difference between both observers.

(a) Based on the RRC model (b) Based on the TL model

Figure 3.33: SoH estimations of an EDLC during aging @ 2.5 V, 60◦C.

In this chapter, different observers have been designed based on two models.

Figure 3.34: Observers comparison based on the RRC model and the TL model.
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To determine which observer based on which model can be considered as a good
choice for online aging monitoring, their complexity and performance are compared
from several aspects shown in Fig. 3.34. The observers based on the TL model have
higher computational cost and more tuning parameters than that based on the RRC
model. But the error between the estimated output and the measured output based
on the TL model is much smaller than the RRC model, because the TL model is
much closer to the real EDLC. Furthermore, the SoH indication ability based on
the TL model is also better. Since EKF and BKFs have a similar performance with
regard to the output error and SoH indication ability, the BKFs should be preferred
because of their lower computational cost and fewer tuning parameters.

Conclusion

In this chapter, an in-situ online aging monitoring system of EDLCs is proposed.
The strategy is to use model-based extended observers to estimate the EDLCs pa-
rameters evolution in real time and thus to provide a knowledge of their SoH and
SoC. According to the study of several models in the previous chapter, two kinds
of models are used for aging monitoring. One is the simple classical RRC model
with only three parameters and the other one is a 4-th order transmission line model
which is much more accurate than the previous one. Different kinds of extended
observers are designed based on these two models.

For the RRC model, an EKF and IOs have been designed and compared. The
simulation results prove that both observers have good dynamic performances when
estimating the parameters of the simulated model. Then, they have been applied to
estimate the parameters and the stored energy of a real fresh EDLC using measured
current and voltage signals. Compared to the EKF, IOs has less tunning parame-
ters and a lower computational cost which may be more attractive in an industrial
application.

For the TL model, an EKF and BKFs have been designed and their performances
are verified with simulated experiments. Then, both observers applied to estimate
the parameters of a real fresh EDLC. The result shows that both observers succeed
in estimating the parameters and the stored energy of a real EDLC in real time with
a very small error between the estimated output voltage and the measured voltage.
Compared to the EKF, the BKFs have lower computational cost and thus should be
preferred in an aging monitoring system of an EDLC application.

At last, all the designed observers based on both models have been applied to
the differently aged EDLCs in an accelerated calendar aging experiment. Both ob-
servers of each model provide similar evolutions of the parameters. These results
are in accordance with the offline characterization results obtained in the first chap-
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ter. Based on the estimated parameters evolution of the EDLCs aged at 2.5 V and
60◦ C, an example of calculating the SoH of an EDLC is given, which demonstrates
that the proposed model based state observers can be used for the aging monitoring
through a SoH indicator. Compared to the observers based on the RRC model, the
ones based on the TL model have higher computational cost and more complicated
observer tunning procedure due to the high order of the system. Nevertheless, they
can provide more accurate estimations when monitoring the aging of an EDLC and
thus can provide a more reliable aging indicator.
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Conclusions

The supercapacitors are becoming some of the most promising energy storage
devices that can be used in a wide range of applications. But the aging of the super-
capacitors may cause failures and security problems. An efficient aging monitoring
system of the supercapacitors is thus essential to maintain their proper functions
and to enhance the reliability and safety of their industrial applications.

The EDLCs aging can be revealed from the evolution of their parameters. Most
of the existing efficient methods to characterize the EDLCs need to be operated in
laboratories, using some particular signals or devices. This is obviously unpractical
in most cases where the EDLCs are embedded in the application, such as an elec-
trical vehicle. The objective of this work was to design a low-cost online EDLCs
aging monitoring system that can be used in-situ without interrupting the function
of the EDLCs in an application.

The aim of the first part of this thesis was to study the aging of a particular
kind of EDLC (Nichicon, UM series) through offline characterization methods, to
propose reliable indicators for offline aging monitoring and to provide a reference
used to validate the online aging monitoring results in the third chapter. Some phys-
ical parameters of EDLCs were defined as well as their uncertainties evaluating the
parameter estimation quality. The numerical results of these parameters and their
uncertainties were obtained for the EDLCs in an accelerated calendar aging ex-
periment during 10 weeks at 60◦ and under 0 V and 2.5 V DC polarization. The
results showed that, for the EDLCs used, the integral and differential capacitances
only slightly decreased, while the series and dynamic resistances had a significant
increase during aging and hence can be used as good indicators for the aging mon-
itoring. The energy efficiency was shown to be an interesting indicator for offline
aging monitoring of the tested EDLCs due to its significant decrease with aging and
its voltage independent character.

The aim of the second part of the work was to look for an appropriate model
for online aging monitoring of the EDLCs. The main problem when modelling
an EDLC is how to find a best compromise between the complexity and the per-
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formance of the model. Three criteria, the small output error, the small parame-
ter uncertainty and the high aging diagnostic ability, have been proposed to select
a good model. The parameter uncertainty are calculated based on the geometric
study of the hyper-surface of the output error energy. Several models concerning
the voltage dependency feature of the capacitances, the charge redistribution and
the transmission line effect, have been compared according to the numerical values
of the proposed criteria. The second-order transmission line model combined with
a charge redistribution branch has been shown to be an appropriate model for online
aging monitoring of EDLCs.

The third chapter was dedicated to the design of an in-situ online aging monitor-
ing system of EDLCs. The online aging monitoring was realized by using real-time
model-based extended observers to estimate the parameters evolution of the em-
bedded EDLCs. First of all, an extended Kalman filter (EKF) and interconnected
observers (IOs) were designed based on a simple RRC model to estimate three pa-
rameters: the series resistance, the capacitance and the parallel resistance. Secondly,
an extended Kalman filter (EKF) and braided Kalman filters (BKFs) were designed
based on a more accurate fourth-order transmission line model to estimate five pa-
rameters: the series resistance, the dynamic resistance, the parallel resistance, the
capacitance and the voltage sensitivity coefficient. Simulation results verified the
good performances of both observers in each case. Compared to the EKF, IOs for
the RRC model and BKFs for the TL model have a lower computational cost and
thus may be more attractive in an industrial application. These designed observers
have been applied to the differently aged EDLCs and the results showed that, for
the tested EDLCs, the capacitance evolved slightly with aging while the series and
dynamic resistances had a significant increase. These results have been validated
by comparing with the offline characterization results in the first chapter. An exam-
ple of calculating the SoH indicator has been given at last. Such a SoH indicator
using the results of an online state observer can be easily implemented in an EDLC
application, for example, by installing a low-cost preprogrammed chip.

Perspectives

In this thesis, online aging monitoring systems of EDLCs have been preliminar-
ily successfully designed. But there are still large possibilities to improve and to
continue this work in the future. The perspectives are addressed to both theoretical
and practical parts.
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– Theoretical improvement

• The second chapter has selected a ”best” model for online aging diagnosis,
which was a second-order transmission line model combined with a charge
redistribution branch. But this model was not adopted to design an online
state observer in the third chapter because of the lack of time. In the future,
online state observers could be designed based on this suggested model to
see if better aging monitoring results can be obtained.

• Some of the parameters of EDLCs are voltage and temperature dependent.
The models studied in this thesis only had the capacitance depending on
the voltage. A more comprehensive model taking the temperature depen-
dent feature into account could be developed and used for online aging
monitoring of EDLCs.

– Practical improvement

• The EDLCs studied in this thesis was not a very typical one with a small ca-
pacitance (1 F). The capacitance of this type of EDLCs seemed not evolve
much with aging which was different from other high capacitance EDLCs.
One can apply the same model based real-time state observers to a more
typical kind of EDLCs to furthermore ensure the performance of the de-
signed observers and to propose a SoH indicator for these EDLCs.

• The designed online observers in this work were simulated through MAT-
LAB/SIMULINK using the recorded current and voltage signals. In the fu-
ture, it could be considered to realize the implementation of the observers
in an experimental platform. The algorithms of the online parameter esti-
mation could be downloaded to a low-cost chip and then integrated into an
EDLC charging/discharging experimental system.

• Instead of an accelerated calendar aging experiment, a cycling aging ex-
periment could be considered in order to check the performance of the
designed aging monitoring system.
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Thèse de Doctorat

Zhihao SHI
Modélisation et surveillance en ligne du vieillissement de supercondensateurs

Modeling and online aging monitoring of supercapacitors

Résumé
Cette thèse a pour objectif de concevoir des systèmes
de surveillance en ligne du vieillissement de super-
condensateurs, utilisables dans des applications indus-
trielles de stockage d’énergie. Un vieillissement calen-
daire accéléré a d’abord été effectué sur une popula-
tion de 100 supercondensateurs Nichicon (1F /2.7V) du
commerce. Ces supercondensateurs ont ensuite été
caractérisés par des méthodes hors ligne à chaque
phase de vieillissement et l’évolution de leurs para-
mètres caractéristiques et leurs incertitudes sont ana-
lysées et discutées. Pour surveiller leur état de santé,
des modèles dynamiques sont ensuite comparés se-
lon des critères proposés et un bon modèle est retenu
pour faire de la surveillance en ligne. Différents types
d’observateurs, tels que des observateurs de Kalman
et des observateurs interconnectés, sont enfin conçus
en s’appuyant sur deux modèles, un modèle RRC du
premier-ordre et un modèle de ligne de transmission
du quatrième ordre, afin d’estimer les paramètres d’un
supercondensateur en temps réel et sur son site d’ap-
plication. Les résultats expérimentaux obtenus par les
observateurs proposés dans cette thèse montrent une
bonne estimation de l’évolution des paramètres, com-
parable avec les résultats des méthodes de caractéri-
sation hors ligne.

Abstract
The aim of this thesis is to design online ag-
ing monitoring systems for supercapacitors that
could be used for industrial energy storage appli-
cations. To investigate the supercapacitors’ ag-
ing, accelerated calendar aging experiments have
been first carried out on Nichicon 1F/2.7V com-
mercial EDLCs. Offline characterizations meth-
ods have been used at each aging phase and
the parameters evolution and their uncertainties
during the aging process are analyzed and dis-
cussed. To provide an online estimation of the
state of health of an EDLC, different model struc-
tures are first compared according to some pro-
posed optimal criteria, and an appropriate model
is finally suggested for the online aging monitor-
ing of EDLCs. Different nonlinear state observers,
such as Kalman observers and interconnected
observers, are designed to estimate EDLCs’ pa-
rameters in real time. They are based on two
kinds of EDLC models: a first-order RRC model
and a fourth-order transmission line model. Ex-
perimental results demonstrate a good estimation
of the parameters evolution provided by the pro-
posed online observers, in accordance with that
obtained by offline methods.

Mots clés
Supercondensateurs, vieillissement, état de
santé, état de charge, caractérisation hors ligne,
modélisation, identification, surveillance en ligne,
observateurs d’état, observateurs de Kalman,
observateurs interconnectés.

Key Words
Supercapacitors, aging, state of health, offline
characterization, modeling, identification, online
monitoring, state observers, Kalman filters, inter-
connected observers, braided Kalman filters.
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