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## Summary

## Version française

La modélisation du transfert radiatif présente un intérêt pour de nombreux domaines de la science et de la technologie. Les problèmes de transfert radiatif existent en abondance en thermique, en astrophysique, en médecine, en physique de la combustion, en climatologie, etc. On trouve aussi des problèmes de transfert radiatif dans diverses applications d'ingénierie et de procédés industriels, comme la combustion dans les moteurs à turbine à gaz, dans les procédés de fabrication de matériaux utilisant le chauffage au laser, dans les systèmes thermo-solaire de synthèse chimique, ou encore dans le transport des particules dans les réacteurs nucléaires. Mathématiquement, les phénomènes de transfert radiatif macroscopique ou microscopique sont modélisés à l'aide de l'équation de transfert radiatif. Par nature, l'équation de transfert radiatif est une équation integro-différentielle contenant jusqu'à sept variables indépendantes : la fréquence de rayonnement, trois coordonnées d'espace, deux coordonnées angulaires décrivant la direction du rayonnement, et le temps. Cette grande dimensionnalité limite l'existence d'une solution analytique aux cas très simples. Malheureusement ces cas ne représentent que quelques problèmes rares de transfert radiatif. Par conséquent, pour des problèmes plus réalistes, des solutions approximatives de l'équation de transfert radiatif via une approche numérique doivent être recherchées.

La recherche menée dans cette thèse est financée par l'Institut de Recherche Technologique Jules Verne de Bouguenais, dans le cadre du projet SODA ${ }^{4}$, qui regroupe des partenaires académiques (Laboratoire $\mathrm{LTeN}^{5}$, Nantes et Laboratoire GEM ${ }^{6}$, Nantes) et industriels (Airbus Innovation Group, Safran Composites, et Dassault Aviation).

[^2]Les partenaires industriels du projet utilisent des lasers modernes comme source de chauffage pour la fabrication avancée de matériaux composites. Ceci constitue leur motivation pour la résolution de l'équation de transfert radiatif dans les milieux absorbant, émettant et diffusant avec des sources laser collimatées. La modélisation de tels problèmes nécessite la production d'une méthode (solveur) capable de gérer le transfert radiatif tridimensionnel dans les milieux participants de topologie complexe. C'est en effet l'objectif principal de cette thèse. La recherche a été réalisée au sein de l'équipe Céf ${ }_{\mathrm{O}} \mathrm{p} \mathcal{R}_{\mathrm{am}^{7}}$, au sein de l'axe TTMI ${ }^{8}$ du LTeN, Nantes. L'un des objectifs de l'équipe $\mathbb{C}$ é ${ }_{\mathrm{o}} \mathrm{p} \mathcal{R}$ am est la caractérisation avancée de matériaux réels incluant des géométries complexe.

Au cours des cinq chapitres fournis dans cette thèse, nous passons en revue la procédure complète pour résoudre numériquement l'équation de transfert radiatif, et proposons un solveur parallèle capable de gérer des topologies complexes et des milliards d'inconnus. Ce sont des échelles qui étaient inaccessibles par les solveurs de transfert radiatif standard.

Au chapitre 1, l'équation de transfert radiatif stationnaire est construite. Elle se lit

$$
(s \cdot \nabla+\beta) I(x, s)=\frac{\sigma_{s}}{4 \pi} \oint_{s^{\prime}=4 \pi} I\left(x, s^{\prime}\right) \Phi\left(s, s^{\prime}\right) \mathrm{d} s^{\prime}+\kappa I_{b}(T, \lambda)
$$

où, $\kappa, \sigma_{s}, \Phi$, and $I_{b}$ sont les paramétres radiatifs connus, et $I(x, s)$ est le champ d'intensité radiative dépendant des trois coordonnées spatiales $x=x(x, y, z)$ et des deux coordonnèes angulaires $\boldsymbol{s}=\boldsymbol{s}(\theta, \phi)$. Cette équation est construite selon l'aspect phénoménologique du transport à l'échelle du photons. Parmi la grande variété de méthodes numériques disponibles pour résoudre l'équation de transfert radiatif, une étude bibliographique non exhaustive et une brève description de certaines méthodes populaires sont fournies. Outre la description générale, les avantages et inconvénients de chaque méthode numérique sont mis en évidence. Ce premier chapitre se termine par l'identification des principales difficultés générales rencontrées lors de la résolution numérique de l'équation de transfert radiatif.

Pour résoudre numériquement l'équation de transfert radiatif, une double discrétisation est nécessaire (discrétisations spatiale et angulaire). L'un des choix populaires récents pour cette discrétisation spatio-angulaire est la méthode des éléments finis (FEM) couplée à la méthode des ordonnées discrètes (DOM). Ce processus partic-

[^3]ulier de discrétisation spatio-angulaire pour l'équation de transfert radiatif est le thème central du chapitre 2. La première étape, la discrétisation angulaire, convertit l'équation de transfert radiatif integro-différentielle en un ensemble fini d'équations aux dérivées partielles, toutes couplées entre elles. Ceci est fait en employant la méthode des ordonnées discrètes. La deuxième étape de discrétisation implique l'application de la méthode des éléments finis sur chaque équation aux dérivées partielles. Ceci conduit à un système de formulations variationnelles. En raison de la nature hyperbolique de l'équation de transfert radiatif, plutôt que la méthode éléments finis standard, sa version stabilisée Petrov-Galerkin (SUPG-FEM) est choisie.

Au cœur de cette thèse se trouve "la méthode des éléments finis vectoriels", une technique de discrétisation spatiale par laquelle nous tentons d'améliorer la procédure standard de la solution SUPG-FEM DOM pour l'équation de transfert radiatif. Plutôt que d'utiliser les éléments finis standards, nous reformulons l'équation de transfert radiatif à l'aide d'éléments finis vectoriels. Les éléments finis vectoriels, plus connus sous le nom d'éléments finis mixtes, sont parfois utilisés pour résoudre les problèmes couplés de Navier-Stokes, d'élasticité, ou d'électromagnétisme, etc. Le chapitre 2 détaille également la méthode des éléments finis vectoriels et montre comment mettre en place cette procédure couplant éléments finis vectoriel et ordonnés discrètes. On y met en évidence les principales différences entre l'approche standard et l'approche vectorielle. Notamment, l'approche vectorielle donne une équation vectorielle unique qui est résolue après introduction d'un unique espace fonctionnel vectoriel, alors que la formulation standard donne un ensemble d'équations. Les tests numériques révèlent que l'approche vectorielle produit des temps plus courts lors de l'assemblage des systèmes linéaires, ainsi que dans la phase de résolution, par rapport à la formulation éléments finis standard.

Le chapitre 3 concerne la parallélisation qui doit être compatible avec l'approche vectorielle. La double procédure de discrétisation du schéma vectoriel permet de paramétrer la parallélisation via deux techniques différentes de décomposition du domaine ( DD ) et de décomposition angulaire ( AD ). Ces deux techniques de parallélisations dont considérées. Autant la mise en place de la décomposition de domaine sur le solveur éléments finis standard aurait été fastidieux, autant l'approche vectorielle en facilite la mise en place. Il est montré comment configurer la décomposition angulaire avec l'approche vectorielle. Notamment, une nouvelle technique algébrique permettant de redistribuer efficacement la matrice obtenue avec la méthode de décomposition angulaire a été mise en place. Un avantage direct de cette nouvelle approche est que
la méthode de décomposition angulaire peut être étendue sur des milliers d'unités de traitement en parallèle, ce qui n'est pas possible par l'approche standard. Afin d'évaluer l'efficacité de la parallélisation des méthodes DD et AD proposées, des analyses de performance ont été réalisés pour des problèmes de transfert radiatif à grande échelle comportant des millions d'inconnues. On montre que les méthodes AD et DD proposées possèdent des capacités de mise à l'échelle quasi-linéaires, et que la mise à l'échelle de la méthode DD est quasi-indépendante des propriétés radiatives. D'un point de vue global, on observe que la méthode $A D$ est légèrement plus efficace que la méthode DD.

Le chapitre 4 est ensuite consacré à l'analyse des préconditionneurs pour les méthodes de Krylov, afin d'accélérer la procédure de résolution des système linéaires. Sur la base de la physique du rayonnement, différents problèmes de transfert radiatif dans des milieux transparents, absorbants, diffusants et réfléchissants sont analysés. Une analyse spectrale est effectuée sur ces différents problèmes afin d'étudier l'effet de chaque opérateur sur le nombre de conditionnement du système linéaire global. Il est conclu, entre autres, que les problèmes impliquant un milieu absorbant seul ou transparent sont bien conditionnés, l'ajout de la diffusion augmente le nombre de conditionnement du système linéaire et que ce conditionnement se détériore fortement encore lorsque la physique de la réflexion est ajoutée. Deux solveurs de Krylov, le GMRES et le BiCGSTAB, avec ou sans préconditionnement, sont étudiés. Il en ressort que le BiCGSTAB est plus efficace que le GMRES dans tous les cas, avec son nombre inférieur d'itérations, son temps de résolution plus faible, et ses besoins mémoire plus faibles également. Concernant le préconditionnement, il est établi que les systèmes de préconditionnement avec la méthode de Jacobi par bloc (avec des factorisations LU incomplètes) conduisent à des convergences plus rapides encore.

Le cinquième chapitre est enfin consacré aux applications numériques pour l'analyse de certains problèmes de transfert radiatif à grande échelle. Pour construire la confiance dans la fiabilité des résultats obtenus, ce chapitre est d'abord dédié à la vérification, la validation et la qualification des différentes méthodes proposées. L'approche vectorielle est testée sur la base de différents benchmarks, et atteste de la fiabilité de la méthode proposée. En particulier, la méthode des solutions manufacturées est utilisée pour la vérification. On y compare aussi les solutions obtenues avec certaines solutions de référence disponibles dans la littérature ou de Monte-Carlo. Après validation et vérification des schémas proposés, nous montrons ensuite les capacités du solveur à gérer des milliards d'inconnues, pour des géométries complexes et pour des milieux
anisotropes, avec prise en compte de la spécularité. L'application traitée concerne la propagation du rayonnement dans des mousses à pores ouvertes. L'analyse des champs volumétriques d'intensité radiative apporte une connaissance plus précise de l'atténuation de l'énergie radiative localisée et globale dans le volume des mousses.

Enfin, une conclusion est présentée et complétée par des perspectives d'études.

## English version

Modeling radiative transfer is of interest to many fields of science and technology. The problems of radiative transfer exist in abundance in thermal science, astrophysics, medicine, optical tomography, combustion physics, climatology, etc. One also finds radiative transfer problems in diverse engineering applications and industrial processes, such as combustion in gas turbine engines or in rocket nozzles, laser heating material manufacturing, solar thermo-chemical synthesis, and particle transport in nuclear reactors. Mathematically, mesoscopic and macroscopic scale radiative transfer is modeled using the radiative transfer equation. By nature, the radiative transfer equation is a complex integro-differential equation with up to seven independent variables: the frequency of radiation, three space coordinates, two angular coordinates describing the direction of radiation, and time. Such mathematical complexities limit the existence of an analytical solution only for simplified cases. Unfortunately these simplified cases only account for handful of radiative transfer problems. Hence, for more realistic problems of radiative transfer, the approximate solutions of the radiative transfer equation via a numerical approach are used.

The research conducted in this thesis is funded by Institut de Recherche Technologique Jules Verne, Bouguenais, France under the project SODA ${ }^{9}$, that brings together academic partners (LTeN ${ }^{10}$ Laboratory, Nantes, and GEM ${ }^{11}$ Laboratory, Nantes, France) and industrial partners (Airbus Innovation Group, Safran Composites, and Dassault Aviation). Industrial partners on the project utilize the modern-day lasers as heating source for advance composite-material manufacturing. They find their motivation to solve the radiative transfer equation in absorbing, emitting, and scattering media with collimated laser sources. Modeling such problems in an efficient way demands a method (solver) that can handle three-dimensional radiative transfer problems efficiently within complex topology participating media, hence this thesis. This research was handled by the $\mathbb{C} f_{\mathrm{o}} \mathrm{p} \mathcal{R} \mathrm{am}^{12}$ team which is a sub part of TTMI ${ }^{13}$ team at LTeN Laboratory. One of the goals of the Cé $f_{\mathrm{o}} \mathrm{p} \mathcal{R}_{\mathrm{am}}$ team is advanced characterization of real materials which include complex geometries. Development of an advanced numerical technique to solve the radiative transfer equation via this thesis

[^4]hence also has scientific motives attached.
Over the course of five chapters provided in this thesis, we review the full solution procedure for solving the radiative transfer equation, and by the end we propose a parallel radiative transfer solver capable of handling complex topology participating media problems of radiation with billions of unknowns. These are scales that were previously unattainable by standard radiative transfer solvers.

In chapter 1 , the reader is exposed to the monochromatic steady-state radiative transfer equation which reads

$$
(s \cdot \nabla+\beta) I(x, s)=\frac{\sigma_{s}}{4 \pi} \oint_{s^{\prime}=4 \pi} I\left(x, s^{\prime}\right) \Phi\left(s, s^{\prime}\right) \mathrm{d} s^{\prime}+\kappa I_{b}(T, \lambda)
$$

where, $\kappa, \sigma_{s}, \Phi$, and $I_{b}$ are the known radiative parameters for a given participating medium. $I(x, s)$ is the unknown radiative intensity field dependent on three spatial coordinates $x=x(x, y, z)$ and two angular coordinates $s=s(\theta, \phi)$. Following the phenomenological way of treating the radiation energy based on the photon framework, the radiative transfer equation has been derived in section 1.2. Among the vast variety of numerical methods available for solving the radiative transfer equation, a non-exhaustive bibliographical survey and a brief description for some of the popular methods have been provided in section 1.4. Besides their general description, pros and cons of each numerical method have been highlighted. Chapter 1 ends in section 1.5 which identifies general difficulties faced while solving the radiative transfer equation numerically.

In order to solve the radiative transfer equation numerically, dual discretization in space and angles is needed (spatio-angular discretization) as $I=I(\boldsymbol{x}, \boldsymbol{s})$. One of the recent popular choices for this spatio-angular discretization is the finite element method (FEM) coupled to the discrete ordinates method (DOM). Detailing such a spatio-angular discretization process is the theme for chapter 2. The first step of dual discretization procedure, called the angular discretization, converts the integrodifferential radiative transfer equation into a finite set of coupled partial differential equations. This is done by employing the discrete ordinates method, which has been explained in section 2.1.1.1. The second discretization step, which has been detailed in section 2.1.1.2, involves applying the finite element method on each partial differential equation leading to a system of variational formulations. In particular, due to the convection-dominant nature of radiative transfer problems, rather than the Galerkin finite element method, the Petrov-Galerkin FEM (SUPG-FEM) is chosen for spatially
discretizing each partial differential equation. Elaborated explanations and mathematical expressions for the full SUPG-FEM discretization procedure for the discrete ordinates radiative transfer equation are provided in section 2.1.1.

At the heart of this thesis is "the vectorial finite element method", a novel spatial discretization technique via which we attempt to improve upon the standard FEM solution procedure for the radiative transfer equation. Rather than using the standard finite elements, we reformulate the radiative transfer equation using vectorial finite elements. The vectorial FEM which is more commonly known as the mixed FEM is popular for solving the coupled problems of Navier-Stokes, elasticity, electromagnetism, etc. Chapter 2 also discusses the vectorial finite element method in details and shows how to set up such discretization procedure for the RTE. Sections 2.2.1 and 2.2.2, highlight the main differences between standard and vectorial FEM. A major difference comes from the fact that the vectorial FEM leads to a variational formulation which is a single vectorial equation solved in vectorial functional space, while, the standard FEM leads to a set of variational formulations which are solved over a single functional space. Contrary to blocked linear system structure from the standard FEM, the matrices derived from the vectorial FEM are banded. The advantages of using the vectorial FEM are made clear via numerical tests performed in section 2.3. The tests reveal that the vectorial FEM formulations yield faster timings for the linear system assemblies, as well as for the solution phase when compared to the standard FEM formulations for the RTE.

An efficient numerical method is the one which apart from qualities like accuracy, stability, generality, etc., is also easy to parallelize. Thankfully, one added advantage of using the vectorial FEM formulations is its straightforward parallelization. The main intention of chapter 3 is to review different approaches of parallelization compatible with the vectorial FEM. Depending on spatial and angular discretizations, the dual discretization procedure of the vectorial FEM allows us to set up parallelization via two different techniques of domain decomposition (DD) and angular decomposition (AD). Section 3.2 elaborates both of these parallelization techniques. While setting up DD with the standard FEM solver would have been a tedious task, the single vectorial equation makes it easier to set up DD with the vectorial FEM. The section 3.2.1 details why. Next, it is shown in section 3.2.2 how to set up AD with the vectorial FEM. The chapter further presents the extended AD in section 3.2.2.1. A new algebraic technique for efficiently redistributing the matrix obtained with the AD method has been implemented. A direct advantage of this new approach is that
the AD method can be extended on thousands of parallel processing units, which is not possible for standard AD techniques introduced in the literature. In order to assess the parallelization efficiency of the proposed DD and AD methods, scalability measurements have been performed. Section 3.3, provides results from the strong scaling performance analysis that was conducted for large scale radiative transfer problems with millions of unknowns. The proposed AD and DD methods are shown to possess quasi-linear scaling capabilities. Further, property independent scaling quality of DD is highlighted in section 3.3.2. Time-wise, the AD method is observed to perform better in comparison to DD method.

In order to speedup and tune the solving procedure further, the next chapter 4 is dedicated to the analysis of preconditioners for the Krylov subspace methods for solving different multi-dimensional radiative transfer problems. Based on the physics of radiation, different radiative transfer problems within transparent, absorbing, scattering, and reflecting media are analyzed. In section 4.2 an eigenspectrum analysis is performed on these different problems of radiation in order to study the effect of each physics on the condition number of the problem. It is concluded that: absorbing/transparent media problems are well conditioned; including the physics of scattering decreases the condition number of the discretized system; the condition numbers for an absorbing media does not change if reflection is added at the borders of problems; and the conditioning deteriorates heavily when the physics of reflection is involved in transparent/scattering media problems. Two Krylov subspace solvers, the GMRES and the BiCGSTAB, with or without preconditioning, are investigated in section 4.3.2 for solving the above mentioned radiative transfer problems. In conclusion, the BiCGSTAB outruns the GMRES for all cases, showing lower iteration count, solving times, and memory requirements. Via different numerical experiments on complex topology radiative transfer problems, it is established that preconditioning systems with the block Jacobi method (with incomplete LU factorizations with zero level of fill-in as block solvers) leads to faster convergence.

The fifth chapter is devoted to numerical experiments for analyzing some large scale problems of radiative transfer. To build trust in the reliability of results obtained from the vectorial FEM to predict unforeseen situations in radiative transfer, section 5.1 is dedicated to method verification, validation, and qualification. A thorough testing of the vectorial FEM against different benchmarks vouches for the reliability of the proposed method. In particular, the method of manufactured solutions is used in section 5.1.1 for verification of the vectorial FEM. Sections 5.1.2 and
5.1.3 compare the solutions obtained via the vectorial FEM against some reference solutions available in the literature and against the Monte-Carlo solutions, respectively. In addition, a transient conduction radiation problem that involves high temperatures has been solved in section 5.2. The aim of the problem is to reproduce a thermogram (temperature vs. time curve) obtained in a laser flash experiments for participating media by coupling conductive and radiative heat transfers. It is shown that experimental thermograms can be reproduced numerically with the vectorial FEM approach. After validating and verifying the vectorial FEM, finally, we show the capabilities of the solver to handle billions of unknowns, complex geometries, anisotropic media, specular reflections within some application cases of open-cell foam radiation. The volumetric radiation fields presented in section 5.2 bring into picture a more accurate and comprehensive knowledge about the localized and overall radiative energy attenuation within foams volume.

Finally the thesis ends with some conclusive remarks on the studies performed during the three years of this research.
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## Nomenclature

| Acronyms |  | $\sigma_{s}$ | scattering coefficient |
| :---: | :---: | :---: | :---: |
| AD | angular decomposition | $\mathcal{S}$ | unit sphere |
| CFD | computational fluid dynamics | $\mathcal{S}^{N_{d}}$ | discretized unit sphere |
| DD | domain decomposition | $\theta$ | zenith angle |
| DOM | discrete ordinates method | $\varepsilon$ | emissivity |
| FE | finite element | $\widehat{G}$ | manufactured radiative density |
| FEM | finite element method | $\widehat{I}$ | manufactured radiative intensity |
| FVM | finite volume method | G | radiative density |
| MPI | Message Passing Interface | $h_{s}$ | angular mesh size |
| PDE | partial differential equation | $h_{x}$ | spatial mesh size |
| RTE | radiative transfer equation | $I$ | radiative intensity |
| SUPG | streamline upwind Petrov | $I_{b}$ | blackbody emission |
|  | Galerkin | $n$ | refractive index |
|  |  | $N_{e}$ | number of mesh elements |
| Symbo |  | $N_{v}$ | number of mesh nodes |
| $\beta$ | extinction coefficient | $N_{P}$ | number of MPI processes |
| $n$ | outward unit normal vector | T | temperature |
| $s$ | direction vector | $t$ | time |
| $\boldsymbol{s}_{m}$ | discrete direction vector |  |  |
| $x$ | cartesian space coordinates |  |  |
| $\kappa$ | absorption coefficient |  | frequency dersipts |
| $\lambda$ | wavelength |  | frequency dependence |
| $\mathrm{d} \omega$ | solid angle | c | collimated |
| $N_{d}$ | number of directions | $s$ | specular |
| $v$ | frequency | $w$ | wall |
| $\Omega$ | spatial domain |  |  |
| $\Omega^{h}$ | spatial mesh |  |  |
| $\omega_{m}$ | discrete weight | Constants |  |
| $\partial \Omega$ | boundary | $c_{0}$ | speed of light in vacuum |
| $\Phi$ | scattering phase function |  | $2.9979245810^{8} \mathrm{~m} \mathrm{~s}^{-1}$ |
| $\phi$ | azimuthal angle | $c_{1}$ | SUPG algorithimic constant 2 |
| $\rho^{d}$ | diffused reflectivity coefficient | $h$ | Planks constant $6.62606810^{-34} \mathrm{~J} \mathrm{~s}$ |
| $\rho^{s}$ | specular reflectivity coefficient | k | Boltzmann constant $1.380650310^{-23} \mathrm{~J} \mathrm{~K}^{-1}$ |

## ロ

## The radiative transfer equation

Radiation is simply energy in the form of waves or particles that travels through space or other media. Radiative transfer is the physical phenomenon of energy transport caused due to these waves or particles. Sunshine is the most familiar forms of radiation. Radiation is important to many fields of science and technology. For thermal engineering or scientific applications that involve high temperatures, characterizing radiation is vital. This is because, at elevated temperatures energy transfer due to radiation can dominate the other two modes of heat transfer namely conduction and convection. A modernistic radiative transfer application is found within the material manufacturing industry. Many material manufacturers, nowadays, use radiation emitted by sophisticated lasers as heating sources for materials. The Automated Tape Placement process is one such example where composite forming is accomplished by using a laser. Some manufacturers also use lasers for melting, cutting, and welding materials. Naturally, for these applications, knowledge of radiative field and its propagation is crucial. Other examples where the energy transfer due to radiation plays a propitious role involve: combustion systems, optical tomography, rocket nozzles, porous gas burners, solar collectors, etc. While all the previously cited examples are man-made, natural radiative transfer problems exist more commonly in the fields of astrophysics and climatology. Some examples of radiative transfer that were mentioned are shown in figure 1.1.

Examples provided in the previous paragraph belong to diverse scientific communities that are involved in solving radiative transfer: thermal science, astro-


Figure 1.1: Radiative transfer examples from different application domains.
physics, medicine, optical tomography, climatology, combustion science, to cite but a few. Previous research has established that radiative transfer can be characterized mathematically by the radiative transfer equation (RTE) at mesoscopic and macroscopic scales, and by the Maxwell equations at microscopic scales. Publication metric data available over the Internet shows that the RTE has been growing in popularity since the early 1900's. Trends plotted ${ }^{1}$ in figure 1.2, confirm that even at present the equation is a hot topic within different scientific communities. It can be observed from the figure that there is an exponential growth in research concerning the radiative transfer equation till date. Hence, one can say that, solving the radiative transfer equation efficiently and accurately is of paramount importance for many fields of science.


Figure 1.2: Scientific publication metrics for the radiative transfer equation. The superscript * stands for incomplete data, because the metric for the final decade requires data till the year 2020.

Although solving radiative transfer was taken up as a challenge by many sects of science, radiative transfer, probably was, amongst the last modes of energy transport to be widely taken into account by the numerical scientists. The main reason is notorious nature of the RTE, which will be introduced in the forthcoming section 1.2.

[^5]In its general form, the RTE involves both differential and integral operators, therefore complicating its solution process.

In the following sections in this chapter, the reader is exposed to the radiative transfer equation and how to solve it numerically. These sections are inspired by the book "Radiative heat transfer" written by M. F. Modest [20], the book "Numerical methods in multidimensional radiative transfer" written by G. Kanschat, E. Meinköhn, R. Rannacher, and R. Wehrse [21], the thesis of D. Le Hardy [22], and the ETR2017 ${ }^{2}$ school lecture "Solution methods of the radiative transfer equation" by P. J. M. Coelho [23].

### 1.1 Preliminary description of radiation

Radiative transfer can be defined as the change in energy of any system due to absorption and emission of electromagnetic waves. Physically, these electromagnetic waves can be pictured as a group of massless (sub-atomic) particles propagating at the speed of light $c$. Each particle carries some amount of energy, inversely proportional to the wavelength $\lambda$ of its associated wave. These massless particles are called photons. Each photon can be associated with a plane wave, which when interacts with an atomic system either leads to energy loss by emission of photons, or to energy gain by absorption of photons. Photon absorption causes energy gain, this is due to the excitation of electrons from the lower energy states to the higher ones. Contrarily, emission of photons causes energy loss, this is due to jump of electrons from the higher energy states to the lower ones. The energy gained, and equivalently the energy lost, are quantified by $\Delta E_{p}=h v$, where $h=6.62606810^{-34} \mathrm{Js}$ is the Plank's constant and $v$ frequency of the photon: $v=c / \lambda$. Pictorial representations of the emission and the absorption processes are presented in figure 1.3.

In order to accurately account for radiative transfer of a system, solving the Maxwell's equations for obtaining the electromagnetic field is inevitable. This equation is quite frequently solved in microscopic regimes, however the approach seems too detailed for mesoscopic and macroscopic considerations. Fortunately, the Maxwell's equations are linear by nature, hence any solution to the equation can also be represented as superposition of plane waves, or in other words, by a set of photons. For this reason, to quantify radiative transfer at mesoscopic and macroscopic scales,

[^6]

Figure 1.3: Pictorial representation of emission (left) and absorption (right) processes at atomic level.
one can concentrate on number of photons present at any spatial location $x(x, y, z)$, and its energy distribution. The photon density defines the number of photons at any location $x$ traveling in direction $s$, crossing an infinitesimal area $\mathrm{d} A$ perpendicular to $s$, within a solid angle $d \omega$, and within wavelength and time intervals of $\lambda$ to $\lambda+\mathrm{d} \lambda$ and $t$ to $t+\mathrm{d} t$, respectively. Further, if the number of photons is multiplied by the energy that each photon carries, photon energy density or more commonly known as radiative intensity $I$ is obtained. Hence, radiative intensity $I$ can be physically defined as,

$$
\begin{equation*}
I_{\lambda}(x, s, t)=\frac{\text { photon energy at } \lambda \text { through an area normal to } s}{\mathrm{~d} A \mathrm{~d} \omega \mathrm{~d} \lambda \mathrm{~d} t} \tag{1.1}
\end{equation*}
$$

where, the subscript $\lambda$ denotes the wavelength dependence. Denoting this photon energy by $\mathrm{d} Q_{r \lambda}$, we can write,

$$
\begin{equation*}
I_{\lambda}(\boldsymbol{x}, \boldsymbol{s}, t)=\frac{\mathrm{d} Q_{r \lambda} \cdot \boldsymbol{n}}{\boldsymbol{s} \cdot \boldsymbol{n} \mathrm{~d} A \mathrm{~d} \omega \mathrm{~d} \lambda \mathrm{~d} t^{\prime}} \tag{1.2}
\end{equation*}
$$

here, $\boldsymbol{n}$ is the normal vector of $\mathrm{d} A$. The discussed nomenclature of the equation is made clear in figure 1.4. Equation (1.2) makes it clear that the radiative intensity is neither a vector nor a scalar quantity. This is due to that fact that radiative intensity is a function of directions $s$ which are defined over the unit sphere. Equation (1.2) can further be used to derive the total radiative energy $Q_{r}$ (also known as radiative heat flux) that crosses the surface perpendicular to the normal $n$, per unit area and time

$$
\begin{equation*}
Q_{r \lambda}(x)=\int_{\lambda=0}^{\infty} \int_{\omega(s)=4 \pi} I_{\lambda}(x, s, t) s \mathrm{~d} \omega \mathrm{~d} \lambda \tag{1.3}
\end{equation*}
$$

Using the radiative intensity one could also derive other quantities of interest, like:

- the monochromatic radiative heat flux,

$$
\begin{equation*}
Q_{r}(x)=\int_{\omega(s)=4 \pi} I_{\lambda}(x, s, t) s \mathrm{~d} \omega \tag{1.4}
\end{equation*}
$$

- the monochromatic radiative density (incident radiation),

$$
\begin{equation*}
G(x)=\int_{\omega(s)=4 \pi} I_{\lambda}(x, s, t) \mathrm{d} \omega \tag{1.5}
\end{equation*}
$$

- the monochromatic radiative heat influx $Q_{r}^{+}(\boldsymbol{x})$, defined on a surface with normal vector $n$, given by

$$
\begin{equation*}
Q_{r}^{+}(x)=\int_{\substack{\omega(\boldsymbol{s})=4 \pi \\ s \cdot n<0}} I_{\lambda}(\boldsymbol{x}, \boldsymbol{s}, t)|\boldsymbol{s} \cdot \boldsymbol{n}| \mathrm{d} \omega \tag{1.6}
\end{equation*}
$$

- the monochromatic radiative heat efflux $Q_{r}^{-}(\boldsymbol{x})$, defined on a surface with normal vector $n$, given by

$$
\begin{equation*}
Q_{r}^{-}(x)=\int_{\substack{\omega(\boldsymbol{s})=4 \pi \\ s \cdot n>0}} I_{\lambda}(\boldsymbol{x}, \boldsymbol{s}, t)|\boldsymbol{s} \cdot \boldsymbol{n}| \mathrm{d} \omega . \tag{1.7}
\end{equation*}
$$

Apart from the knowledge of radiative intensity $I_{\lambda}(x, s, t)$ and radiative energy $Q_{r \lambda}$, it is also necessary to quantify how much a system emits at different physical conditions. For this, the concept of black body was introduced. By definition, any body which can absorb all the photons that it interacts with, is called a black body. Further, it is established that such bodies, under thermal equilibrium, emit equivalent amount of energy that it had absorbed. This statement is dubbed as the Kirchhoff's law. To quantify the energy emitted by a black body $I_{b \lambda}$, the Plank's black body distribution law can be used. It reads,

$$
\begin{equation*}
I_{b \lambda}(T, \lambda)=\frac{2 \pi h c_{0}^{2}}{n^{2} \lambda^{5}} \frac{1}{\left[\exp \left(h c_{0} / n \lambda k T\right)-1\right]^{\prime}} \tag{1.8}
\end{equation*}
$$

where, $c_{0}=2.9979245810^{8} \mathrm{~m} \mathrm{~s}^{-1}$ is the speed of light in vacuum, $n=c_{0} / c$ is the refractive index of the medium, $T$ denotes the temperature of the medium, and $k=1.380650310^{-23} \mathrm{JK}^{-1}$ is the Boltzmann constant. The black body emits photons isotropically, equally in all directions, hence does not depend on $s$, and is a scalar variable within a medium.


Figure 1.4: Infinitesimal area $\mathrm{d} A$ surrounded by the unit hemisphere. The propagation direction $s$ and its corresponding solid angle $\mathrm{d} \omega$ have also been shown.

### 1.2 The radiative transfer equation

Once all the mathematical tools for describing radiation are settled, the RTE can now be introduced. The RTE can be derived in several different ways. In this thesis, the phenomenological way of treating the radiation energy based on the photon framework will be followed, and the other ways to derive the equation will be briefly discussed at the end of this section.

As it was established in the previous paragraph, the radiative energy at macro- and meso-scales can be characterized by its specific intensity or simply the radiative intensity $I_{\lambda}(x, s, t)$ which is a function of the position $x$, the wavelength $\lambda$, the direction $s=[\cos \phi \sin \theta, \sin \phi \sin \theta, \cos \theta]^{\top}$, and the time $t$. The azimuthal angle $\theta$ and the zenith angle $\phi$ are used to characterize $s$. Figure 1.4 shows these two angles. It follows that, the radiative intensity $I_{\lambda}(x, s, t)$ along its path is subjected to the following three processes: (a) absorption characterized by the absorption coefficient $\kappa_{\lambda}(\boldsymbol{x})$, (b) scattering characterized by the scattering coefficient $\sigma_{s \lambda}(x)$ and the scattering phase function $\Phi_{\lambda}\left(s, s^{\prime}\right)$, and (c) emission characterized by the absorption coefficient $\kappa_{\lambda}(\boldsymbol{x})$ and the Plankian black body function $I_{b \lambda}(T, \lambda)$. The addition of the absorption and the scattering coefficients is called the extinction coefficient $\beta_{\lambda}(\boldsymbol{x})$. The inverse of the


Figure 1.5: Pictorial representation of absorption, emission, in-scattering, and outscattering: processes that affect the net loss or gain of photons in the direction $s$.
extinction coefficient is the mean free path $m_{\lambda}=1 / \beta_{\lambda}$. Before continuing further with the derivation, the process of scattering can be stated as the redirection of any photon from its original direction $s$ to some other direction $s^{\prime}$. If a photon is joined by other scattered photons, this leads to rise in radiative energy (as the photon count increases). This subprocess of scattering is known as in-scattering. Contrarily, if a photon scatters away from its main propagating direction, this leads to a loss in the radiative energy (as photon count decreases). This subprocess of scattering is known as out-scattering. The probability of how a photon propagating in $s$ can be redirected to $s^{\prime}$ is defined by the scattering phase function $\Phi_{\lambda}\left(s, s^{\prime}\right)$.

As mentioned, the radiative intensity I propagating in $s$, once it traverses
infinitesimal distance $\mathrm{d} s\left(\ll m_{\lambda}\right)$, is reduced by the process of extinction. In the photon framework, this reduction accounts for the decrease in the number of photons, either by absorption of photon by the medium (see figure 1.5a) or by out-scattering of photons to other directions (see figure 1.5d). Mathematically this is given by

$$
\begin{equation*}
\left(\frac{\mathrm{d} I}{\mathrm{~d} s}\right)_{-}=-\left[\kappa_{\lambda}(x)+\sigma_{s \lambda}(x)\right] I_{\lambda}(x, s, t)=-\beta_{\lambda}(x) I_{\lambda}(x, s, t) \tag{1.9}
\end{equation*}
$$

Further $I$ is increased by the process of emission. In photon framework, this gain accounts for the increase in number of photons due to emission (see figure 1.5b). Mathematically this is given by

$$
\begin{equation*}
\left(\frac{\mathrm{d} I}{\mathrm{~d} s}\right)_{+}=\kappa_{\lambda}(x) I_{b \lambda}(T, \lambda) \tag{1.10}
\end{equation*}
$$

Finally $I$ is further increased by in-scattering. As in-scattering has contribution from all directions, hence, it must be calculated by integration over all solid angles. In the photon framework, the gain in radiative intensity due to in-scattering accounts for the increase of the number of photons that are redirected to the current direction by the process of in-scattering (see figure 1.5c). Mathematically this is given by

$$
\begin{equation*}
\left(\frac{\mathrm{d} I}{\mathrm{~d} s}\right)_{+}=\frac{\sigma_{s \lambda}(x)}{4 \pi} \oint_{s^{\prime}=4 \pi} I_{\lambda}\left(x, s^{\prime}\right) \Phi_{\lambda}\left(s, s^{\prime}\right) \mathrm{d} s^{\prime} \tag{1.11}
\end{equation*}
$$



Figure 1.6: Attenuation of the radiative intensity by absorption, scattering, and emission processes. Note, for conciseness, time, wavelength, and spatial dependence for all the functions in the figure are not used.

The variation of the radiative intensity by the processes of emission, absorption, in-scattering and out-scattering has been pictorially shown in figure 1.6. Since we
are interested in the net balance of the total number of photons, this can be achieved by combining the three equations (1.9) to (1.11),

$$
\begin{equation*}
\frac{\mathrm{d} I}{\mathrm{~d} s}=-\beta_{\lambda}(x) I_{\lambda}(x, s, t)+\kappa_{\lambda}(x) I_{b \lambda}(T, \lambda)+\frac{\sigma_{s \lambda}(x)}{4 \pi} \oint_{s^{\prime}=4 \pi} I_{\lambda}\left(x, s^{\prime}\right) \Phi_{\lambda}\left(s, s^{\prime}\right) \mathrm{d} s^{\prime} \tag{1.12}
\end{equation*}
$$

Note, for readability, $I_{\lambda}(x, s, t)$ is simply presented as $I$ on the left hand side of the equations above. This will be followed until the full radiative transfer equation (1.18) is derived. Since the variation of radiative intensity $\mathrm{d} I$ along a direction $s$ depends both on distance $\mathrm{d} s$ in this direction, and on traversal time $\mathrm{d} t$. Therefore we could write,

$$
\begin{equation*}
\mathrm{d} I=I(s+\mathrm{d} s, t+\mathrm{d} t)-I(s, t)=\frac{\partial I}{\partial s} \mathrm{~d} s+\frac{\partial I}{\partial t} \mathrm{~d} t \tag{1.13}
\end{equation*}
$$

Recall that photons travel at the speed of light $c$, hence $\mathrm{d} s=c \mathrm{~d} t$. This changes the equation to,

$$
\begin{equation*}
\frac{\mathrm{d} I}{\mathrm{~d} s}=\frac{\partial I}{\partial s}+\frac{1}{c} \frac{\partial I}{\partial t} \tag{1.14}
\end{equation*}
$$

Substituting equation (1.14) in equation (1.12), the equation now reads,

$$
\begin{align*}
\frac{\partial I}{\partial s}+\frac{1}{c} \frac{\partial I}{\partial t}= & -\beta_{\lambda}(x) I_{\lambda}(x, s, t)+\kappa_{\lambda}(x) I_{b \lambda}(T, \lambda) \\
& +\frac{\sigma_{s \lambda}(x)}{4 \pi} \oint_{s^{\prime}=4 \pi} I_{\lambda}\left(x, s^{\prime}\right) \Phi_{\lambda}\left(s, s^{\prime}\right) \mathrm{d} s^{\prime} \tag{1.15}
\end{align*}
$$

Since the derivative along the photon traversal distance $\partial / \partial s$ is independent of the coordinate system, therefore, in terms of Cartesian coordinates, we may express this as

$$
\begin{equation*}
\frac{\partial I}{\partial s}=\frac{\partial x}{\partial s} \frac{\partial I}{\partial x}+\frac{\partial y}{\partial s} \frac{\partial I}{\partial y}+\frac{\partial z}{\partial s} \frac{\partial I}{\partial z} \tag{1.16}
\end{equation*}
$$

Notice that the three partial differentials $\partial x / \partial s, \partial y / \partial s$, and $\partial z / \partial s$ are simply the three components $s_{x}, s_{y}$, and $s_{z}$ of the direction $s$ (see figure 1.4). Hence one could replace $\partial I / \partial s$ in equation (1.15) simply by $s \cdot \nabla I$, the equation then reads

$$
\begin{align*}
s \cdot \nabla I_{\lambda}(x, s, t)+\frac{1}{c} \frac{\partial I_{\lambda}(x, s, t)}{\partial t}= & -\beta_{\lambda}(x) I_{\lambda}(x, s, t)+\kappa_{\lambda}(x) I_{b \lambda}(T) \\
& +\frac{\sigma_{s \lambda}(x)}{4 \pi} \oint_{s^{\prime}=4 \pi} I_{\lambda}\left(x, s^{\prime}\right) \Phi_{\lambda}\left(s, s^{\prime}\right) \mathrm{d} s^{\prime} \tag{1.17}
\end{align*}
$$

Equation (1.17) is the radiative transfer equation in its comprehensive form. One could also do the exercise of deriving the RTE by another phenomenological approach, i.e, by employing Einstein's concept of photons. Then, the radiative intensity field is described in terms of photon gas which satisfies the linear Boltzmann
equation (see [24] for more details). The Boltzmann equation is capable of describing the transport of general particles irrespective of the physics followed by them. Another approach to derive the RTE is by using a stochastic model (see [25] for more details). The stochastic nature of the radiation was implicitly included within the classical derivation of the RTE [26]. This approach connects radiation with Markov processes. Further, under some assumptions, the RTE can also be derived directly by reducing the Maxwell's equation. The analytical wave theory starts with the Maxwell's equations and takes ensemble averages based on statistics of the position, sizes, and concentration of the scatterers [27]. This results in Bethe-Salpeter equation [28]. The Bethe-Salpeter equation can then be used to derive the RTE [29].

The full RTE is presented in equation (1.17). However, for this thesis, the following three assumptions to the equation will be considered. First, since the speed of the light is very high, for many practical cases, one can consider that the radiative intensity field instantly reacts to any changes of the physical conditions that determine it. Hence, from here forth, the partial derivative of $I$ with respect to time $t$, in equation (1.17), will be ignored. Second, all the test cases presented in this thesis deal with radiation within solid materials. In most of these cases the radiative intensity is monochromatic by nature. Following this, the wavelength dependence from equation (1.17) will be dropped. However, the monochromatic wavelength $(\lambda \rightarrow \mathbb{R})$ is still required for calculating the black body intensity $I_{b}(x, \lambda)$ by using equation (1.8). Finally, we assume that the medium of interest is stationary (compared to $c$ ). This means that non-polarized radiation can be considered. The monochromatic steadystate radiative transfer equation within any homogenized medium reads

$$
\begin{equation*}
(s \cdot \nabla+\beta) I(x, s)=\frac{\sigma_{s}}{4 \pi} \oint_{s^{\prime}=4 \pi} I\left(x, s^{\prime}\right) \Phi\left(s, s^{\prime}\right) \mathrm{d} s^{\prime}+\kappa I_{b}(T, \lambda) \quad \forall x \in \mathbb{R}^{d}, s \in \mathcal{S} \tag{1.18}
\end{equation*}
$$

Here $d$ is the dimension of the problem, and $\mathcal{S}$ is the unit sphere within which solid angles $\mathrm{d} \omega$ and directions $s$ lie (the half unit sphere was shown in figure 1.4).

### 1.3 Boundary conditions for solving the radiative transfer equation

The RTE described in the previous section, in its monochromatic steady form (1.18), contains the first order transport operator for the radiative intensities. Assuming that the RTE is to be solved for any domain $\Omega$ such that $x \in \Omega \subset \mathbb{R}^{d}$, and that the domain is enclosed by a surface $\partial \Omega$, solving the RTE within the domain $\Omega$ then becomes a
boundary value problem which can be solved with the help of radiative intensities specified on the surface (wall) $\partial \Omega$ of the medium. In fact, how radiation behaves at the surfaces is a crucial piece of knowledge that is needed alongside the RTE for solving it.

Any surface $\partial \Omega$ which is not at absolute 0 K temperature, will emit certain amount of radiation. This emitted energy or the emitted intensity $I_{\text {emitted }}$, depends on the surface temperature, the direction of emission, etc. Generally, the black body intensity $I_{b}\left(T_{w}, \lambda\right)$ is used as a reference to define the surface properties of any enclosed medium. For $\partial \Omega$ which is at temperature $T$, we define the emissivity $\varepsilon$ as

$$
\begin{equation*}
\varepsilon=I_{\text {emitted }}\left(T_{w}, \boldsymbol{s}\right) / I_{b}\left(T_{w}, \lambda\right), \tag{1.19}
\end{equation*}
$$

where the subscript $w$ denotes wall affiliation. Since, at a given temperature, no body is capable of emitting more radiation than the black body (Kirchhoff law), $\varepsilon$ will always be between 0 and 1 . Hence, using this equation (1.19), we can write a simple boundary condition for the RTE for a problem with emitting walls,

$$
\begin{equation*}
I_{w}\left(\boldsymbol{x}_{w}, \boldsymbol{s}\right)=I_{\mathrm{emitted}}\left(\boldsymbol{x}_{w}, \boldsymbol{s}, T\right)=\varepsilon I_{b}\left(T_{w}, \lambda\right) \quad \forall \boldsymbol{x}_{w} \in \partial \Omega \tag{1.20}
\end{equation*}
$$

Note that this kind of boundary condition is also known as diffused boundary condition.
Another type of boundary conditions arise when the surface emits radiation but only in a single direction $s_{c}$. This is called the collimated boundary condition. One way to treat such boundary condition is to assume $\varepsilon=1$ for the collimated direction $\boldsymbol{s}_{c}$, while $\varepsilon=0$ for other directions $\boldsymbol{s}_{c}^{\prime}$. Mathematically, equation (1.20) can be adapted for the collimated case:

$$
I_{w}\left(\boldsymbol{x}_{w}, \boldsymbol{s}\right)=I_{\text {collimated }}=\left\{\begin{array}{lll}
I_{0} & \forall \boldsymbol{x}_{w} \in \partial \Omega & \text { if } \boldsymbol{s}=\boldsymbol{s}_{c}  \tag{1.21}\\
0 & \forall \boldsymbol{x}_{w} \in \partial \Omega & \text { if } \boldsymbol{s} \neq \boldsymbol{s}_{c}
\end{array}\right.
$$

Here, $I_{0}$ is the radiative intensity strength of the collimated beam. Such type of boundary condition arises in solar collector applications, laser radiation problems, etc.

Further, other type of boundary conditions arise due to property of the surface known as reflectivity $\rho$. Such boundary conditions are needed when radiations reach surfaces with different refractive indices on either side of the surface. Certain cases exist where reflectivity of the surface is neglected and radiation is allowed to freely pass through. This type of boundary condition is called vacuum boundary condition.

For cases where the phenomena of reflections cannot be ignored, based on the topology of the surface (optically rough or smooth), reflectivity $\rho$ is divided into a


Figure 1.7: Different kinds of boundary conditions for the radiative transfer equation. In the figure, BC denotes boundary condition.
diffuse component $\rho^{d}$ (rough surfaces), and a specular component $\rho^{s}$ (smooth surfaces). This gives rise to two types of boundary conditions: diffusely reflecting boundary condition and specularly reflecting boundary condition. Note that the superscripts $d$ and $s$ stand for diffusely and specularly, respectively.

A surface is considered to be diffusely reflecting if it is capable of distributing the incident radiative intensity traveling in $s^{\prime}$ to all the directions $s$ contained in the hemisphere. The hemisphere exists with a conditional $\boldsymbol{n}_{w} \cdot \boldsymbol{s}^{\prime}<0$. Mathematically this boundary condition reads

$$
\begin{equation*}
I_{w}\left(\boldsymbol{x}_{w}, \boldsymbol{s}\right)=I_{\text {Reflecting }}^{d}=\frac{\rho^{d}}{\pi} \int_{\boldsymbol{n}_{w} \cdot \boldsymbol{s}^{\prime}<0} I_{w}\left(\boldsymbol{x}_{w}, \boldsymbol{s}^{\prime}\right)\left|\boldsymbol{n}_{w} \cdot \boldsymbol{s}^{\prime}\right| \mathrm{d} \boldsymbol{s}^{\prime} \tag{1.22}
\end{equation*}
$$

here, $\boldsymbol{n}_{w}$ is the local outward normal to surface $\partial \Omega$ and $\boldsymbol{n}_{w} \cdot \boldsymbol{s}^{\prime}=\cos \theta^{\prime}$ is cosine of angle between any incoming direction $s^{\prime}$ and the surface normal $\boldsymbol{n}_{w}$.

Next, a surface is considered to be specularly reflecting if it is capable of redirecting the incident radiative intensity traveling in specular direction $\boldsymbol{s}_{s}$ to another direction $\boldsymbol{s}$. These directions are governed by $\boldsymbol{s}_{s}=\boldsymbol{s}-2(\cos \theta) \boldsymbol{n}_{w}$, here $\cos \theta=\boldsymbol{s} \cdot \boldsymbol{n}_{w}$. Mathematically, the boundary condition reads

$$
\begin{equation*}
I_{w}\left(\boldsymbol{x}_{w}, \boldsymbol{s}\right)=I_{\text {Reflecting }}^{s}=\rho^{s} I\left(\boldsymbol{x}_{w}, \boldsymbol{s}_{s}\right) \tag{1.23}
\end{equation*}
$$

Reflections are considered to be idealized for the diffusely or specularly
reflecting surfaces. For non-ideal surfaces, one could build the bidirectional reflection function $\rho^{\text {BRDF }}$ (either by theory or experiments), and use it to model such surfaces. While both $\rho^{d}$ and $\rho^{s}$ are scalar values, the bidirectional reflection function $\rho^{\text {BRDF }}$ on the other hand is a full map of how all incoming directions $s$ are reflected to corresponding directions $s^{\prime}$. One could see such functions as special kinds of phase functions valid only at the boundaries. Mathematically, the non-ideally reflecting boundary condition can be stated as,

$$
\begin{equation*}
I_{w}\left(\boldsymbol{x}_{w}, \boldsymbol{s}\right)=I_{\mathrm{Reflecting}}^{\mathrm{BRDF}}=\int_{\boldsymbol{n}_{w} \cdot \boldsymbol{s}^{\prime}<0} \rho^{\mathrm{BRDF}} I\left(\boldsymbol{x}_{w}, \boldsymbol{s}^{\prime}, \boldsymbol{s}\right) I_{w}\left(\boldsymbol{x}_{w}, \boldsymbol{s}^{\prime}\right)\left|\boldsymbol{n}_{w} \cdot \boldsymbol{s}^{\prime}\right| \mathrm{d} \boldsymbol{s}^{\prime} \tag{1.24}
\end{equation*}
$$

All the boundary conditions discussed in previous paragraphs have been pictorially represented in figure 1.7. There are other types of boundary conditions that exist, for instance, refraction at the surfaces, opaque surfaces with arbitrary emittance, etc. These will not be discussed here, but [20] can be referred for a detailed knowledge on these types of boundary conditions.

### 1.4 Bibliographical survey of solution methods for radiative transfer problems

To solve the radiative transfer problems many solution techniques have been developed during the past years. Textbooks [20,30] present detailed explanations of many solution methods, applicable to the radiative heat transfer problems. In this section, a brief description and a non-exhaustive bibliographical survey of some popular techniques for solving the radiative transfer problems is presented. The survey is not exhaustive considering the huge amount of developments and research in this area. Further, we would also overview some analytical methods for which solving the RTE may not be required.

Until the early 1960's main focus of numerical scientists solving the RTE was to solve the equation for simple cases that involved spherically symmetric or on plane-parallel systems. For these idealized cases the analytical solutions were readily amiable at the time $[26,31]$. We know now that many formal solutions exist for the RTE, e.g., for a non-scattering medium, or for a purely scattering medium, or for a cold medium. The analytical expressions which govern radiation for such cases are provided in [20]. It was post 1960's that many scientific sects such as the radiative transfer community [20,30,32,33,34,35,36], the neutron transport community [37,
$38,39,40,41]$, the optical imaging community [42, 43, 44, 45], etc., aimed towards numerically solving the radiative transfer phenomena for real world applications, considering multidimensional and anisotropically scattering media. This consequently led to development of many new numerical schemes for solving the RTE. Each newly developed method claimed to have some or the other advantages over other methods.

Broadly, the numerical schemes that have been developed for solving the RTE can be divided into two major categories. The first group consists of the physics-based particle tracing approaches which are based on probabilistic concepts to simulate elementary radiation events of absorption, emission, scattering, and reflection. The second group consists of the deterministic approaches. Here, the integro-differential RTE, is solved by the process of mathematical discretizations.

### 1.4.1 Stochastic approach (Monte-Carlo method)

Huge amount of work has been performed concerning the solution of radiative transfer with Monte-Carlo methods. A non-exhaustive list of published literature include [46, $47,48,49,50,51]$. Undoubtedly, the Monte-Carlo method is one of the most commonly used and the most powerful numerical tool available for solving the RTE. The method allows for simulating diverse range of radiative transfer problems with complex geometries, heterogeneous media, anisotropically scattering media, etc. The method is generally considered as a reference method, which can be used for benchmarking purposes.

A Monte-Carlo radiative transfer simulation, based on probability theory, simulates the stochastic events of absorption, emission, scattering, and reflection. This is accomplished by firing a large number of photons from random positions in random directions into the computational domain. The paths of the photons are tracked throughout the medium. After a random distance depending on the mean free path $m$, photons are scattered, absorbed, or reflected randomly. The process is iterated for each photon until it has either escaped from the domain or has been absorbed completely. From a computational view point, the algorithm becomes time consuming in two scenarios: when a huge number of photons are needed to be tracked, or when the photons are needed to be scattered several thousand times. The former case exists when one considers a large computational domain and the latter case exists when optically thick media (very short mean free paths) are considered.

Due to the mentioned limitations, several improvements to the classical

Monte-Carlo method have been made. For example, photons could be replaced by photon bundles (intensity packets) which are not completely absorbed at random distances but their strength (intensity) decreases according to $\kappa$, see [46]. Certain acceleration schemes exist to speed up the Monte-Carlo simulations, for instance see $[52,53,54]$. Moreover, to build a computationally fast Monte-Carlo method, parallelization comes in handy $[55,56]$. It should be mentioned that these methods are easy to parallelize, as each photon or an intensity packet can be handled separately by a parallel processing unit.

With all the advantages of the Monte-Carlo method enlisted in the previous paragraphs, what motivated numerical scientists to solve the RTE deterministically is that, the Monte-Carlo method is computationally expensive when compared to the deterministic methods, particularly for relatively simple problems. As mentioned earlier, a large number of photons or intensity packets are needed to obtain statistically accurate results. Moreover, the Monte-Carlo solution algorithm is entirely different from the ones used in Computational Fluid Dynamics (CFD) for solving heat equation, fluid flow, etc. Hence it is difficult to couple a Monte-Carlo based solver to a deterministic CFD solver.

### 1.4.2 Deterministic approaches: angular discretization techniques

The steady-state monochromatic radiative transfer equation is a five dimensional problem by its nature since it depends both on space $x=x(x, y, z)$ (three unknowns) and angles $s=s(\theta, \phi)$ (two unknowns). Hence, for deterministic approaches, two kinds of discretizations can be looked at separately: angular discretization and spatial discretizations. In this subsection, the angular discretization techniques will be discussed.

### 1.4.2.1 Spherical harmonics method

This spherical harmonics method is also popularly known as the $\mathrm{P}_{\mathrm{N}}$ method or the differential moment method. Introduced in [57], the spherical harmonics method transforms the RTE into a set of simultaneous partial differential equations. To briefly explain the method, first the radiative intensity $I(\boldsymbol{x}, \boldsymbol{s})$ is expressed as a truncated series expansion in terms of directionally dependent spherical harmonics. Further, the phase function is expressed as a truncated series of Legendre polynomials. Next, these approximations are substituted in the RTE, which is then multiplied by the spherical harmonics of the series expansion and integrated over all directions. The method is
called the $P_{1}$ method when the spherical harmonics of the series is truncated only after one term, this yields one partial differential equation. Higher order variant, the $P_{3}$ method, truncates the spherical harmonics of the series after the first three terms, this yields 16 partial differential equations. However, only a few works reported in the past use the $P_{3}$ method $[58,59,60]$. In other words the $P_{1}$ method is more popularly used $[61,62,63,64]$. Without attempting for completely describing the method, the reader is referred to textbooks such as $[20,30]$ which contain the detailed derivation and analysis of the method.

The main advantage of $\mathrm{P}_{1}$ method is its simplicity and low computational cost. However, reasonable solutions can only be computed for problems where the radiative intensity field is nearly isotropic. In general, the method performs the best for optically thick media, while its accuracy depletes for optically thin media and for strongly anisotropic radiation intensities (collimated boundary conditions), particularly in multi-dimensional geometries with large aspect ratios [20]. Further, for problems with dominant emission from boundaries, the spherical harmonics method performs poorly.

The modified version of $\mathrm{P}_{\mathrm{N}}$ method, known as the simplified $\mathrm{P}_{\mathrm{N}}$ or $\mathrm{SP}_{\mathrm{N}}$ method $[65,66,67]$, is also used to discretize the RTE in the angular space. Note that after applying these methods, the spatial discretization of the problem is still required.

### 1.4.2.2 Discrete transfer method

The discrete transfer method [68, 69, 70, 71] solves the radiative transfer equation along representative rays (directions) between two boundaries. Each representative ray is contained within a solid angle, and it is assumed that the radiative intensity is constant within the solid angle. These representative rays are specified on the hemispheres centered about the points located on the boundary of the computational domain. These boundary points are determined from the computation grid. The method, so far, has been applied on radiative transfer problems either with non-scattering media or with isotropically scattering media. The method was originally built for structured grids, however, later it was expanded for unstructured grids [72], and for curvilinear grids [73].

This method originated in the combustion science community, and was specifically designed to accurately predict the boundary heat flux. This is due to the fact that the boundary heat flux is important for combustion applications. However, for satisfactorily predicting the radiative field (source needed for coupling radiation to CFD)
within the medium, the method requires a fine computational grid. This is a major drawback of the method, as the computational cost increases rapidly. Moreover, the method is non-conservative by nature, which may be disadvantageous if coupling of a discrete transfer radiative solver is required to other solvers that employ conservative discretization for other physics.

Another disadvantage of the discrete transfer method is the ray effect, which leads to a loss in accuracy. Ray effects arise for cases with sharp temperature gradients either on the boundary or within the medium. Whenever radiative intensity is assumed to be constant within a solid angle (non-physical assumption), ray effects are prone to happen. In order to rectify ray effects, the remedy is to use fine number of representative rays, but this implies a drastic increase in computational resources.

### 1.4.2.3 Discrete ordinates method

The discrete ordinates method (DOM) handles the angular discretizations by using the collocation method, i.e., replacing the integral over the unit sphere (first term on the right hand side of equation (1.18)) by a quadrature rule or a weighted summation. Consequently, one solves the RTE for a set of discrete directions, which span the total solid angle $4 \pi$ around any spatial location. Following the DOM, one needs to solve simultaneous partial differential equations that replace the integro-differential RTE. The scheme was first introduced by Chandrasekhar [26] in 1950. However, it became a popular method to solve the RTE after a significant contribution from Fiveland [32] in 1984. Ever since, it has been widely used and developed [34, 35, 74, 75, 76, 77, 78]. The review paper [79] summarizes the recent advances in the discrete ordinates method for solving the radiative transfer equation. This method is the chosen angular discretization technique in this manuscript, hence the method will be explained in details in the following chapters.

For the DOM, the sets of discrete directions and their associated weights (solid angles) can be either calculated based on Gaussian quadrature rules [80, 81, 82], or constructed based on the angular mesh chosen to discretize the unit sphere [77, 83, 21], or constructed by using the finite element method [34, 84, 85, 86]. The degree of accuracy for the DOM depends on the choice of angular and spatial discretization procedures. For example, the discrete ordinates method coupled to the piecewise linear finite element method was reported to be second order accurate [35, 21].

The DOM is well suited for evaluating angular integrals of the radiative in-
tensity fields, such as the radiative density (equation 1.5), the radiative heat flux (equations 1.6 and 1.7), etc. However, the method is poorly suited to follow the paths of a particular photon. The reason being, that the DOM approximates the integral term of RTE either by a quadrature or by a weighted summation. Therefore, the method will be well suited for calculating integral quantities. This means, if we are interested in knowing how a particular directional intensity field changes within the medium, this method is not the most appropriate.

The ray effect, which was previously discussed in the context of discrete transfer method, is also a disadvantage of the DOM. The reason for occurrence of ray effect within the DOM being the same as before, i.e., the radiative intensity is assumed to be constant within a solid angle (non-physical assumption). Another bias for the DOM comes from false scattering. False scattering appears within numerical solutions of the RTE, and these appear due to application of upwinding techniques which are applied for handling the convective dominant RTE. However, it was proven that these two sources of errors (false scattering and ray effects) are opposing each other and tend to compensate the total error [87, 88]. The opposing effect comes from the fact, that when ray effects tend to enhance discontinuities or gradients of the radiative intensity field, false scattering tends to smooth the radiative intensity field. A simple remedy to mitigate these effects is to refine both angular and spatial meshes simultaneously. Further, one may also choose to use the modified DOM [89] which helps to eliminate these biases.

The DOM, at present has become the most widely used radiation model (discretization based) since it provides accurate results for a vast range of problems at moderate computational requirements. Complex geometries, heterogeneous media, reflections, anisotropic scattering, etc., can be easily handled by the method. Many preconditioning strategies [90, 91, 92, 93] and parallelization techniques [94, 95, 93, 96] have been developed for the method to enhance the algorithm. The method is also easily coupled with available CFD solvers, hence coupled conduction-convectionradiation problems have also been solved using such method.

### 1.4.2.4 Finite volume method

The finite volume method for angular discretization is much similar to the previously discussed DOM. The difference comes from the fact that the RTE is integrated over every control angle (solid angle) from the angular discretization. These control angles are constructed by intersecting parallel lines of constant latitude and constant meridian
lines. Like the DOM, the value of radiative intensity is constant within a control angle, however its direction is allowed to vary within the angle. The method is widely used with the finite volume discretization for the spatial domain. The finite volume method is known to model radiation with relatively good accuracy, and is becoming widely popular [97, 98, 99].

One advantage of the method is that it is fully conservative. By using analytical phase functions, an exact evaluation of the average phase function can be guaranteed. This is due to the fact that one can guarantee integral of the phase function over the unit sphere yields $4 \pi$. Disadvantages of the DOM, namely, ray effect and false scattering remain valid for the finite volume method as well. And like the DOM, the finite volume method is easily coupled with other CFD solvers and can be parallelized [100]. Raithby [101] compares the finite volume method to the DOM.

### 1.4.2.5 Other methods

In addition to the discussed methods for the angular discretization, several other methods are available. The flux methods (t2-flux method [102, 103], modified 2-flux method [104], 4-flux method [105], and 6-flux method [106]) were very popular in the past, because these were computationally cheap and easy to set up. Later, with the development of more accurate and flexible methods like the DOM, the spherical harmonics, etc., the flux methods are now rarely used. Another method, the Hotell's zonal method [107] was often used in the past to calculate radiative transfer in furnaces. The method was originally developed for non-scattering media and later expanded for scattering media. The zonal method like the Monte-Carlo method is considered as a reference method. However, its application to complex geometries significantly increases the computational time. Moreover, like the Monte-Carlo method, it remains decoupled from CFD solvers.

Another approach, the diffusion approximation, which is also dubbed as the Rosselands approximation $[108,109]$ is applicable to media with optical thickness much larger than unity. Physically, in such a medium, radiation travels very short distances before being absorbed. Mathematically, one gets an equation similar to the Fourier law for conduction, which is easy to solve analytically or numerically. A serious limitation comes from the fact that the model is not generalized and only applies to optically thick problems, as such the method is case specific. While a medium may be considered optical thick for a specified wavelength, the same media may behave semi-transparent or even optically thin for other wavelengths.

Another case specific method is the optically thin approximation [30], contrary to the Rosselands approximation the medium is consider to have optical thickness of much less than unity. Physically, for such scenarios, radiation escapes from the medium to the surroundings without being self absorbed or scattered. This is indeed the most dramatic simplification that can be considered for a radiative transfer problem. Even in cases with weak radiation, the method does not perform well [110]. One advantage of the method is that the method is computationally cheap. However, it is not preferred if an accurate calculation is required. The method also shares the same limitation as Rosselands approximation, i.e, a medium may not be optically thin for different wavelengths.

### 1.4.3 Deterministic approaches: spatial discretization techniques

In this subsection, the methods available for discretizing the RTE spatially (after angular discretization) are discussed. If angular discretization of the RTE leads to a partial differential equation(s) that cannot be solved analytically, spatial discretization becomes inevitable. For example, the DOM, the finite volume method, and the spherical harmonics methods, all need the spatial discretization. One could say that spatial discretization if it exists, is the second step of the full discretization process for numerically solving the RTE. Some of the used spatial discretization techniques include the finite difference method, the finite volume method, the finite element method, the method of short characteristics, etc.

### 1.4.3.1 Finite difference method and the method of short characteristics

Simplest among the spatial discretization schemes are the finite difference method [44, 111,112 ] and the method of short characteristics [113, 114]. These methods are applied upon regular structured grids. Hence, in most cases, these can be only used with fairly simple geometries. Within diffuse optical tomography community, to solve an inverse radiative transfer problem, the finite difference method was coupled to the discrete ordinates method [115]. On the other hand, the method of short characteristics was also coupled to the discrete ordinates method to solve few two-dimensional astrophysics problems [116].

Both these methods yield an algebraic system of equations which can be rapidly solved for homogeneous media and smooth data. Regardless of their simplicity, the mathematical structure of these methods is weak, mathematical theories such as posterior error estimate (a powerful tool for mesh adaption) cannot be realized in such
methods. In addition, such methods fail when dealing with complex geometries, large optical depths, highly scattering media, and steep solution gradients [117]. Perhaps, these two methods are the two rarely used methods for spatial discretization of the RTE.

### 1.4.3.2 Finite volume method

The finite volume method is based on conservative properties of the partial differential equation(s) derived after angular discretization process of the RTE. Indeed, it is the most frequently used method for spatially discretizing the radiative transfer equation [33, 97, 118, 119, 120]. Mostly, the finite volume method is coupled with discrete ordinates method in order to give full solution of the radiative transfer equation [77, 121, 120]. However, the method has also been coupled to other angular discretization methods like, the finite element method [84], the finite volume method [97, 99], and the spherical harmonics method $\left(\mathrm{P}_{1}\right.$ and $\left.\mathrm{P}_{3}\right)$ [60, 122, 123].

The finite volume method for spatial discretization works best with structured grids, because it is easy to handle transport sweeps that are needed during iterative solution phase. However, the method has also been extended for handling unstructured grids [99]. The radiative intensity field solution is constructed as a function of properties that are assumed to be constant inside small control volumes which depend on the grid. In regions where the solution exhibits discontinuities or steep gradients, the solution profile may produce spurious extrema due to convection dominance from the RTE. Such effects can lead to loss in robustness of the solution methodology in an iterative solution procedure like finite volumes, hence reconstruction techniques or use of slope limiters (the Venkatakrishnan limiter, the Van Leer limiter, the Barth-Jespersen limiter, the min-max limiter) have been developed in order to achieve higher order method [120]. Recently the review paper [121] listed the advances in use of the finite volume coupled to the discrete ordinates methods and the finite volume in space coupled to finite volume in angles for solving radiative transfer problems.

### 1.4.3.3 Finite element method

The finite element method (FEM) was first introduced in 1978 by Reddy et al. [124] to solve the radiative transfer for a 1D geometry. At present, not only has the method been extended to two- and three-dimensional problems, it has also become a popular choice for spatial discretization of the RTE [35, 21, 85, 125, 126, 127, 128, 129, 130]. Like the finite volume method (for space), the FEM has also been coupled to different
angular discretization schemes: the discrete ordinates method [35, 130, 131], the finite element method [34, 85, 86], and the spherical harmonics method [132]. The finite element method for spatial discretization coupled to the discrete ordinates method for angular discretization (FEM-DOM) are the methods chosen for fully discretizing the RTE in this thesis. In the chapters to follow the FEM-DOM will be discussed in detail.

The FEM is based on weak formulation of the main equation of radiation, and the solution field is constructed based on projection of these weak formulations on piecewise polynomial space functions. Due to its strong mathematical developments, the FEM allows theoretical studies such as uniqueness, consistency, existence, and stability of solution to be performed. Further, being of higher order, mesh requirements for the FEM are lower when compared to other methods. For a radiation field test of plane parallel medium, a comparison between the FEM and the finite difference method was published in [117].

Due to convective dominant nature of the RTE the classical FEM (Galerkin) cannot be used. For this reason, the discontinuous Galerkin FEM [35, 130, 133] or the streamline upwind Petrov-Galerkin FEM (SUPG-FEM) [130, 134, 135] or the least square FEM $[136,137,138]$ are the FEM variants used instead.

Adaptive mesh refinement, unstructured grids, and dealing with complex geometries is exceptionally suited to the FEM. References [34, 43, 78, 117, 128, 130] would support this statement. Preconditioning and parallelization are two techniques which use the modern day computers to its full capacity for obtaining results quickly. These techniques have also been developed for enhancing the FEM discretization technique for the RTE [34, 90, 132]. The FEM is also popular for solving the radiative transfer problems dealing with graded media index (semi-transparent) materials [36, $125,126,138$ ]. Once the weak formulations are set, a change in the geometry, or a change in the boundary conditions can be performed in an easy and straight forward manner. Freely available mathematical libraries (finite element kernels) [139, 140, 141] make it easy to implement finite element methods with these formulations. These methods have greater compatibility with existing software based on the FEM. As the FEM method is capable of sharing the computational grid with the control-volume CFD grids [128, 129], this makes FEM suitable for the multi-physics applications of radiative heat-transfer.

### 1.5 Difficulties while solving the radiative transfer equation

The problems of interest in this thesis, involve solving the radiative transfer phenomenon described by the monochromatic steady-state radiative transfer equation in an absorbing, emitting, and scattering medium. For determining radiative intensity fields by solving the RTE in such cases may be difficult on accounts of the following complications:

- The presence of in-scattering term (integral term in equation (1.18)), means that the RTE remains in its integro-differential form. Such rare equations which have both an integral and a differential operator prevent explicit application of standard numerical methods. Moreover, constructing analytical solutions is not generally possible and is restricted to fairly simple cases.
- The RTE under consideration is a boundary value problem and in-scattering tightly couples the solution at different spatial locations and different directions together. As a consequence, solving a large and not so sparse linear system after discretization is inevitable, causing problems of computational resource management.
- The discretization size of the radiative transfer problems is enormous, while in other areas of numerical computation, 3 is considered higher dimensional, the steady-state monochromatic RTE leads to a 5 dimensional problem. Hence, formulation of a numerical scheme that suits the equation is just the fist step to get the solution. In order to compute the solution efficiently high performance computing, preconditioning, mesh adaption, etc., may be required for large geometries.
- Due to the huge size of matrices, it is rather standard practice to use iterative solution schemes like the Gauss-Seidel or the source iteration method to solve such systems. However, for highly scattering or highly reflecting or optically thick media, such methods converge slowly or may even fail to converge.
- The RTE being a boundary value problem, any inaccurate numerical formulation for the boundary may lead to destabilization in terms of spurious oscillations. It further demands higher order upwinding solution schemes. This comes from
the fact that the equation contains the first order transport operator for radiative intensities.
- Adequate numerical solution for solving the RTE with reflecting boundary conditions still remains challenging in complex domain scenarios. This is true in particular for the specular reflections.
- Lastly, for solving the RTE numerically, radiative properties like $\kappa, \sigma_{s}, \Phi, \varepsilon$, etc., are required. For a particular medium these properties are a function of $x, s, \lambda, T, t$. Such radiative properties are mostly calculated using inverse methods applied to experimental data. Because of the complexities in performing precisely such experiments, data available in the literature is scarce. Many researches also use stochastic methods like the Monte-Carlo method for obtaining the pseudo-experimental data for a particular medium and then predict the radiative properties via an inverse method.

Considering all the challenges to be met while modeling the phenomena of radiation, in this thesis the SUPG-FEM coupled to the DOM will be used for solving the RTE. Resolving the second last difficulty which was enlisted above, a previous doctoral thesis by David Le Hardy [22] (also conducted in my host laboratory LTeN, CNRS, Nantes) developed some advance techniques to accurately model reflections [78] within the SUPG-FEM framework for the RTE discretization. This doctoral work by David Le Hardy became one of the building blocks of the current thesis. One of the main motives of the current thesis is to improve the spatio-angular discretization process of the SUPG-FEM coupled to the DOM that was used in [22]. This is done by introducing the concept of the vectorial finite elements, the primary novelty of this thesis. It will be shown how to facilitate techniques like parallelization and preconditioning with the vectorial finite element approach for solving the discrete ordinates RTE. Overall, it will be shown how the vectorial finite elements lead to a radiative transfer equation solver that is capable of handling radiative problems with billions of unknowns within complex geometries and heterogeneous media. Over the course of upcoming chapters, the vectorial finite element method will be explained and discussed in detail.


## The Vectorial finite element method

This chapter introduces the vectorial finite element approach for solving the discrete ordinates radiative transfer equation. Building block for the vectorial finite element method is the standard finite element method. Hence, in order to lay groundwork for detailing the vectorial finite element scheme, the standard finite element method for solving the discrete ordinates radiative transfer equation is described in the next section section.

### 2.1 Introduction to the standard finite element method

Presently, the finite element method (FEM) is considered among the most popular and versatile numerical methods for solving diverse scientific problems within solid mechanics, fluid mechanics, electromagnetics, heat transfer, etc. In the context of radiative transfer problems, the FEM has been used for the full RTE discretization, i.e., finite elements are used for both angular and spatial discretizations. For example, in a recent work from Castro et al. [85], the piece wise constant finite elements were used for discretizing the angular space, and the piece wise linear finite elements were used to discretize the spatial domain. Besides this full discretization approach for the RTE, the coupled FEM-DOM, where only the spatial discretization is performed using the FEM, is also gaining popularity, cf. [128, 35, 117, 135, 78]. A pioneering work from Fiveland et al. [75] in 1994, used the FEM-DOM for solving the multi-dimensional radiative problems in participating media. Ever since, the FEM for solving radiative
transfer problems has been advancing and became an important class of method among other available methods for numerical solution of the RTE.

It is well known that the standard Galerkin FEM, when applied for solving a convection-dominated equation, does not perform well: it either produces excessive numerical diffusion, or non-physical oscillations. This remains true for the RTE as well, the reason being that a first order differential operator appears for the radiative intensity within the RTE (1.18). In addition, the equation does not have any diffusion-like operator. As such, the RTE demands an upwinding schemes. Since the standard Galerkin FEM is not upwinding by nature, the Discontinuous Galerkin FEM (DG-FEM) [35], the Least Square FEM (LS-FEM) [137], and the Streamline Upwind Petrov-Galerkin FEM (SUPG-FEM) [135], are the three FEM variants used for spatial discretization of the RTE.

With the DG-FEM, the spatial domain is discretized into non-overlapping discontinuous elements, which is in contrast to the continuous elements used in the standard Galerkin FEM. Within these discontinuous elements, the complete solution is constructed by element-wise modeling of numerical radiative flux between the boundaries of adjacent elements. In fact, the DG-FEM combines salient features of both FVM and FEM. The SUPG-FEM and the LS-FEM, on the other hand, tend to provide stable solutions to the convection-dominated RTE by adding artificial diffusion.

The novel vectorial FEM that is introduced later in this chapter is simply an advancement of the SUPG-FEM being used for the spatial discretization for the discrete ordinates RTE. In the next few lines the superiority of the SUPG-FEM over the DG-FEM and the LS-FEM is highlighted. A research article by Le Hardy et al. [130] compares the SUPG-FEM and the DG-FEM. Considering factors like the convergence rate and the number of degrees of freedom, the authors proved the SUPG-FEM was more efficient than the DG-FEM. In radiative transfer problems involving specularly reflecting boundary conditions, the number of terms in the variational formulation can be high for the LS-FEM compared to the SUPG-FEM. In addition, the streamline parameter used in the SUPG-FEM can be finely tuned to reduce numerical errors (both artificial diffusion and spurious oscillations), making the SUPG-FEM slightly superior to the LS-FEM.

Figure 2.1 shows the standard Galerkin FEM in comparison to the SUPGFEM applied to a radiative transfer problem with no scattering. In the considered test, the RTE is solved within a centimeteric square domain with a top-hat collimated
irradiation of unit intensity. The medium was assumed to be non scattering, non emitting, absorbing with $\kappa=10 \mathrm{~cm}^{-1}$, and enclosed within transparent cold walls. For this particular case, the exact solution is readily available cf. [20]. Clearly, it can be seen in the figure that the SUPG-FEM, indeed, is able to capture the physics without any spurious oscillations and the standard Galerkin FEM fails to do so. The RTE discretization with the discrete ordinates method coupled to the SUPG-finite element method will be discussed in detail in the upcoming sections.


Figure 2.1: Warped radiative intensity fields for a two-dimensional absorbing radiative transfer problem with a top-hat collimated irradiation impinging partly on its left wall.

### 2.1.1 Discretization of the RTE with the FEM-DOM

In this section, the focus is on the monochromatic steady-state radiative transfer equation, which can be rewritten from equation (1.18):
$\mathcal{R}(I)=(s \cdot \nabla+\beta) I(x, s)-\frac{\sigma_{s}}{4 \pi} \oint_{\mathcal{S}} I\left(x, s^{\prime}\right) \Phi\left(s, s^{\prime}\right) \mathrm{d} s^{\prime}-\kappa I_{b}(x)=0 \quad \forall x \in \Omega, \forall s \in \mathcal{S}$.

In this equation, $I(x, s)$ denotes the monochromatic steady-state radiative intensity for the spatial location $x=(x, y, z)$, and along the direction vector $s \in \mathcal{S}$. Further, if $d$ is the dimension of the problem, $\Omega \subset \mathbb{R}^{d}$ denotes the spatial domain of interest.

Let us also define $\Gamma=\partial \Omega \times \mathcal{S}$ to be the boundary of the spatio-angular domain $\Omega \times \mathcal{S}$. Further, $\Gamma$ can be divided into the inflow $\Gamma^{-}$and the outflow $\Gamma^{+}$ boundaries, defined as

$$
\Gamma^{-}=\{(x, s) \mid x \in \partial \Omega, s \cdot n<0\}, \Gamma^{+}=\{(x, s) \mid x \in \partial \Omega, s \cdot n>0\}
$$

where $n$ is the outward unit normal vector on the spatial boundary $\partial \Omega$ at $x$.
To provide closure to the model, let us introduce the inflow boundary condition on $\Gamma^{-}$:

$$
\begin{equation*}
I=I_{\text {in }} \quad \forall(x, s) \in \Gamma^{-} \tag{2.2}
\end{equation*}
$$

Although other types of boundary conditions that include reflections can also be used (previously discussed in section 1.3), for the sake of simplicity we shall restrict the scope of this chapter to the mentioned inflow boundary condition. Given the boundary conditions (2.2), the monochromatic steady-state radiative transfer problem is a boundary value problem that can be formally written as

$$
\begin{align*}
& \text { find } I: \Omega \times \mathcal{S} \rightarrow \mathbb{R} \text { such that } \\
& \mathcal{R}(I)=0 . \tag{2.3}
\end{align*}
$$

To compute the numerical solution of problem (2.3) with the FEM-DOM, two steps discretization process is followed:

1. First, the continuous angular space $(\mathcal{S})$ is discretized with the DOM. This converts the continuous (in space and angles) RTE into a set of coupled partial differential equations (PDE), where each PDE is continuous in space. By negating the angular dependence from the RTE, the five-dimensional RTE containing $I=I(x, y, z, \theta, \phi)$ transforms into a coupled set of three-dimensional PDE's containing $I=I(x, y, z)$.
2. Next, the spatial discretization $(\Omega)$ using the SUPG-FEM is carried out for each PDE obtained from step 1. This leads to a system of equations known as the weak form equations. These weak form equations then lead to a linear system of equations which is then solved for obtaining the radiative intensities.

### 2.1.1.1 Step 1: angular discretization using the DOM

The DOM consists in replacing the continuous angular space $\mathcal{S}$ by a set of $N_{d}$ discrete directions $\left(s_{1}, s_{2}, \ldots, s_{N_{d}}\right) \in \mathcal{S}^{N_{d}}$. Here, $\mathcal{S}$ represents the continuous unit sphere, while $\mathcal{S}^{N_{d}}$ is the discretized unit sphere. The RTE is then solved for these finite representative directions. For discretizing the unit sphere we follow the quasi-uniform angular discretization procedure. The discrete directions $s_{m}$ are obtained by a successive division of an icosahedron, or an octahedron, also used by [34, 4, 142].

Figure 2.2 presents the quasi-uniform angular discretizations of the unit sphere by using the octahedral and the icosahedral refinements. To brief these angular discretizations procedure, each triangle within the principal octahedron (figure 2.2a) or within the principal icosahedron (figure 2.2b), is subdivided into four equally sized smaller triangles. From the principal octahedron with $N_{d}=8$ each refinement leads to $N_{d}=4^{r} \times 8$, where $r$ is the refinement number. Similarly, from the principal icosahedron with $N_{d}=20$, each refinement leads to $N_{d}=4^{r} \times 20$. Next, the triangles and their corresponding barycenters are then projected onto the surface of the unit sphere. The location of these projected barycenters form the direction vector $s_{m}$, while the area of spherical triangles correspond to the weights $w_{m}$. The calculation of $w_{m}$ is based on Huilier's theorem which is detailed in [78]. Using these quasi-uniform angular discretizations, it is guaranteed that, all the weights are positive and are approximately equal in value, $w_{m} \approx 4 \pi / N_{d}$. Note, for two-dimensional problems, by exploiting the symmetry of the mentioned angular discretizations, only half the number of discrete directions are considered with double weights [20].

The followed quasi-uniform angular discretizations guarantee almost uniform quadratures. In comparison to other numerical quadrature methods, additional symmetry conditions are redundant and discretization artifacts at the poles are avoided [34]. The octahedral refinement scheme can be seen as a subset of the Thurgood quadrature ( $T_{N}$ ), [83], i.e, the principal octahedron (figure 2.2a) is indeed $T_{1}$, its first refinement (figure 2.2c) is $T_{2}$, the second refinement (figure 2.2d) is $T_{4}$, and so on. Although, in the current thesis all developments and discussions are based on the quasi-linear angular discretization approach, one could easily extend these to other kinds of angular discretization, for example, the $S_{N}$ quadrature.

After obtaining the discretized directions $\left\{\boldsymbol{s}_{m}\right\}_{m=1}^{N_{d}}$ and their corresponding weights $\left\{\omega_{m}\right\}_{m=1}^{N_{d}}$, the integral over the angular space that appears in the RTE (2.1)

(a) Octahedron $N_{d}=8$.

(b) Icosahedron $N_{d}=20$.

(c) First octahedral refinement $N_{d}=32$.

(f) First icosahedral refinement $N_{d}=80$.

(d) Second octahedral refinement $N_{d}=128$.

(g) Second icosahedral refinement $N_{d}=320$.

(e) Third octahedral refinement $N_{d}=512$.

(h) Third icosahedral refinement $N_{d}=1280$.

Figure 2.2: Angular discretization meshes for the DOM using the octahedral and the icosahedral refinements of the unit sphere.
can now be replaced by a weighted summation:

$$
\begin{equation*}
\int_{s=4 \pi} I(x, s) \mathrm{d} s=\sum_{m=1}^{N_{d}} I_{m}(x) w_{m} \tag{2.4}
\end{equation*}
$$

where $I_{m}(\boldsymbol{x})=I\left(\boldsymbol{x}, \boldsymbol{s}_{m}\right)$ is the space-dependent radiative intensity associated to the discrete direction $s_{m}$. Physically, the equation (2.4) is used to approximate the inscattering process. Naturally, higher number of $N_{d}$ would result in higher accuracy solutions to the RTE as the number of terms for the summation operation increases.

Now, using equation (2.4), the RTE (2.1) is replaced by a discrete set of $N_{d}$ coupled partial differential equations that describes the radiation intensity fields along the $N_{d}$ directions. The $m$ th equation in the set of $N_{d}$ equations reads

$$
\begin{equation*}
\mathcal{R}_{m}\left(\left\{I_{n}\right\}_{n=1}^{N_{d}}\right)=\left(\boldsymbol{s}_{m} \cdot \nabla+\beta\right) I_{m}(\boldsymbol{x})-\sigma_{s} \sum_{n=1}^{N_{d}} \omega_{n} I_{n}(\boldsymbol{x}) \Phi_{m, n}-\kappa I_{b}(\boldsymbol{x})=0 \tag{2.5}
\end{equation*}
$$

Similarly, the continuous boundary condition (2.2) is to be rewritten for all discrete directions, the inflow and outflow boundaries being redefined as

$$
\partial \Omega_{m}^{ \pm}=\left\{\boldsymbol{x} \in \partial \Omega \mid s_{m} \cdot \boldsymbol{n} \gtrless 0\right\}
$$

In cases considered in this chapter, a collimated beam of intensity $I_{\text {in }}$ may impinge parts of the boundary only along the specific entrant direction $s_{i n}$. For such a case, the discrete boundary condition then reads

$$
I_{m}=\left\{\begin{array}{lll}
I_{\mathrm{in}} & \forall x \in \partial \Omega_{m}^{-} & \text {if } s_{m}=s_{\mathrm{in}}  \tag{2.6}\\
0 & \forall x \in \partial \Omega_{m}^{-} & \text {if } s_{m} \neq s_{\mathrm{in}}
\end{array}\right.
$$

These discretized conditions are to be taken into account to form the set of $N_{d}$ discrete boundary value problems, which reads

$$
\begin{align*}
& \text { find }\left\{I_{m}: \Omega \rightarrow \mathbb{R}\right\}_{m=1}^{N_{d}} \text { such that } \\
& \mathcal{R}_{m}\left(\left\{I_{n}\right\}_{n=1}^{N_{d}}\right)=0 \tag{2.7}
\end{align*}
$$

### 2.1.1.2 Step 2: spatial discretization using the SUPG-FEM

In this subsection, step 2 of the two steps discretization process for the RTE is discussed, i.e., the spatial discretization process. As discussed earlier in section 2.1, the standard Galerkin FEM lacks stability while solving the RTE, see figure 2.1. Hence, the SUPGFEM is chosen to carry out the task of spatial discretization for solving the equation
set (2.7). The SUPG-FEM was developed for convection dominated equations by Huges et al. [143] in 1989. The SUPG-FEM stabilizes the streamline derivative by adding a controlled artificial diffusion term. The RTE in its discrete form, equation set (2.7), is convection dominant and by adding the artificial diffusion from the SUPGFEM, the convection dominance can be negated.

The finite element method set out from variational formulations of a PDE, these are also referred as weak formulations. In order to derive this variational formulation, we multiply the PDE with a suitable test function and integrate the product over the computation domain. To do so, one considers the spatial domain $\Omega$ as $N_{e}$ disjoint tetrahedra $\left(\Omega \subset \mathbb{R}^{3}\right)$ or triangles $\left(\Omega \subset \mathbb{R}^{2}\right)$ given by $\left\{\mathcal{C}_{i}\right\}_{i=1}^{N_{e}}$ :

$$
\Omega \simeq \Omega^{h}=\bigcup_{i=1}^{N_{e}} \mathcal{C}_{i},
$$

where the local element size for each $\mathcal{C}_{i}$ is defined by its diameter $h_{i}$. The process of splitting (approximating) the domain $\Omega$ by $\Omega^{h}$, if often termed as meshing in numerical science terminology. Further, each spatial mesh $\Omega^{h}$ is usually labeled by its mesh size $h=\max \left(h_{i}\right)$.

For defining the variational formulation of the problem (2.7), the following Sobolev functional space is introduced:

$$
\mathcal{V}_{m}^{h}=\left\{v \in L^{2}\left(\Omega^{h}\right) \text { and } s_{m} \cdot \nabla v \in L^{2}\left(\Omega^{h}\right)\right\} .
$$

In a given $\boldsymbol{s}_{m}$, this functional space $\mathcal{V}_{m}^{h}$ is used to define the test function $w^{h} \in \mathcal{V}_{m}^{h}$ and the trial function $I_{m}^{h} \in \mathcal{V}_{m}^{h}$. In order to write the SUPG finite-dimensional variational form for the coupled system (2.7), each $\mathcal{R}_{m}\left(\left\{I_{n}\right\}_{n=1}^{N_{d}}\right)$ is multiplied by the SUPG test function $w^{h}+\gamma \boldsymbol{s}_{m} \cdot \nabla w^{h}$, and then integrated over the whole computational domain $\Omega^{h}$. The difference between the RTE variational formulations derived from the standard Galerkin FEM and the SUPG-FEM can be realized by the following equation:

$$
\begin{align*}
& \forall m=1,2, \ldots, N_{d}: \\
& \begin{cases}\int_{\Omega^{h}} \mathcal{R}_{m}\left(\left\{I_{n}\right\}_{n=1}^{N_{d}}\right) \times\left(w^{h}\right) \mathrm{d} \boldsymbol{x}=0 & \text { if Galerkin FEM } \\
\int_{\Omega^{h}}^{\mathcal{R}_{m}\left(\left\{I_{n}\right\}_{n=1}^{N_{d}}\right) \times\left(w^{h}+\gamma \boldsymbol{s}_{m} \cdot \nabla w^{h}\right) \mathrm{d} \boldsymbol{x}=0} & \text { if SUPG-FEM. }\end{cases} \tag{2.8}
\end{align*}
$$

Note, the SUPG test function contains an additional term $\gamma \boldsymbol{s}_{m} \cdot \nabla w^{h}$, which is indeed the added artificial diffusion. The artificial diffusion is controlled using the stabilizing
coefficient $\gamma(\boldsymbol{x}): \Omega^{h} \rightarrow \mathbb{R}^{+}$. Following the recommendations in [135], $\gamma(\boldsymbol{x})$ can be expressed as:

$$
\begin{equation*}
\gamma=\left(\frac{c_{1}^{2}}{h_{x}^{2}}+\beta^{2}+2 \frac{c_{1} \sigma_{s}}{N_{d} h_{x}}\right)^{-\frac{1}{2}} \tag{2.9}
\end{equation*}
$$

where $c_{1}$ is an algorithmic constant. From experience and as per suggestion made in [135], the constant is chosen as $c_{1}=2$. Further, $\gamma$ is a function of $h_{i}, N_{d}, \kappa$, and $\sigma_{s}$, hence it will adapt automatically for different media, spatial meshes sizes, and the number of DOM directions. Apart from this, [21] recommended choosing $\gamma=0.3 h_{i}$ if $\beta<1$ and $\gamma=0$ if $\beta \gg 1$. The former choice of $\gamma$ given by the equation (2.9) will be default throughout this thesis.

The mathematical tools for writing the SUPG variational formulation are now settled. We can now define the SUPG finite-dimensional variational form as
$\forall m=1,2, \ldots, N_{d}:$

$$
\begin{align*}
& \int_{\Omega^{h}}\left[\boldsymbol{s} \cdot \nabla I_{m}+\beta I_{m}\right]\left(w^{h}+\gamma \boldsymbol{s}_{m} \cdot \nabla w^{h}\right) \mathrm{d} \boldsymbol{x}-\int_{\Omega^{h}} \sum_{n=1}^{N_{d}}\left[\omega_{n} \Phi_{m, n} \sigma_{s} I_{n}^{h}\right]\left(w^{h}+\gamma \boldsymbol{s}_{m} \cdot \nabla w^{h}\right) \mathrm{d} \boldsymbol{x} \\
& -\int_{\Omega^{h}}\left[\kappa I_{b}\right]\left(w^{h}+\gamma \boldsymbol{s}_{m} \cdot \nabla w^{h}\right) \mathrm{d} \boldsymbol{x}=0 \quad \forall w^{h} \in \mathcal{V}_{m}^{h} \tag{2.10}
\end{align*}
$$

The first term of the equation is now expanded, the equation then reads,

$$
\begin{align*}
& \forall m=1,2, \ldots, N_{d}: \\
& \int_{\Omega^{h}}\left[\boldsymbol{s} \cdot \nabla I_{m}\right]\left(w^{h}\right) \mathrm{d} \boldsymbol{x}+\int_{\Omega^{h}}\left[\boldsymbol{s} \cdot \nabla I_{m}\right]\left(\gamma \boldsymbol{s}_{m} \cdot \nabla w^{h}\right) \mathrm{d} \boldsymbol{x}+\int_{\Omega^{h}}\left[\beta I_{m}^{h}\right]\left(w^{h}+\gamma \boldsymbol{s}_{m} \cdot \nabla w^{h}\right) \mathrm{d} \boldsymbol{x} \\
& -\int_{\Omega^{h}} \sum_{n=1}^{N_{d}}\left[\omega_{n} \Phi_{m, n} \sigma_{s} I_{n}^{h}\right]\left(w^{h}+\gamma \boldsymbol{s}_{m} \cdot \nabla w^{h}\right) \mathrm{d} \boldsymbol{x} \\
& -\int_{\Omega^{h}}\left[\kappa I_{b}\right]\left(w^{h}+\gamma \boldsymbol{s}_{m} \cdot \nabla w^{h}\right) \mathrm{d} \boldsymbol{x}=0 \quad \forall w^{h} \in \mathcal{V}_{m}^{h} . \tag{2.11}
\end{align*}
$$

Further, to introduce the boundary conditions, an integration by parts is performed on the main advection term, i.e., on the first term of the equation (2.11).

The equation then reads

$$
\begin{align*}
& \forall m=1,2, \ldots, N_{d}: \\
& -\int_{\Omega^{h}} \boldsymbol{s}_{m} \cdot \nabla w^{h} I_{m}^{h} \mathrm{~d} \boldsymbol{x}+\int_{\partial \Omega_{m}^{-}} \boldsymbol{s}_{m} \cdot \boldsymbol{n} w^{h} I_{\mathrm{in}} \mathrm{~d} \boldsymbol{x}+\int_{\partial \Omega_{m}^{+}} \boldsymbol{s}_{m} \cdot \boldsymbol{n} w^{h} I_{m}^{h} \mathrm{~d} \boldsymbol{x} \\
& +\int_{\Omega^{h}} \gamma \boldsymbol{s}_{m} \cdot \nabla I_{m}^{h} \boldsymbol{s}_{m} \cdot \nabla w^{h} \mathrm{~d} \boldsymbol{x}+\int_{\Omega^{h}} \beta I_{m}^{h}\left(w^{h}+\gamma \boldsymbol{s}_{m} \cdot \nabla w^{h}\right) \mathrm{d} \boldsymbol{x}  \tag{2.12}\\
& -\int_{\Omega^{h}} \sum_{n=1}^{N_{d}} \omega_{n} \Phi_{m, n} \sigma_{s} I_{n}^{h}\left(w^{h}+\gamma \boldsymbol{s}_{m} \cdot \nabla w^{h}\right) \mathrm{d} \boldsymbol{x} \\
& -\int_{\Omega^{h}} \kappa I_{b}\left(w^{h}+\gamma \boldsymbol{s}_{m} \cdot \nabla w^{h}\right) \mathrm{d} \boldsymbol{x}=0 \quad \forall w^{h} \in \mathcal{V}_{m}^{h} .
\end{align*}
$$

Equation (2.12) is the general SUPG-FEM variational form for solving the monochromatic steady-state RTE. It can be written in the following canonical form

$$
\begin{align*}
& \forall m=1,2, \ldots, N_{d} \text { : } \\
& \text { find } I_{m}^{h} \in \mathcal{V}_{m}^{h} \text { such that } \\
& a_{m, m}\left(I_{m}^{h}, w^{h}\right)+\sum_{\substack{n=1 \\
n \neq m}}^{N_{d}} a_{m, n}\left(I_{n}^{h}, w^{h}\right)=l_{m}\left(w^{h}\right) \quad \forall w^{h} \in \mathcal{V}_{n}^{h} \tag{2.13}
\end{align*}
$$

Here $a_{m, n}: \mathcal{V}_{m}^{h} \times \mathcal{V}_{n}^{h} \rightarrow \mathbb{R}$ and $l_{m}: \mathcal{V}_{m}^{h} \rightarrow \mathbb{R}$ are the bilinear and linear functionals:

$$
\begin{gather*}
a_{m, m}\left(I_{m}^{h}, w^{h}\right)=-\int_{\Omega^{h}} \boldsymbol{s}_{m} \cdot \nabla w^{h}\left(I_{m}^{h}-\gamma \boldsymbol{s}_{m} \cdot \nabla I_{m}^{h}\right) \mathrm{d} \boldsymbol{x}+\int_{\partial \Omega_{m}^{+}} \boldsymbol{s}_{m} \cdot \boldsymbol{n} w^{h} I_{m}^{h} \mathrm{~d} \boldsymbol{x}  \tag{2.14}\\
+\int_{\Omega^{h}}\left(\beta I_{m}^{h}-\omega_{m} \Phi_{m, m} \sigma_{s} I_{m}^{h}\right)\left(w^{h}+\gamma \boldsymbol{s}_{m} \cdot \nabla w^{h}\right) \mathrm{d} \boldsymbol{x} \\
a_{m, n \neq m}\left(I_{n}^{h}, w^{h}\right)=-\int_{\Omega^{h}} \omega_{n} \Phi_{m, n} \sigma_{s} I_{n}^{h}\left(w^{h}+\gamma \boldsymbol{s}_{m} \cdot \nabla w^{h}\right) \mathrm{d} \boldsymbol{x}  \tag{2.15}\\
l_{m}\left(w^{h}\right)=-\int_{\partial \Omega_{m}^{-}} \boldsymbol{s}_{m} \cdot \boldsymbol{n} w^{h} I_{\text {in }} \mathrm{d} \boldsymbol{x}+\int_{\Omega^{h}} \kappa I_{b}\left(w^{h}+\gamma \boldsymbol{s}_{m} \cdot \nabla w^{h}\right) \mathrm{d} \boldsymbol{x} \tag{2.16}
\end{gather*}
$$

In order to assemble the matrix system from the variational formulation (2.13), one considers an approximation of the finite element functional space by a $k$ th order polynomial space $\mathbb{P}_{k}\left(\mathcal{C}_{i}\right)$, for all $\mathcal{C}_{i} \in \Omega^{h}$. This leads to a family of polynomial basis functions $\left\{\varphi_{i} \in \mathcal{V}_{m}^{h}\right\}_{i=1}^{N_{v}}$ which in-turn formulates the solution $I_{m}^{h}(\boldsymbol{x})=$ $\sum_{i=1}^{N_{v}} I_{m}^{h}\left(\boldsymbol{x}_{i}\right) \varphi_{i}(\boldsymbol{x})$. In a similar fashion $w^{h}(\boldsymbol{x})=\sum_{j=1}^{N_{v}} w^{h}\left(\boldsymbol{x}_{j}\right) \varphi_{j}(\boldsymbol{x}) . N_{v}$ is the number of degrees of freedom associated to the spatial mesh $\Omega^{h}$. Such a discretization now yields

```
Algorithm 1: building the global FEM matrix \(A\) and vector \(\boldsymbol{b}\)
    input \(N_{d}, \kappa, \sigma_{s}\), and \(\beta\)
    load the spatial mesh \(\Omega^{h}\) and the angular mesh \(\left\{\boldsymbol{s}_{m}\right\}_{m=1}^{N_{d}}\)
    define functional spaces \(\mathcal{V}_{m}^{h}\) and polynomial order \(k\)
    while \(m<N_{d}\) do
        while \(n<N_{d}\) do
            if \(m=n\) then
                    assemble \(A_{m, n}\) by discretizing \(a_{m, m}\) using equation (2.14)
            else
                    assemble \(A_{m, n}\) by discretizing \(a_{m, n}\) using equation (2.15)
            end
        end
        assemble \(b_{m}\) by discretizing \(l_{m}\) using equation (2.16)
    end
    build matrix \(\boldsymbol{A}\) by blocking all \(\left\{A_{m, n}\right\}_{\left.(m, n) \in \llbracket 1 ; N_{d}\right]^{2}}\)
    build vector \(\boldsymbol{b}\) by assembling all \(\left\{b_{m}\right\}_{m \in \llbracket 1 ; N_{d} \rrbracket}\)
```

a linear system $A I=\boldsymbol{b}$ that may be written using blocks of matrices or vectors as

$$
\left(\begin{array}{cccc}
A_{1,1} & A_{1,2} & \cdots & A_{1, N_{d}} \\
A_{2,1} & A_{2,2} & \cdots & A_{2, N_{d}} \\
\vdots & \vdots & \ddots & \vdots \\
A_{N_{d}, 1} & A_{N_{d}, 2} & \cdots & A_{N_{d}, N_{d}}
\end{array}\right)\left(\begin{array}{c}
I_{1} \\
I_{2} \\
\vdots \\
I_{N_{d}}
\end{array}\right)=\left(\begin{array}{c}
b_{1} \\
b_{2} \\
\vdots \\
b_{N_{d}}
\end{array}\right) .
$$

The diagonal terms $A_{m, m}$ and the off-diagonal terms $A_{m, n \neq m}$ of the block matrix $\boldsymbol{A}$ are themselves sparse matrices. These are built using the bilinear forms $a_{m, m}$ and $a_{m, n \neq m}$, given by equations (2.14) and (2.15), respectively. The right-hand side vector $\boldsymbol{b}$ is the row-wise concatenation of the $b_{m}$ vectors built using the linear forms $l_{m}$, equation (2.16). Note that, in this chapter, the finite element functional spaces are approximated using the first order Lagrange polynomial space $\mathbb{P}_{1}\left(\mathcal{C}_{i}\right)$. Hence, the matrix $\boldsymbol{A}$ has $\left(N_{v} \times N_{d}\right)$ rows and columns, and both $\boldsymbol{b}$ and $\boldsymbol{I}$ are vectors of size $\left(N_{v} \times N_{d}\right)$.

In this standard SUPG-FEM strategy, only a single block $A_{m, n}$ or a single vector $b_{m}$ can be constructed at a given time. In order to completely build the linear system, an iterative procedure for assembling the matrix $A$ block by block needs to be adapted. Such a strategy is commonly being used for the linear system assembly process with the SUPG-FEM approach for the RTE, see [35, 130]. The vector $\boldsymbol{b}$ has to be

(a) The SUPG-FEM block matrix with 4 blocks.

(b) Angular mesh.

(c) Spatial mesh.

Figure 2.3: Assembly process for the SUPG-FEM matrix. Left: the assembled matrix, and right: the angular and the spatial meshes used ( $N_{d}=2$ and $N_{v}=27$ ).
assembled in a similar fashion. Hence, the matrix assembly routine of the used finite element kernel needs to be called $N_{d}{ }^{2}$ times, and the vector assembly routine is called $N_{d}$ times. Such a process of matrix and vector assembly is presented in algorithm 1, and schematically shown in figure 2.3. A coarse spatial mesh with $N_{v}=27$ vertices (figure 2.3c), and a coarse angular discretization with $N_{d}=2$ directions (figure 2.3b), were used to construct $A$. Notice that in the figure 2.3a, $N_{d}{ }^{2}=4$ sparse blocks exist within $A$ and its global order is $N_{d} \times N_{v}=54$.

### 2.1.2 Solving the discretized standard FEM-DOM system

As a consequence of the FEM-DOM discretization, a linear system of the form $A I=\boldsymbol{b}$ has to be solved. The assembled matrix $A$, is large, sparse, and non-symmetric. Traditionally, iterative solution approaches (transport sweeps algorithm) like the source iteration method, the Gauss-Seidel method, and the successive over relaxation method, are used for solving the FEM-DOM linear systems. These three methods have been compared in [130]. In such methods, a sequence of transport sweeps (direction by direction) are performed and repeated until convergence. During each transport sweep, block matrices $A_{i, j}$ from $A$ are constructed and erased to save memory. If it takes $k$
iterations for the solver to converge, each $A_{i, j}$ has to be constructed and then destroyed $k$ times. Naturally, poor convergence will result in extremely long solving times. For more details, please refer [144].

These methods are popular due to their straightforward implementation and high memory efficiency. However, as reported in [91], the transport sweeps algorithms become inefficient (due to slow or unreached convergences) for high scattering media. The same is true for highly reflecting media. Within a highly scattering or reflecting media, the DOM directions are tightly coupled to one another, under such scenarios it is natural for any transport sweeps algorithm to become inefficient. Alternatively, the Krylov subspace methods like the generalized minimum residual method (GMRES) [145] and the biconjugate gradient stabilized method (BiCGSTAB) [146], are known to overcome the shortcomings of the transport sweep algorithms. Many arguments supporting the superiority of the Krylov subspace methods over the traditional solving methods can be found in [77]. Though, it should be noted that contrary to the sweep algorithms, such methods require complete assembly of the linear system $A$, hence requiring much more memory. For such cases, parallelization comes in handy, in [34, 4, 147], a parallelized GMRES method has been used for solving the FEM-DOM linear systems.

### 2.2 Introduction to the vectorial finite element method

The previous section presented the spatio-angular discretization process for RTE by using the standard SUPG-FEM coupled to the DOM. In the current section, to improve such spatio-angular discretization, the RTE is reformulated using vectorial finite elements. This is one of the major novelties introduced via this thesis. It will be shown later in this section that reformulating the RTE using vectorial finite elements yields better timings when it comes to linear system assembly and solving.

Currently, with finite element methods, coupled problems can be solved by using two different approaches. The first involves a primal, 1-field formulation, i.e., finite elements are used iteratively to solve the coupled systems. This was the case in the preceding section where the FEM was used iteratively for building and solving the coupled discrete ordinates equations. Another finite element strategy to solve the coupled problems involves a vectorial (mixed) $m$-field formulation in which $m$ number of fields are solved simultaneously. Such finite element strategy is dubbed as the vectorial FEM.

The vectorial FEM is more commonly known as the mixed FEM. However, in the context of solving RTE, the name vectorial FEM seems more appropriate than mixed FEM, the reason for which will be given in section 2.2.1. Introduced as a variational theorem for solving structural mechanics problems, the concept of the vectorial FEM was first proposed by Herrmann [148] in 1967: both displacement and stress fields were solved simultaneously for the system of incompressible and nearly incompressible elasticity. In fact, it was established that the vectorial FEM was the first effective FEM for such cases. Prior to this development many other 1-field FEM formulations were applied to this two-field problem of elasticity, and each resounded in failure. The vectorial FEM methods have subsequently been applied to many coupled problems in engineering and have been especially successful in constrained problems, e.g., in porous media physics [149], the Navier-Stokes equations [150], electromagnetism [151], multiphase flows [152], flows with heat transfer [153], to cite but a few. For further details about this method, a monograph written by Boffi et al. [154] may be referred. We propose in this section to take advantage of the vectorial FEM for the solution of the radiative transfer equation. While in preceding cited applications the number of equations is limited to only a few, the RTE demands hundreds of coupled equations to be solved simultaneously. Application of the vectorial FEM for solving the discrete ordinates RTE pushes the limits of the vectorial FEM.

The vectorial FEM is only applicable to physics which demands solving multiple coupled fields, or simply coupled problems. Indeed the method is applicable for the RTE in its discrete ordinates form, which presents a challenging case of $N_{d}$ coupled equations. One of the advantages of using vectorial finite elements is that multiple unknown fields may be considered in the same discrete space, so that it is easier to couple them in the variational formulations. Being in the same discrete space, all $m$ unknowns are solved simultaneously to the same level of accuracy. This may not be the case when employing the standard finite elements. Within the standard FEM (1-field formulations), as multiple fields are being solved iteratively, different fields can be of different level of accuracy, which may affect the overall solution process. Another advantage of the vectorial finite elements over the standard ones is that the former leads to faster matrix building process. However, there are at least two disadvantages while using the vectorial finite elements. First, the auxiliary field of the vectorial method engenders additional computational expense, and, second, the generalization to nonlinear problems is not always apparent [155].

### 2.2.1 Discretization of the RTE with the vectorial FEM

When setting up the RTE with the vectorial FEM ${ }^{1}$, the first discretization step, i.e, the angular discretization remains the same, as was the case for the standard FEM-DOM, section 2.1.1.1. We rewrite the $N_{d}$ coupled PDEs obtained from the DOM:

$$
\begin{align*}
& \forall m=1,2, \ldots, N_{d}: \\
& \mathcal{R}_{m}\left(\left\{I_{n}\right\}_{n=1}^{N_{d}}\right)=\left(s_{m} \cdot \nabla+\beta\right) I_{m}(\boldsymbol{x})-\sigma_{s} \sum_{n=1}^{N_{d}} \omega_{n} I_{n}(\boldsymbol{x}) \Phi_{m, n}-\kappa I_{b}(\boldsymbol{x})=0 . \tag{2.17}
\end{align*}
$$

The standard finite element method from section 2.1.1.2 dealt with this coupled problem of searching a set of $N_{d}$ discrete radiative intensities $I_{m}$, by utilizing the $N_{d}$ variational formulations (2.13). The vectorial finite element method looks at the problem in a different perspective. It defines the coupled set of equations (2.17) with a single equation. This problem consists in searching a vector of radiative intensities $\mathbb{I}^{h}$ (vectorial trial function) using a vectorial test function $\mathbb{W}^{h}$ which lies in the corresponding vectorial functional space $\mathbf{V}^{h}$ :

$$
\mathbf{V}^{h}=\prod_{i=1}^{N_{d}} \mathcal{V}_{i}^{h}
$$

In order to derive the vectorial FEM variational formulations for equation (2.17), the first step is to convert coupled set of equations (2.17) into its equivalent vectorial form. To do that, let us first define the radiative intensities vector $\mathbb{I}$, the collective direction vector $\mathbb{S}$ collecting all individual directions vectors $s_{m}$, and a matrix $\Theta$ of size $N_{d} \times N_{d}$ that combines scattering coefficient $\sigma_{s}$, weights $\omega_{m}$, and scattering phase function $\Phi_{m, n}$. These quantities are expressed as,

$$
\mathbb{I}=\left(\begin{array}{c}
I_{1}  \tag{2.18}\\
I_{2} \\
\vdots \\
I_{N_{d}}
\end{array}\right), \quad \mathbb{S}=\left(\begin{array}{c}
s_{1} \\
s_{2} \\
\vdots \\
s_{N_{d}}
\end{array}\right), \quad \Theta=\left(\begin{array}{cccc}
\sigma_{s} \omega_{1} \phi_{1,1} & \sigma_{s} \omega_{2} \phi_{1,2} & \cdots & \sigma_{s} \omega_{N_{d}} \phi_{1, N_{d}} \\
\sigma_{s} \omega_{1} \phi_{2,1} & \sigma_{s} \omega_{2} \phi_{2,2} & \cdots & \sigma_{s} \omega_{N_{d}} \phi_{2, N_{d}} \\
\vdots & \vdots & \ddots & \vdots \\
\sigma_{s} \omega_{1} \phi_{N_{d}, 1} & \sigma_{s} \omega_{2} \phi_{N_{d}, 2} & \cdots & \sigma_{s} \omega_{N_{d}} \phi_{N_{d}, N_{d}}
\end{array}\right) .
$$

Using these notations, the coupled equations for the monochromatic steady-state RTE in its discrete ordinates form, equation (2.17) can now be reformulated in its equivalent vectorial form. The vectorial equation reads,

$$
\begin{equation*}
\mathbb{S} \cdot \nabla \mathbb{I}+\beta(\boldsymbol{x}) \mathbb{I}-\Theta \mathbb{I}=\kappa(\boldsymbol{x}) I_{b} \mathbb{1}, \tag{2.19}
\end{equation*}
$$

[^7]with $\mathbb{1}$ being the identity vector of same order as $\mathbb{I}$. Here, $\mathbb{S} \cdot \nabla \mathbb{I}$ would give a vector, the $i$ th component of which will be given by $(\mathbb{S} \cdot \nabla \mathbb{I})_{i}=s_{i} \cdot \nabla I_{i}$. Let us also introduce the following notations: $\mathbb{A}^{\top} \mathbb{B}=\sum_{i} \mathbb{A}_{i} \mathbb{B}_{i}$ and $(\mathbb{A}: \mathbb{B})_{i}=\mathbb{A}_{i} \mathbb{B}_{i}$, for the sake of conciseness.

We further define the vectorial trial and test functions $\mathbb{I}^{h}$ and $\mathbb{W}^{h}$ as,

$$
\mathbb{I}^{h}=\left(\begin{array}{c}
I_{1}^{h}  \tag{2.20}\\
I_{2}^{h} \\
\vdots \\
I_{N_{d}}^{h}
\end{array}\right) \quad \text { and } \quad \mathbb{W}^{h}=\left(\begin{array}{c}
w_{1}^{h} \\
w_{2}^{h} \\
\vdots \\
w_{N_{d}}^{h}
\end{array}\right) \quad \in \mathbf{V}^{h}=\mathcal{V}_{1}^{h} \times \mathcal{V}_{2}^{h} \times \cdots \times \mathcal{V}_{N_{d}}^{h}
$$

Each component functional space $\mathcal{V}_{m}^{h}$ can be built using a polynomial basis $\mathbb{P}_{k}(\mathcal{C})$ with different orders $k$. All these spaces are crossed in order to define the space $\mathbf{V}^{h}$, hence the name mixed FEM. However, in the context of solving the RTE, all the component functional spaces $\mathcal{V}_{m}^{h}$ are built using the same polynomial basis. For example $\mathbb{P}_{1}(\mathcal{C})$ spaces have been used for most of the test cases that will appear in this thesis. Thereby, it seems more appropriate to call this method the vectorial FEM rather than the mixed FEM.

With all the test and trial functions available at a given time the vectorial FEM weak formulation can now be built by multiplying the vectorial equation (2.19) with the SUPG vectorial test function $\mathbb{W}^{h}+\gamma \mathbb{S} \cdot \nabla \mathbb{W}^{h}$, then integrating over the domain of interest $\Omega^{h}$. Based on that, the problem now reads:
search $\mathbb{I}^{h} \in \mathbf{V}^{h}$ that satisfies:

$$
\begin{align*}
& \int_{\Omega^{h}}\left(\mathbb{S} \cdot \nabla \mathbb{I}^{h}+\beta \mathbb{I}^{h}\right)^{\top}\left(\mathbb{W}^{h}+\gamma \mathbb{S} \cdot \nabla \mathbb{W}^{h}\right) \mathrm{d} x-\int_{\Omega^{h}}\left(\Theta \mathbb{I}^{h}\right)^{\top}\left(\mathbb{W}^{h}+\gamma \mathbb{S} \cdot \nabla \mathbb{W}^{h}\right) \mathrm{d} x \\
& =\int_{\Omega^{h}}\left(\kappa I_{b} \mathbb{1}\right)^{\top}\left(\mathbb{W}^{h}+\gamma \mathbb{S} \cdot \nabla \mathbb{W}^{h}\right) \mathrm{d} x \quad \forall \mathbb{W} \in \mathbf{V}^{h} \tag{2.21}
\end{align*}
$$

The Greens theorem is then applied for introducing the inflow boundary conditions, so that the problem becomes:
search $\mathbb{I}^{h} \in \mathbf{V}^{h}$ that satisfies:

$$
\begin{align*}
& -\int_{\Omega^{h}}\left(\mathbb{S} \cdot \nabla \mathbb{W}^{h}\right)^{\top} \mathbb{I}^{h} \mathrm{~d} \boldsymbol{x}+\int_{\partial \Omega^{h}}\left(\mathbb{S} \cdot \boldsymbol{n}: \mathbb{H}_{[\mathbb{S} \cdot \boldsymbol{n}>0]}: \mathbb{I}^{h}\right)^{\top} \mathbb{W}^{h} \mathrm{~d} \boldsymbol{x} \\
& +\int_{\partial \Omega^{h}}\left(\mathbb{S} \cdot \boldsymbol{n}: \mathbb{H}_{[\mathbb{S} \cdot \boldsymbol{n}<0]}: \mathbb{I}_{\mathrm{in}}^{h}\right)^{\top} \mathbb{W}^{h} \mathrm{~d} \boldsymbol{x}+\int_{\Omega^{h}}\left(\mathbb{S} \cdot \nabla \mathbb{I}^{h}\right)^{\top}\left(\gamma \mathbb{S} \cdot \nabla \mathbb{W}^{h}\right) \mathrm{d} \boldsymbol{x}  \tag{2.22}\\
& +\int_{\Omega^{h}}\left(\beta \mathbb{I}^{h}\right)^{\top}\left(\mathbb{W}^{h}+\gamma \mathbb{S} \cdot \nabla \mathbb{W}^{h}\right) \mathrm{d} \boldsymbol{x}-\int_{\Omega^{h}}\left(\Theta \mathbb{I}^{h}\right)^{\top}\left(\mathbb{W}^{h}+\gamma \mathbb{S} \cdot \nabla \mathbb{W}^{h}\right) \mathrm{d} \boldsymbol{x} \\
& =\int_{\Omega^{h}}\left(\kappa I_{b} \mathbb{\mathbb { 1 }}\right)^{\top}\left(\mathbb{W}^{h}+\gamma \mathbb{S} \cdot \nabla \mathbb{W}^{h}\right) \mathrm{d} \boldsymbol{x} \quad \forall \mathbb{W}^{h} \in \mathbf{V}^{h} .
\end{align*}
$$

Note that the vectorial indicator (Heaviside) function $\mathbb{H}_{[\mathbb{S} \cdot n>0]}$ has been introduced. This function results in zeros and ones depending on Boolean operations, e.g., $\left(\mathbb{H}_{[\mathbb{S} \cdot \boldsymbol{n}>0]}\right)_{i}$ equals one if and only if $\boldsymbol{s}_{i} \cdot \boldsymbol{n}>0$, and zero elsewhere.

Equation (2.22) is indeed the vectorial FEM variational form for solving the monochromatic steady-state RTE with prescribed boundary condition $I_{\mathrm{in}}$. This vectorial FEM variational formulation can be written in the following canonical form:

$$
\begin{align*}
& \text { find } \mathbb{I}^{h}(\boldsymbol{x}) \in \mathbf{V}^{h} \text { such that } \\
& \mathbf{a}\left(\mathbb{I}^{h}, \mathbb{W}^{h}\right)=\mathbf{1}\left(\mathbb{W}^{h}\right) \quad \forall \mathbb{W}^{h} \in \mathbf{V}^{h}, \tag{2.23}
\end{align*}
$$

where $\mathbf{a}: \mathbf{V}^{h} \times \mathbf{V}^{h} \rightarrow \mathbb{R}$ and $\mathbf{1}: \mathbf{V}^{h} \rightarrow \mathbb{R}$ are the vectorial bilinear and linear functionals, respectively:

$$
\begin{align*}
\mathbf{a}\left(\mathbb{I}^{h}, \mathbb{W}^{h}\right)= & \int_{\Omega^{h}}\left[\left(\left(\mathbb{S} \cdot \nabla \mathbb{W}^{h}\right)^{\top} \mathbb{I}^{h}\right)+\left(\left(\mathbb{S} \cdot \nabla \mathbb{I}^{h}\right)^{\top}\left(\gamma \mathbb{S} \cdot \nabla \mathbb{W}^{h}\right)\right)\right. \\
& \left.+\left(\left(\beta \mathbb{I}^{h}\right)^{\top}\left(\mathbb{W}^{h}+\gamma \mathbb{S} \cdot \nabla \mathbb{W}^{h}\right)\right)-\left(\left(\Theta \mathbb{I}^{h}\right)^{\top}\left(\mathbb{W}^{h}+\gamma \mathbb{S} \cdot \nabla \mathbb{W} \mathbb{W}^{h}\right)\right)\right] \mathrm{d} \boldsymbol{x} \\
& +\int_{\partial \Omega}\left[\left(\left(\mathbb{S} \cdot \boldsymbol{n}: \mathbb{H}_{[\mathbb{S} \cdot \boldsymbol{n}>0]}: \mathbb{I}^{h}\right)^{\top} \mathbb{W}^{h}\right)\right] \mathrm{d} \boldsymbol{x}, \tag{2.24}
\end{align*}
$$

$$
\begin{equation*}
\mathbf{l}\left(\mathbb{W}^{h}\right)=\int_{\Omega^{h}}\left[\left(\left(\kappa I_{b} \mathbb{1}\right)^{\top}\left(\mathbb{W}^{h}+\gamma \mathbb{S} \cdot \nabla \mathbb{W}^{h}\right)\right)\right] \mathrm{d} x \tag{2.25}
\end{equation*}
$$

$$
\left.+\int_{\partial \Omega}\left[\left(\mathbb{S} \cdot \boldsymbol{n}: \mathbb{H}_{[\mathbb{S} \cdot \boldsymbol{n}<0]}: \mathbb{I}_{\mathrm{in}}^{h}\right)^{\top} \mathbb{W}^{h}\right)\right] \mathrm{d} \boldsymbol{x}
$$

Note that, in contrast to the standard FEM variational formulation (2.13), which was a system of $N_{d}$ equations, the vectorial FEM variational formulation (2.23) is a single equation. In other words, the equation (2.23) is simply the combination of $N_{d}$ equations involved in the system (2.13).

In order to solve the vectorial FEM variational formulation one first needs to assemble the vectorial matrix system $A \mathbb{I}=\mathbb{b}$ from the equation (2.22). This is done by approximating all the $N_{d}$ components $\left(\mathcal{V}_{m}^{h}\right)$ of the vectorial finite element functional space $\mathbf{V}^{h}$ by a $k$ th order polynomial space $\mathbb{P}_{k}\left(\mathcal{C}_{i}\right)$, for all $\mathcal{C}_{i} \in \Omega^{h}$. This leads to a family
of polynomial basis functions $\left\{\varphi_{i} \in \mathcal{V}_{m}^{h}\right\}_{i=1}^{N_{v}}$ which in-turn formulates the solution $\mathbb{I}^{h}(\boldsymbol{x})=\sum_{i=1}^{N_{v}} \mathbb{I}^{h}\left(\boldsymbol{x}_{i}\right) \varphi_{i}(\boldsymbol{x})$. In a similar fashion $\mathbb{W}^{h}(\boldsymbol{x})=\sum_{j=1}^{N_{v}} \mathbb{W}^{h}\left(\boldsymbol{x}_{j}\right) \varphi_{j}(\boldsymbol{x}) . N_{v}$ is the number of degrees of freedom associated to the spatial mesh $\Omega^{h}$. The vectorial finite elements leads to a matrix system $A \mathbb{I}=\mathbb{D}$ has its coefficients differently arranged than the standard FEM matrix system $\boldsymbol{A I}=\boldsymbol{b}$. For the standard and the vectorial FEM approach, the two equations given blow show the arrangement of matrix coefficient $\left(a_{i, j}\right)_{k, l}$, where indices $i, j$ represent to the spatial degrees of freedom with $i, j \in\left[1, N_{v}\right]$ and $k, l$ represent the angular degrees of freedom with $k, l \in\left[1, N_{d}\right]$, and the arrangement to right hand side vector with coefficients $b_{i, j}$ where $i, j$ represent the spatial and angular degrees of freedom, respectively, with $i \in\left[1, N_{v}\right]$ and $j \in\left[1, N_{d}\right]$.

The vectorial FEM linear system $A \mathbb{I}=B$ reads

$$
\left(\begin{array}{ccccccc}
\left(a_{1,1}\right)_{1,1} & \ldots & \left(a_{1,1}\right)_{1, N_{d}} & \ldots \ldots \ldots & \left(a_{1, N_{v}}\right)_{1,1} & \ldots & \left(a_{1, N_{v}}\right)_{1, N_{d}} \\
\vdots & \ddots & \vdots & \ldots \ldots \ldots & \vdots & \ddots & \vdots \\
\left(a_{N_{v}, 1}\right)_{1,1} & \ldots & \left(a_{N_{v}, 1}\right)_{1, N_{d}} & \ldots \ldots \ldots & \left(a_{N_{v}, N_{v}}\right)_{1,1} & \ldots & \left(a_{N_{v}, N_{v}}\right)_{1, N_{d}} \\
\vdots & & \vdots & & \vdots & & \vdots \\
\vdots & & \vdots & & \vdots & & \vdots \\
\vdots & & \vdots & & \vdots & & \vdots \\
\left(a_{1,1}\right)_{N_{d, 1}, 1} & \ldots & \left(a_{1,1}\right)_{N_{d}, N_{d}} & \ldots \ldots \ldots & \left(a_{1, N_{v}}\right)_{N_{d}, 1} & \ldots & \left(a_{1, N_{v}}\right)_{N_{d}, N_{d}} \\
\vdots & \ddots & \vdots & \ldots \ldots \ldots & \vdots & \ddots & \vdots \\
\left(a_{N_{v}, 1}\right)_{N_{d}, 1} & \ldots & \left(a_{N_{v}, 1}\right)_{N_{d}, N_{d}} & \cdots \ldots \ldots & \left(a_{N_{v}, N_{v}}\right)_{N_{d}, 1} & \ldots & \left(a_{N_{v}, N_{v}}\right)_{N_{d}, N_{d}}
\end{array}\right)\left(\begin{array}{c}
i_{1,1} \\
\vdots \\
i_{1, N_{d}} \\
\vdots \\
\vdots \\
\vdots \\
i_{N_{v, 1}} \\
\vdots \\
i_{N_{v}, N_{d}}
\end{array}\right)=\left(\begin{array}{c}
b_{1,1} \\
\vdots \\
b_{1, N_{d}} \\
\vdots \\
\vdots \\
\vdots \\
b_{N_{v}, 1} \\
\vdots \\
b_{N_{v}, N_{d}}
\end{array}\right)
$$

The standard FEM linear system $A I=\boldsymbol{b}$ reads

$$
\left(\begin{array}{ccccccc}
\left(a_{1,1}\right)_{1,1} & \ldots & \left(a_{1, N_{v}}\right)_{1,1} & \ldots \ldots \ldots & \left(a_{1,1}\right)_{1, N_{d}} & \ldots & \left(a_{1, N_{v}}\right)_{1, N_{d}} \\
\vdots & \ddots & \vdots & \ldots \ldots \ldots & \vdots & \ddots & \vdots \\
\left(a_{N_{v}, 1}\right)_{1,1} & \ldots & \left(a_{N_{v}, N_{v}}\right)_{1,1} & \ldots \ldots \ldots & \left(a_{N_{v}, 1}\right)_{1, N_{d}} & \ldots & \left(a_{N_{v}, N_{v}}\right)_{1, N_{d}} \\
\vdots & & \vdots & & \vdots & & \vdots \\
\vdots & & \vdots & & \vdots & & \vdots \\
\vdots & & \vdots & & \vdots & & \vdots \\
\left(a_{1,1}\right)_{N_{d}, 1} & \ldots & \left(a_{1, N_{v}}\right)_{N_{d}, 1} & \ldots \ldots \ldots & \left(a_{1,1}\right)_{N_{d}, N_{d}} & \ldots & \left(a_{1, N_{v}}\right)_{N_{d}, N_{d}} \\
\vdots & \ddots & \vdots & \ldots \ldots \ldots & \vdots & \ddots & \vdots \\
\left(a_{N_{v}, 1}\right)_{N_{d}, 1} & \ldots & \left(a_{N_{v}, N_{v}}\right)_{N_{d}, 1} & \ldots \ldots \ldots & \left(a_{N_{v}, 1}\right)_{N_{d}, N_{d}} & \ldots & \left(a_{N_{v}, N_{v}}\right)_{N_{d}, N_{d}}
\end{array}\right)\left(\begin{array}{c}
i_{1,1} \\
\vdots \\
i_{N_{v}, 1} \\
\vdots \\
\vdots \\
\vdots \\
i_{1, N_{d}} \\
\vdots \\
i_{N_{v}, N_{d}}
\end{array}\right)=\left(\begin{array}{c}
b_{1,1} \\
\vdots \\
b_{N_{v, 1}} \\
\vdots \\
\vdots \\
\vdots \\
b_{1, N_{d}} \\
\vdots \\
b_{N_{v}, N_{d}}
\end{array}\right)
$$

Notice, the linear system that arises from the vectorial FEM discretization is equivalent to the one that arises from the standard FEM discretization: the coefficients
for the two matrices are equal in number and value. However, the two matrices have different sparsity pattern, i.e., the vectorial FEM matrices are banded compared to the block matrix structure with standard FEM, see figure 2.4.

```
Algorithm 2: building the global vectorial FEM matrix \(A\) and vector \(b\)
    input \(N_{d}, \kappa, \sigma_{s}\), and \(\beta\)
    load the spatial mesh \(\Omega^{h}\) and the angular mesh \(\mathbb{S}\)
    define vectorial functional space \(\mathbf{V}^{h}\)
    build matrix A using equation (2.24)
    build vector \(b\) using equation (2.25)
```


(a) Standard FEM block matrix with 4 blocks.


(c) Angular mesh.

(d) Spatial mesh.
(b) Vectorial FEM banded matrix.

Figure 2.4: Assembly process for the standard and the vectorial FEM matrices. Left: the assembled matrices, and right: the angular and the spatial mesh used ( $N_{d}=2$ and $N_{v}=27$ ).

The vectorial FEM matrix A being built using the single equation (2.24), the matrix assembly routine of the used finite element kernel is called just once. Hence,
the assembly routine is being called $N_{d}{ }^{2}-1$ times less than with the standard FEM discretization. However, it should be noted that a single block matrix assembly with the standard FEM (for computing $A_{m, n}$ ) is cheaper than the full vectorial FEM assembly (for computing A). Overall, we will show further that it is more costly to assemble the full standard FEM system $A$, as the assembly routine has to be called $N_{d}{ }^{2}$ times. A similar argument holds for the assembly of the vector $\boldsymbol{b}$, with the vectorial b is faster to assemble than the standard $\boldsymbol{b}$. Further, by taking out common factors and operations within the expressions (like mesh traversal or function interpolations), the vectorial FEM equations (2.24) and (2.25) involve less arithmetic operations than their counterpart standard FEM equations (2.14), (2.15), and (2.16). Observe that only two equations (2.24) and (2.25) exist for building $\mathbb{A} \mathbb{I}=\mathbb{b}$, in comparison to three equations (2.14), (2.15), and (2.16) for building $\boldsymbol{A I}=\boldsymbol{b}$. The difference comes from the fact that the standard FEM had two equations (2.14) and (2.15), for building the matrix $A$, as the diagonal and off-diagonal parts are separately built. However, this is not possible with the vectorial FEM, which has a single equation for building $A$.

Algorithm 2 describes the procedure followed for assembling the vectorial FEM matrix $A$ and vector b . In comparison to the standard FEM assembling procedure, given in algorithm 1, we find the iterative loops to be absent within the vectorial FEM assembling procedure. In addition, figure 2.4 represents schematically the building procedures followed for building the vectorial and standard FEM stiffness matrices. We chose the same example as in the preceding section 2.1.1.2: a coarse spatial mesh with $N_{v}=27$, and a coarse angular discretization with $N_{d}=2$. From this figure, it can be seen that the vectorial FEM leads to a short banded stiffness matrix. Notice the different sparsity pattern compared to the block FEM matrix in figure 2.4a. Moreover, we also see that the standard FEM requires 4 equations to build the full matrix, and on the other hand, the vectorial FEM matrix is built using a single equation.

### 2.2.2 Solving the discretized vectorial FEM system

The assembled matrices $\mathbb{A}$, are large, sparse, non-symmetric, and banded. The resulting linear systems can be efficiently solved using a Krylov subspace method such as the restarted GMRES from Saad and Schultz [145]. With such an approach, the solution for all the discrete intensities $I_{m}$ are computed simultaneously (inevitable for the vectorial approach). Advantages of solving a full matrix system via Krylov subspace iterative method over other conventional methods like space-marching and source iteration can be found in [77, 156, 157]. For example, when dealing with ill-conditioned matrices,
which generally arise in radiation problems with heterogeneities, complex topologies, high scattering, and reflections, implicit schemes are necessary as conventional ones seize to perform. Since, we intend to build a method that is able to handle such complexities, this motivates the choice of implicit strategy over other traditional approaches.

The convergence for the restarted GMRES is established when the relative residual $r_{k}$ is lower than a given tolerance $\varepsilon$. At the $k$ th GMRES iteration, the residual norm $r_{k}$ is given by

$$
r_{k}=\left\|\mathbb{A} \mathbb{I}_{k}-\mathbb{b}\right\|_{2}
$$

where $\mathbb{I}_{k}$ is the solution vector.


Figure 2.5: Matrix structures for the standard FEM stiffness matrix (top row) and the vectorial FEM stiffness matrix (bottom row). The effect of increase in mesh size and direction count has been shown in the different matrices.

Matrix structures express coupling between the problem unknowns. A banded matrix structure corresponds to unknowns that are coupled over short distances in the matrix. From a computational point of view, working with narrow banded matrices is most often preferable: certain operations, such as exact $L U$ factorizations, perform
better with such structures [158]. Moreover, narrow banded matrices are better suited for modern computers and memory hierarchies, for example by reducing cache misses. It would be possible to renumber the matrices yielded by the standard FEM discretization using classical algorithm like Reverse Cuthill-McKee [159], but this implies an extra computational step, and it is also not trivial to do this in a distributed fashion. For these reasons, the GMRES is expected to converge faster for the vectorial FEM than for the standard FEM. However, we should also note that off-diagonal blocks vanish for non-scattering media ( $\sigma_{s}=0$ ). For such cases, the calculation time with vectorial FEM and standard FEM will be approximately equal.

In figure 2.5, we compare the matrix structures of both vectorial and standard FEM for some simple RTE systems. For the standard case, refining the mesh size (or the polynomial order) leads to an increase in the size of all matrices within the global stiffness matrix. And, increasing the total number of directions leads to an increase in block numbers. On the contrary, with vectorial finite elements, we always end up with a single banded matrix.

### 2.3 Comparing the vectorial to the standard FEM for solving RTE

In this section we provide results from a series of different numerical tests that compare the vectorial and standard FEM. All the tests were performed using the following open-source mathematical libraries: Gmsh [160] for the unstructured mesh generation, FreeFem++ [139] for writing the variational problems and assembling the linear systems, PETSc [161] for setting up the GMRES solver, and ParaView [162] for postprocessing the results. All tests were performed on an ordinary laptop (Intel Core i7 with 16 GB of RAM).

Previously, the matrix structure, the system assembly process, and the solving strategy for the vectorial and the standard FEM were compared in theory. The theory suggests speed-ups for both system assembly and solution phase for the vectorial FEM compared to the standard FEM. In this section, numerical tests $2 \mathrm{~A}, 2 \mathrm{~B}, 2 \mathrm{C}$, and 2 D are designed to numerically investigate on these behaviors.

For all the tests in this section, a two-dimensional square geometry with a homogeneous participating medium is considered. The medium is assumed to be anisotropically scattering, which is modeled using the Henyey-Greenstein phase

| Name | $\kappa\left(\mathrm{cm}^{-1}\right)$ | $\sigma_{s}\left(\mathrm{~cm}^{-1}\right)$ | $g$ | Medium |
| :--- | :--- | :--- | :--- | :--- |
| Test 2A | 0 | 10 | 0.8 | pure scattering |
| Test 2B | 10 | 10 | 0.5 | semi-transparent |
| Test 2C | 0 | 0 | - | transparent |
| Test 2D | 10 | 0 | - | pure absorbing |

Table 2.1: Test case descriptions.
function [163]. Such a scattering phase function for two-dimensional cases reads

$$
\begin{equation*}
\Phi_{m, n}=\frac{1}{2 \pi} \frac{1-g^{2}}{\left[1+g^{2}-2 g \cos \theta\right]^{\prime}}, \tag{2.26}
\end{equation*}
$$

where $g$ is the anisotropy factor such that $g \in]-1,1\left[\right.$, and $\cos \theta=\boldsymbol{s}_{m} \cdot \boldsymbol{s}_{n}$. According to the value of $g$, one could say

$$
\text { medium is } \begin{cases}\text { backward scattering } & \text { if }-1 \leq g<0 \\ \text { isotropically scattering } & \text { if } g=0 \\ \text { forward scattering } & \text { if } 1 \geq g>0\end{cases}
$$

The four tests $2 \mathrm{~A}, 2 \mathrm{~B}, 2 \mathrm{C}$, and 2 D are differentiated by the values of radiative properties given in table 2.1. Each test has been solved twice, first using the standard FEM and second time using the vectorial FEM. In all these tests, the number of directions $N_{d}$ used for discretizing the angular space is varied between 8 and 80 . The four different angular discretizations used are the ones that were presented in the figures $2.2 \mathrm{a}, 2.2 \mathrm{~b}, 2.2 \mathrm{c}$, and 2.2 f . Further, these angular discretizations are used alongside a fine spatial mesh with 21,000 nodes. For the boundary condition, we assume a top-hat type collimated radiation beam $I_{\text {in }}$ entering the medium towards the direction $s_{\text {in }}=[1,0,0]^{T}$ on some part of the left wall. This inflow boundary condition is defined by

$$
I_{\text {in }}(x, s)=I_{0} \mathbb{1}_{\left[\frac{2}{3}>y>\frac{1}{3}, x=0, \text { and } s=s_{\text {in }}\right]},
$$

where $I_{0}=1 \mathrm{~W} \mathrm{~cm}^{-2} \mathrm{sr}^{-1}$ represents the beam strength, and $\mathbb{1}$ is the Heaviside step function such that $\mathbb{1}_{[\text {condition }]}=1$ if the condition is true, and 0 otherwise.

All the tests in this section were carried out without any preconditioner. As the matrix structures for the standard FEM cases differ from the vectorial FEM cases, it is not easy to define an equivalent preconditioner. Moreover, we are mostly concerned here by the performance of the matrix-vector products without renumbering.


Figure 2.6: System assembly (left column) and solving (right column) times for scattering test cases. Top row: test 2A and bottom row: test 2B. The numbers in braces represent the speed-ups of the vectorial FEM over the standard FEM.

For the scattering tests 2 A and $2 \mathrm{~B}\left(\sigma_{s} \neq 0\right)$, the linear system assembly and solution times are reported in figure 2.6. The figure also reports the corresponding speed-up for the vectorial FEM compared to the standard FEM. As expected, the speed-ups for both system assembly and time to solution are observed for all simulations. When the number of directions is increased, the linear system assembly performance of vectorial FEM is even better relative to standard FEM, see figure 2.6 (left column). The reason for such a speed-up was pointed out in section 2.2.1. For the first simulation case with 8 directions, the vectorial FEM was approximately 5 times faster in assembly. While, for simulation case with 80 directions the vectorial FEM assembled the system approximately 73 times faster. This shows growth in speed-up with increase in directions. Concerning the solution phase, the vectorial FEM was 1.2 to 1.9 times faster than the standard FEM, see figure 2.6 (right column). The speed-up can be attributed to the matrix structure difference that we highlighted in section 2.2.2.

| $N_{d}$ | $k_{\text {GMRES }}$ | cond $(A)$ | Matrix-vector product timings |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  | Standard FE | Vectorial FE |
| Semi-transparent case: test 2A |  |  |  |  |
| 8 | 117 | 63.02 | $2.9 \times 10^{0}$ | $2.0 \times 10^{0}$ |
| 20 | 103 | 38.07 | $6.3 \times 10^{0}$ | $4.5 \times 10^{0}$ |
| 32 | 105 | 40.49 | $1.2 \times 10^{1}$ | $8.8 \times 10^{0}$ |
| 80 | 106 | 33.04 | $4.2 \times 10^{1}$ | $2.1 \times 10^{1}$ |
|  |  |  |  |  |
| Pure scattering case: test 2B |  |  |  |  |
| 8 | 539 | 223.20 | $1.6 \times 10^{1}$ | $9.4 \times 10^{0}$ |
| 20 | 426 | 75.58 | $2.7 \times 10^{1}$ | $1.8 \times 10^{1}$ |
| 32 | 360 | 28.50 | $4.3 \times 10^{1}$ | $3.1 \times 10^{1}$ |
| 80 | 250 | 45.97 | $1.1 \times 10^{2}$ | $6.1 \times 10^{1}$ |

Table 2.2: Scattering test cases ( 2 A and 2B) solving phase data: vectorial FEM vs. standard FEM. The matrix-vector product timings reported within the table are in seconds.

To further investigate on the speed-ups for the solution phase for the scattering tests 2 A and 2 B , table 2.2 provides the matrix-vector product timings for the two methods. Notice, the matrix-vector product timings for the vectorial FEM are always lower compared to the standard FEM. Though the matrices have different structures (vectorial FEM vs. standard FEM), they are equivalent and thus have the same condition numbers for a given $N_{d}$. As a consequence, with both vectorial FEM and standard FEM, the number of iterations needed for the GMRES to reach convergence is identical. The condition numbers cond $(A)$ and the number of GMRES iterations to converge $k_{\text {GMRES }}$ have also been reported in table 2.2.


Figure 2.7: System assembly (left column) and solving (right column) times for nonscattering test cases. Top row: test 2C and bottom row: test 2D. The numbers in braces represent the speed-ups of vectorial FEM over standard FEM.

A similar comparison for the non-scattering $\left(\sigma_{s}=0\right)$ case, tests 2C and 2D, was also performed. The system assembly timings and solution times are reported in figure 2.7. Concerning the linear system assemblies, we observe the vectorial FEM to be more than two times faster than the standard FEM. However, now the speed-ups are not as high as what was observed in the scattering cases (tests 2 A and 2B). The reason is simply that, as a non-scattering medium is considered, the off-diagonal blocks, that appeared in figure 2.3a for example, do not exist. Although the speed-ups between scattering and non-scattering cases are different, it can clearly be concluded that assembling discretized operators of the RTE is always faster with vectorial FEM than with standard FEM. Moreover, the speed-up increases as one uses more directions.

Referring to figure 2.7, plots comparing the times to solution for the nonscattering cases (tests 2C and 2D) have been provided. Adhering to the discussion from section 2.2.2, both vectorial and standard FEM exhibit similar performances, reporting no speed-up.

Note that for all problems involved in this section, reflecting boundary conditions are not considered. However, if one were to use reflecting boundary conditions, this means more integral terms should be evaluated in the variational formulation, cf. [78]. Following the assembly phase timings obtained for tests 2A and 2B, an additional speed up for the vectorial FEM assembly compared to the standard FEM assembly should be expected for reflecting problems. Concerning the solving phase, reflecting problems yield linear systems with off-diagonal blocks (direction s coupling to direction $s^{\prime}$ ). Our results for tests 2A and 2B (also dealing with off-diagonal blocked matrices) indicate that the matrix-vector operation of vectorial FEM should be faster, in comparison to standard FEM, for solving the problems involving reflections. Although, it should be noted that reflecting problems, due to their arbitrary coupling between directions, are in general more difficult to solve compared to non reflecting problems, this means more solving iterations and time required for convergence of such problems. However, in general, the vectorial FEM should also be of interest for solving the reflecting problems of radiative transfer.

In a nutshell, results obtained in this section are in accordance with the previous discussions from sections 2.2.1 and 2.2.2. Overall, for solving the RTE using the FEM-DOM approach, vectorial finite elements are more computationally efficient than standard finite elements.

### 2.4 Conclusions

In this chapter, we proposed and implemented novel deterministic solution methodology for solving the multi-dimensional steady-state monochromatic radiative transfer equation. The DOM was used for angular discretization of the RTE. And for its spatial discretization, we used the vectorial FEM.

It was shown that the vectorial FEM for solving RTE leads to a linear system with banded matrices, conversely to the block matrix structure obtained with the standard FEM. We also reviewed how such matrix structures can be assembled and solved in an efficient manner. Being banded the vectorial FEM matrices lead to faster matrix-vector multiplications, which plays a key role in reducing solution timings when one uses Krylov subspace solvers.

As expected, the vectorial structure of the finite element spaces yields faster timings for the system assemblies, as well as for the solution phase when using scattering media. This claim was proven using some numerical experiments that compared the standard FEM to the vectorial FEM. Overall we proved that the vectorial FEM certainly has the potential to outrun the standard FEM when it comes to numerically solving the monochromatic steady-state RTE. This remains true for scattering or non-scattering problems of radiative transfer.

## Chapter <br> 

## PARALLELIZED VECTORIAL FINITE ELEMENT METHOD

### 3.1 Introduction

Although devising the correct angular and spatial discretizations are crucial for numerically solving the RTE, parallelization is still needed for obtaining time- and memory-efficient solutions. Further, parallel computing becomes inevitable for many challenging numerical simulations, for example simulating radiative transfer within complex geometries that demands for a fine angular and spatial mesh. Another example is when the radiative intensity fields change drastically over short distances in the spatial domain; again for this case, a very fine spatial mesh is needed to capture the sharp solution field variations. Ray effects and false scattering if present again demands for a fine spatial and angular meshes. In all of these scenarios and many more, parallelization can definitely come in handy. Moreover, at current times an efficient numerical method is the one which apart from qualities likes accuracy, stability, generality, etc., is also easy to parallelize. Via this chapter it will be shown that straightforward scalable parallelization is one of the big advantages of using the vectorial FEM method for solving the RTE.

It was previously explained that, the commonly used, fixed point iteration methods (the source iteration method or the Gauss-Jacobi method, etc.) solve the FEM linear system by using operator split strategy. Hence these do not require to explicitly store the full matrix system. However, with the vectorial FEM, we explicitly assemble
the full linear systems from the coupled spatio-angular discretization, and then solve it using a Krylov subspace iterative method. For such an explicit assembly of the full linear system, parallelization becomes inevitable for the matrix system building and for solving, if large angular and spatial meshes are considered.

Several studies have shown the advantages of using parallel computing for the solution of RTE. Using a domain decomposition method and solving the preconditioned system using Krylov subspace methods, Krishnamoorthy et al. presented parallelization of the DOM-FVM for emitting-absorbing medium in [164]. Using up to 125 processes, scaling efficiency was assessed using SSD $_{3 \mathrm{~b}}$ quadrature with 80 directions and a fine spatial mesh with $121^{3}$ cells. Radiative intensities were sequentially solved for each direction and it was observed that increasing the number of processes was not always beneficial. The authors also extended the work for the $\mathrm{P}_{1}-\mathrm{FVM}$ [122]. Parallelization of a space-marching algorithm for the DOM-FVM using angular and spatial decomposition methods for emitting-absorbing media was presented in [165]. Afterwards, the work was extended in [166]. The authors reported higher efficiencies and speed-ups for the angular decomposition method than the domain decomposition method, within the scalability limits of the angular decomposition method, bounded by the size of the angular discretization. Scalability was evaluated using up to 80 processes. In [167], Howell presented the parallel space-marching algorithm along with adaptive mesh refinement for the DOM-FVM.

An implicit parallel algorithm based on pseudo-time marching using the domain decomposition method for the DOM-FVM was recently presented in [168]. Using the $S_{6}$ quadrature ( 80 directions) and a two-dimensional spatial mesh with $512^{2}$ nodes, a strong scaling efficiency greater than $85 \%$ with 256 processes was observed. The DOM-FVM for solving the neutron transport equation, an equation similar to the radiative transfer equation, has also been parallelized using the angular and spatial decomposition methods, cf. [169]. In a recent technical report by Adams et al. [170], the scaling performance of sweeps algorithm (space-marching on domain decomposition) using the DOM-FVM was proven to scale on more than a million of processes.

While most of the work on parallelization within the deterministic methods has been performed using the FVM, Kanschat [147] presented the domain and angular decomposition methods for the solution of RTE using the DOM-FEM. The advantages of ordinate parallelism (angular decomposition) over the domain decomposition method were highlighted. The work also combined adaptive mesh refinement along-
side parallelization. Parallel efficiency of ordinate parallelization was established for examples mimicking real astrophysical data. As an extension of this work, Richling et al. [34] efficiently computed solutions using the ordinate parallelism technique in other astrophysics applications. Combing parallelization and adaptive mesh refinement authors could solve problems with high number of ordinates. Pautz et al. [131] presented a modified space-marching method using the domain decomposition method for a DOM-FEM. By adding pipelining and prioritization strategy, a parallel efficiency of approximately $60 \%$ was achieved on 128 processes. A domain decomposition method for $\mathrm{P}_{N}$-FEM modeling of neutron transport was studied in [132]. The performance of the parallelization method was assessed using 125 processes. While storing multiple domains on a single processing element, the authors observed accelerating potential of the domain decomposition method.

Based on the studies conducted in the past, one could give an edge to parallelization based on spatial domain decomposition (DD) over parallelization based on angular decomposition (AD). Since in practice, one uses small number of ordinates, at most few hundreds for the largest applications, this sets in the most serious limitation of the AD method [171]. Indeed, its achievable speed-up is limited by the number of ordinates used to solve the problem. Following these facts, AD has been considered apt for parallel machines with low number of processing elements (threads, cores, etc.) while DD can be used on massively parallel machines. Although, the DD method has higher limits (order of spatial grid) for parallelization than the AD method, problems of efficiency degradation for participating media while increasing the level of parallelism has been reported, cf. [165, 172].

Contrary to most previous studies, in this chapter, parallelization studies are based on the solution of RTE in an absorbing-emitting-scattering heterogeneous medium. We would review the process of AD and DD parallelism applied onto the vectorial FEM formulations that were introduced in the previous chapter. To add to it, test cases with anisotropic scattering within complex geometries have been considered to test the performance of the proposed parallelization methods. Due to the presence of anisotropic scattering, the discrete intensities become tightly coupled, making the solution procedure challenging. Previously, [4] showed the requirement of a fine angular discretization for accurate solutions of anisotropic scattering cases. Adhering to it, simulation runs with up to 320 directions for 3D and 80 directions for 2D will be considered. While in most of the other parallelization studies a maximum of 80 directions for 3D cases have been used, cf. [164, 166, 168], we show scalability of
the newly proposed parallelization methods considering a fine 320 direction angular discretization alongside a fine spatial mesh.

### 3.2 Parallelization strategies for solving the RTE

Conventionally, in the serial computing framework which was adapted for the previous chapter, in order to solve the vectorial FEM variational formulation we first assembled the matrix system $\mathbb{A} \mathbb{I}=\mathbb{b}$ from the equation (2.22). Then the Krylov subspace based GMRES was employed in order to iteratively solve the system $\mathbb{A} \mathbb{I}=\mathbb{b}$. Parallelization strategies are however different than this conventional approach. Both assembly and solving phase for the linear system $\mathbb{A I}=\mathbb{b}$ is handled in a different manner, i.e, multiple processes (computer cores) work on bits and pieces of the problem to speed up the assembly and solving routines. After parallelization, the work is distributed among multiple processes, naturally one can expect speed-up provided concurrency of the tasks is optimally handled. Two parallelization strategies are compatible with the introduced vectorial FEM: domain decomposition method (DD) and angular decomposition method (AD).

Numerically, solving the monochromatic steady-state radiative intensity $I(\boldsymbol{x}, \boldsymbol{s})$ depends on two discretization processes: the angular discretization applied on $\mathcal{S}$ and the spatial discretization applied on $\Omega$. One can imagine two completely different strategies of parallelization. The first distributes the spatial discretization task among different processes. Such a method is more classical to other physics as well, and is known as domain decomposition method. The second method, which is native to radiative transfer, is called as the angular decomposition method. AD distributes the angular discretization task among different processes. In the following subsections we shall discuss DD and AD in detail.

### 3.2.1 Domain decomposition

The basic idea behind domain decomposition methods consists of dividing the spatial mesh into several smaller meshes, which can either be overlapping or non-overlapping. This introduces an implicit distribution of the workload on multiple processing units. After such a decomposition of the spatial mesh, a solution to the global problem is seeked iteratively while performing local solves in each subdomain. For each local solve inside a subdomain, virtual boundary conditions are provided, usually depending on the previous iterate from the neighboring subdomains. This approach was
first proposed by Schwarz in 1869 [173]. Because the local subdomain solves may be done concurrently, these methods are suited for parallel computing when different subdomains are assigned to different processing elements.


Figure 3.1: Mesh partitioning for a parallelepiped domain using METIS.
To apply this method to the vectorial FEM solution procedure, the spatial mesh $\Omega^{h}$ is first split into $N_{p}$ smaller partitions $\left\{\Omega_{i}^{h}\right\}_{i=1}^{N_{p}}$ known as subdomains. Each, mesh partition $\left\{\Omega_{i}^{h}\right\}_{i=1}^{N_{p}}$ is then assigned to $N_{p}$ MPI processes. Partitioning can
be accomplished by using a freely available mesh partitioner such as METIS [174], PARMETIS [175], SCOTCH [176], etc. By using such packages for mesh partitioning, an equal distribution of the mesh between different partitions can be almost guaranteed. An example of mesh partitioning performed using the METIS package has been shown in figure 3.1. In the figure, a parallelepiped mesh being decomposed into 20 small subdomain meshes has been presented. Throughout this thesis METIS has been used for partitioning the meshes. Note that for DD method, only the spatial mesh $\Omega^{h}$ is decomposed, while the full angular mesh $s_{m} \in \mathcal{S}^{N_{d}}$ is still needed by all processes to assemble all local systems.

The local vectorial variational formulation on the local meshes $\left\{\Omega_{i}^{h}\right\}_{i=1}^{N_{p}}$ is used by each MPI process to assemble the local matrices. Such formulation can be written by reformulating equation (2.22):

$$
\begin{align*}
& \forall i=1,2, \ldots, N_{p}: \\
& \text { search } \mathbb{I}^{h} \in \mathbf{V}^{h} \text { that satisfies: } \\
& -\int_{\Omega_{i}^{h}}\left(\mathbb{S} \cdot \nabla \mathbb{W}^{h}\right)^{\top} \mathbb{I}^{h} \mathrm{~d} \boldsymbol{x}+\int_{\partial \Omega_{i}^{h}}\left(\mathbb{S} \cdot \boldsymbol{n}: \mathbb{H}_{[\mathbb{S} \cdot \boldsymbol{n}>0]}: \mathbb{I}^{h}\right)^{\top} \mathbb{W}^{h} \mathrm{~d} \boldsymbol{x} \\
& +\int_{\partial \Omega_{i}^{h}}\left(\mathbb{S} \cdot \boldsymbol{n}: \mathbb{H}_{[\mathbb{S} \cdot \boldsymbol{n}<0]}: \mathbb{I}_{\mathrm{in}}^{h}\right)^{\top} \mathbb{W}^{h} \mathrm{~d} \boldsymbol{x}+\int_{\Omega_{i}^{h}}\left(\mathbb{S} \cdot \nabla \mathbb{I}^{h}\right)^{\top}\left(\gamma \mathbb{S} \cdot \nabla \mathbb{W}^{h}\right) \mathrm{d} \boldsymbol{x}  \tag{3.1}\\
& +\int_{\Omega_{i}^{h}}\left(\beta \mathbb{I}^{h}\right)^{\top}\left(\mathbb{W}^{h}+\gamma \mathbb{S} \cdot \nabla \mathbb{W}^{h}\right) \mathrm{d} \boldsymbol{x}-\int_{\Omega_{i}^{h}}\left(\Theta \mathbb{I}^{h}\right)^{\top}\left(\mathbb{W}^{h}+\gamma \mathbb{S} \cdot \nabla \mathbb{W}^{h}\right) \mathrm{d} \boldsymbol{x} \\
& =\int_{\Omega_{i}^{h}}\left(\kappa I_{b} \mathbb{1}\right)^{\top}\left(\mathbb{W}^{h}+\gamma \mathbb{S} \cdot \nabla \mathbb{W}^{h}\right) \mathrm{d} \boldsymbol{x} \quad \forall \mathbb{W}^{h} \in \mathbf{V}^{h} \quad \forall \boldsymbol{x} \in \Omega_{i}^{h} .
\end{align*}
$$

Since all $\Omega_{i}^{h}$ are $N_{p}$ times smaller in size than $\Omega^{h}$, if $i>1$, therefore, smaller sparse matrices with sizes $N_{d} \times N_{v}^{i}$ are assembled concurrently. Here, we use $\mathbb{P}_{1}$ (piecewise linear) finite elements for the spatial discretization, thus $N_{v}^{i}$ is the number of local mesh nodes held by the MPI process $i$. This implies, smaller local systems are then individually assembled concurrently using equation (3.1). It is thus possible to expect a near-linear speedup of the matrix assembly with this approach.

In order to obtain satisfactory parallel scaling, both the assembly and the solution phases need to be efficient and scalable. The Portable Extensible Toolkit for Scientific Computation (PETSc) [161] has been used for defining suitable preconditioners and to carry out the solution phase at scale for the distributed linear systems. PETSc offers a collection of parallelized Krylov subspace solvers, like the GMRES, the BICGSTAB, the CG, etc. Among these the GMRES method has been chosen for carry-


Figure 3.2: Domain decomposition strategy. Left subfigures: spatial mesh decomposition, middle subfigures: angular mesh decomposition, right subfigures: resulting distributed linear system.
ing out the parallel solving phase once done with assembly. The GMRES iteratively solves the global problem. As a main ingredient, the GMRES converges to a solution by repeatedly performing matrix-vector multiplications. We have thus to distribute the global matrix according to a one-dimensional row-wise partitioning. Vectors are distributed using the same partitioning. Matrix-vector products then imply some neighbor-to-neighbor communications, depending on the domain decomposition of the spatial mesh, and local computations.

Figure 3.2 presents pictorially the strategy of DD for RTE. Given a spatial mesh with 27 vertices, we decompose the assembly task in one, two, and four subdomains (subfigures a, b, and c respectively). For clarity, we consider here a coarse angular mesh with four directions. Observe how in all cases the local angular mesh remains the same while the spatial mesh $\Omega^{h}$ is split into $N_{p}$ smaller local subdomains $\left\{\Omega_{i}^{h}\right\}_{i=1}^{N_{p}}$. The color coded matrix shows how the global matrix is distributed using smaller dimension matrices. Also observe the creation of off-diagonal elements within these matrices, corresponding to the coupling of one subdomain to its neighbors. For DD, the quality of the load balance is directly linked with the quality of the mesh partitioner.

### 3.2.2 Angular decomposition

In order to parallelize the vectorial FEM RTE solving process via angular decomposition, the discretized angular space (unit-sphere) $\mathcal{S}^{N_{d}}$ is split into $N_{p}$ smaller angular meshes $\left\{\mathcal{S}_{i}^{N_{d}}\right\}_{i=1}^{N_{p}}$ and then assigned to $N_{p}$ MPI processes. In other words each MPI process contains some number of directions from the total number of directions $N_{d}$. An example of angular mesh partitioning has been shown in figure 3.3. In the figure we show the third refinement octahedral mesh $\left(N_{d}=512\right)$ being partitioned into 8 small meshes. In other words, each MPI process will contain 512/8 $=64$ directions. To obtain the angular subdomain matrices, each MPI process $i$ assembles them using the complete spatial mesh $\Omega^{h}$ and the local angular mesh $\left\{\mathcal{S}_{i}^{N_{d}}\right\}_{i=1}^{N_{p}}$. Because of this strategy, each MPI process is required to hold the full spatial mesh $\Omega^{h}$ (contrary to the DD approach), memory requirements for the AD approach are thus greater than for DD.

For such a decomposition, the subset angles that one MPI process handles is $N_{d} / N_{p}$, hence the vectorial variation formulation is based on $N_{d} / N_{p}$ vectorial components. At the global level, this yields $N_{p}$ vectorial variational formulations of RTE with each processor holding a single equation. For the $i$ th MPI process one uses


Figure 3.3: Angular mesh partitioning process using 8 processes.
the local radiative intensity trial function vectors $\mathbb{I}_{i}^{h}=\left[I_{(i-1) N_{d} / N_{p}+1}, \ldots, I_{i N_{d}} / N_{p}\right]^{\top}$ and similar construction for local vectorial directions $\mathbb{S}_{i}$, and local test function vectors $\mathbb{W}_{i}^{h}$, for all $i=1, \ldots, N_{p}$. The phase-weight scattering matrix is split in the same fashion, using a row-wise distribution, such that the MPI process $i$ holds $N_{d} / N_{p}$ rows:

$$
\Theta_{i}=\left(\begin{array}{cccc}
\sigma_{s} \omega_{1} \phi_{(i-1) N_{d} / N_{p}+1,1} & \sigma_{s} \omega_{2} \phi_{(i-1) N_{d} / N_{p}+1,2} & \cdots & \sigma_{s} \omega_{N_{d}} \phi_{(i-1) N_{d} / N_{p}+1, N_{d}}  \tag{3.2}\\
\sigma_{s} \omega_{1} \phi_{(i-1) N_{d} / N_{p}+2,1} & \sigma_{s} \omega_{2} \phi_{(i-1) N_{d} / N_{p}+2,2} & \cdots & \sigma_{s} \omega_{N_{d}} \phi_{(i-1) N_{d} / N_{p}+2, N_{d}} \\
\vdots & \vdots & \ddots & \vdots \\
\sigma_{s} \omega_{1} \phi_{i N_{d} / N_{p}, 1} & \sigma_{s} \omega_{2} \phi_{i N_{d} / N_{p}, 2} & \cdots & \sigma_{s} \omega_{N_{d}} \phi_{i N_{d} / N_{p}, N_{d}}
\end{array}\right) .
$$

To go one step further, in order to assemble the corresponding block matrix locally, we split the weighted phase function matrix as $\Theta_{i}=\tilde{\Theta}_{i}+\Theta_{i}^{d}$, in which $\Theta^{d}$ and $\tilde{\Theta}$ are the diagonal and the off-diagonal parts of $\Theta$, respectively. Doing so, the
variational problems to be solved, in this case of angular decomposition, read:

$$
\begin{align*}
& \forall i=1,2, \ldots, N_{p}: \\
& \text { search } \mathbb{I}_{i}^{h} \in \mathbf{V}^{h \prime} \text { that satisfies: } \\
& -\int_{\Omega^{h}}\left(\mathbb{S}_{i} \cdot \nabla \mathbb{W}_{i}^{h}\right)^{\top} \mathbb{I}_{i}^{h} \mathrm{~d} \boldsymbol{x}+\int_{\partial \Omega^{h}}\left(\mathbb{S}_{i} \cdot \boldsymbol{n}: \mathbb{H}_{\left[\mathbb{S}_{i} \cdot \boldsymbol{n}>0\right]}: \mathbb{I}_{i}^{h}\right)^{\top} \mathbb{W}_{i}^{h} \mathrm{~d} \boldsymbol{x} \\
& +\int_{\Omega^{h}}\left(\mathbb{S}_{i} \cdot \nabla \mathbb{I}_{i}^{h}\right)^{\top}\left(\gamma \mathbb{S}_{i} \cdot \nabla \mathbb{W}_{i}^{h}\right) \mathrm{d} \boldsymbol{x}+\int_{\Omega^{h}}\left(\beta \mathbb{I}_{i}^{h}\right)^{\top}\left(\mathbb{W}_{i}^{h}+\gamma \mathbb{S}_{i} \cdot \nabla \mathbb{W}_{i}^{h}\right) \mathrm{d} \boldsymbol{x}  \tag{3.3}\\
& -\int_{\Omega^{h}}\left(\Theta_{i}^{d} \mathbb{I}_{i}^{h}\right)^{\top}\left(\mathbb{W}_{i}^{h}+\gamma \mathbb{S}_{i} \cdot \nabla \mathbb{W}_{i}^{h}\right) \mathrm{d} \boldsymbol{x}-\int_{\Omega^{h}}\left(\tilde{\Theta}_{i} \mathbb{I}_{i}^{h}\right)^{\top}\left(\mathbb{W}_{i}^{h}+\gamma \mathbb{S}_{i} \cdot \nabla \mathbb{W}_{i}^{h}\right) \mathrm{d} \boldsymbol{x} \\
& =\int_{\Omega^{h}}\left(\kappa \mathbb{I}_{b} \mathbb{1}\right)^{\top}\left(\mathbb{W}_{i}^{h}+\gamma \mathbb{S}_{i} \cdot \nabla \mathbb{W}_{i}^{h}\right) \mathrm{d} \boldsymbol{x}-\int_{\partial \Omega^{h}}\left(\mathbb{S}_{i} \cdot \boldsymbol{n}: \mathbb{H}_{\left[\mathbb{S}_{i} \cdot \boldsymbol{n}<0\right]}: \mathbb{I}_{\text {in }}^{h}\right)^{\top} \mathbb{W}_{i}^{h} \mathrm{~d} \boldsymbol{x} \\
& \quad \forall \mathbb{W}_{i}^{h} \in \mathbb{V}^{h \prime} .
\end{align*}
$$

In this equation $\mathbf{V}^{h \prime}$ is the vectorial functional space but with reduced dimensions, i.e., $\mathbf{V}^{h \prime}=\mathcal{V}_{1}^{h} \times \mathcal{V}_{2}^{h} \times \cdots \times \mathcal{V}_{N_{d} / N_{p}}^{h}$.

Each MPI process may now assemble concurrently a diagonal block $\mathbb{A}_{i, i}$, of the global system $\mathbb{A}$, first five terms of equation (3.3). Coupling between different angles (off-diagonal block $\mathbb{A}_{i, j}$ ) is taken into account in the only term of the variational formulation involving $\tilde{\Theta}_{i}$, i.e., the sixth term of equation (3.3).

In current strategies being used in the literature to assemble the linear system in parallel, the number of processing units used cannot exceed the number of angles $N_{d}$, cf. [169, 171]. We will propose in the next section a way to efficiently alleviate this limitation.

Note the correspondence of the vectorial variational formulation equation (3.3) and the traditional finite element variational formulation equation (2.12). The main difference between the two being that here, we consider $N_{d} / N_{p}$ vectorial equations while in the traditional formulation, $N_{d}$ equations were considered. It would be fair to say that if $N_{p}=N_{d}$ the equation (3.3) is indeed the equation (2.12). However, the equation (3.3) introduces an explicit distribution of the workload on $N_{p}$ MPI processes, which is thus easy to use in a distributed fashion.

Figure 3.4 presents pictorially the strategy of AD method for solving the RTE. Given an angular mesh with four directions, we decompose it in one, two, and four angular subdomains (subfigures a, b, and c respectively). For clarity, we consider a coarse spatial mesh with 27 nodes. Observe how in all the cases the local spatial mesh remains the same while the angular mesh $\mathcal{S}^{N_{d}=4}$ is split into $N_{p}$ smaller local

(a) Decompositions with one process.

(b) Decompositions with two processes.

(c) Decompositions with four processes.

Figure 3.4: Angular decomposition strategy. Left subfigures: spatial mesh decomposition, middle subfigures: angular mesh decomposition, right subfigures: resulting distributed linear system.
subdomains $\left\{\mathcal{S}_{i}^{N_{d}}\right\}_{i=1}^{N_{p}}$. The matrix is color-coded so that it is straightforward to see how it is decomposed over an increasing number of MPI processes. With this technique it is possible to achieve perfect load balance since all local matrices are of the same dimensions, whereas this might not be the case with DD. However, it is also clear that it is not straightforward to derive a parallel method that will work for a number of processes $N_{p}$ greater than the number of angles $N_{d}$. That is also linked to the fact that for AD , the explicit partitioning is done at the continuous level in equation (3.3), while for DD, the implicit partitioning is done at the discrete level when distributing the spatial mesh before assembling the coefficient matrix of equation (3.1). The global linear systems of both approaches are equivalent but not distributed in the same way. As such, special care must be taken to define appropriate preconditioner for the two types of distribution.

### 3.2.2.1 Extended angular discretization

In this paragraph, we will show how to raise the limit of angular decomposition method. In practice, one can locally build the diagonal blocks $\mathbb{A}_{i, i}$ and the off-diagonal blocks $\mathbb{A}_{i, j \neq i}$ of the global matrix $\mathbb{A}$. We take advantage of this in order to build these blocks concurrently on different MPI processes. Once all the matrices are built, each process handles $N_{p} / N_{d}$ local matrices out of the complete row made of $N_{d}$ blocks. This means that each block of rows for the global matrix, is built by multiple processes, cf. figure 3.5c. For each block of rows we use $N_{p_{\text {row }}} \geqslant 1$ processes. Hence, $N_{p}=N_{p_{\text {row }}} \times N_{d}$ processes are used for building the global matrix, with $N_{p_{\text {row }}}$ going from 1 to $N_{d}$. We thus push the maximum number of processes that can be used efficiently with angular decomposition from $N_{p}=N_{d}$ to $N_{p}=N_{d}{ }^{2}$. As an example, for a three-dimensional test case with $N_{d}=320$, this means using up to 102,400 processes instead of only 320 . We can thus use this new extended approach of angular decomposition to solve the RTE on massively parallel architectures.

Unfortunately, for the solution phase, PETSc only supports a row-wise distribution of the global matrix. As is, for a single block of rows, multiple processes may be in charge of different columns. So we have implemented a mechanism to redistribute the matrix accordingly to PETSc matrix layout. This step is carried out after all diagonal and off-diagonal blocks have been assembled.

This process of redistribution is explained briefly in figure 3.5, on a test case with four angles and eight MPI processes $\left(N_{p}>N_{d}\right)$. This is a configuration for which it is not trivial to efficiently parallelize current RTE solvers using the angular

(a) Spatial mesh.
(b) Angular mesh decomposition.

(c) Concurrent assembly phase.

Figure 3.5: Redistribution scheme when $N_{p}>N_{d}(8>4)$.
decomposition method. In the first step, figure 3.5c, all processes are in charge of assembling concurrently the same number of matrices. In this case, there are two local matrices (either one diagonal matrix plus one off-diagonal matrix, or two off-diagonal matrices), since $N_{p} / N_{d}=2$. At this point, the global matrix does not follow a row-wise distribution. Using asynchronous point-to-point communications, we can redistribute the local matrices so that the assembled system can be supplied to a linear algebra backend such as PETSc, cf. figure 3.5d.

This redistribution mechanism may be seen as an additional level of algebraic decomposition in $N_{p_{\text {row }}}$ partitions on top of the angular decomposition in $N_{d}$ partitions. However, since this algebraic decomposition is done directly on the matrices and not on the spatial mesh, there is no direct link with domain decomposition.

### 3.3 Analyzing the parallelization schemes

To make the best possible use of computational resources it is common in the high performance computation community to measure the scalability (also called as the scaling efficiency) of a parallelized solver. Scalability measurements indicate how efficient a solver is when one increases the numbers of parallel processing elements (CPUs / cores / processes / threads / etc.). Two basic kinds of scalability tests can be performed: the strong scaling test and the weak scaling test. The strong scaling tests are used to justify solvers that take a long run-times (process-bound). In other words by increasing the numbers of parallel processing elements one should be able to decrease the computational time linearly provided the solver scales strongly. The weak scaling tests, on the other hand, are used to justify solvers that take a lot of computational storage (memory-bound). In other words, the weak scaling measures how large a problem size, one can efficiently compute with a given parallel solver and system.

In strong scaling experiments, we try to fit the largest problem (workload) possible on a moderate number of parallel processing elements (MPI processes), and then we increase the number of parallel processing elements but keep the size of global problem constant (same spatial and angular meshes). A solver is considered to (strong) scale linearly if the $N$ times increasing the parallel processing elements leads to $N$ times decrease in problem solving time. In weak scaling experiments, the problem size (workload) assigned to each processing element stays constant and additional processing elements are used to solve a larger total problem. In case of weak scaling, linear scaling is achieved if the run time stays constant while the problem size is increased in direct proportion to the number of processing elements.

In the upcoming subsections strong scaling measurements have been performed for the proposed DD and extended AD (with redistribution) methods. Unfortunately, it is not possible to set up weak scaling experiments with the proposed parallel approaches, since the main criteria of increasing the problem size in direct proportions to the increasing number of processing elements cannot be met.

### 3.3.1 Parallel performance tests for AD and DD

In order to assess the performance of the two devised parallel methods, angular decomposition and domain decomposition, strong scaling test problems for solving the RTE within a heterogeneous participating medium are performed. Parallelization
performances are analyzed for both two- and three-dimensional radiative transfer problems. For the two-dimensional case, we use the unit square composed of a semitransparent material (albedo $\omega=0.9$ ) with circular inclusions (heterogeneities) of an absorbing material $(\omega=0.09)$. For the three-dimensional case, we use the unit cube composed of a semi-transparent material ( $\omega=0.9$ ) with cylindrical inclusions (heterogeneities) of an absorbing material ( $\omega=0.09$ ). Such cases may be seen as a model for anisotropic porous media with inclusions of solid opaque phase (rod bundles), cf. [177]. These tests were performed on supercomputer Liger, a 6,384 core machine at $\mathrm{ICI}^{1}$ supercomputing facility, in Central Nantes, France.


Figure 3.6: Test case meshes and geometry. The radiative properties $\left(\sigma_{s}, \kappa\right)=(0.1,10.0)$ for inclusions (denoted by yellow color), and $\left(\sigma_{s}, \kappa\right)=(10.0,0.1)$ for the semitransparent host material (denoted by black color). Both $\sigma_{s}$, and $\kappa$ are given in $\mathrm{cm}^{-1}$.

Figure 3.6 presents the meshes considered for the two problems. Along with this figure, the numerical solution in terms of radiative density is presented in figure 3.7. Data concerning the two tests has been given in table 3.1. Such a heterogeneous test case, which has presence of both highly absorbing and highly scattering media, is designed to check robustness of the RTE solver, because such cases are generally more difficult to solve compared to homogeneous media cases with structured grids.

For both cases we assume that an external source laser ( $I_{\text {in }}$ ) of unit power impinges the left-hand side of the domain towards the direction $s_{\text {in }}=[1,0,0]^{T}$. The

[^8]in-scattering effects are modeled using the Henyey-Greenstein phase function $\Phi$,
\[

$$
\begin{equation*}
\Phi_{m, n}=\frac{1}{4 \pi} \frac{1-g^{2}}{\left[1+g^{2}-2 g s_{m} \cdot \boldsymbol{s}_{n}\right]^{\frac{3}{2}}} \tag{3.4}
\end{equation*}
$$

\]

with the anisotropic coefficient $g=0.8$.

| Characteristics | 2D-case | 3D-case |
| :--- | :--- | :--- |
| Spatial mesh $\Omega^{h}$ | 53,945 | 107,484 |
| $N_{v}$ | 107,572 | 642,599 |
| $N_{e}$ |  |  |
|  |  | 320 |
| Angular mesh $\mathcal{S}^{N_{d}}$ | 80 |  |
| $N_{d}$ |  | $35 \times 10^{6}$ |
|  |  | $17 \times 10^{10}$ |
| Global matrix A | $31 \times 10^{6}$ |  |
| d.o.f. |  |  |
| nnz |  |  |

Table 3.1: Spatial mesh, angular mesh, and global matrix properties of the two test cases. nnz and d.o.f. abbreviate number of non zeros and degrees of freedom, respectively.

As stated in section 3.2, while the linear systems of both AD and DD are equivalent, they are not distributed in the same fashion, see figure 3.2 c vs. figure 3.4c. Defining efficient schemes (preconditioner plus iterative method) for implicitly solving distributed sparse linear systems is a task that vastly depends on the distribution of said systems. On one hand, matrices obtained with AD imply costly matrix-vector operations because of their sparsity pattern (all-to-all communications). On the other hand, matrices obtained with DD imply cheap matrix-vector operations (neighboring subdomain-to-neighboring subdomain communications), but are much harder to precondition because of the small dense blocks of size $N_{d} \times N_{d}$ in the matrices, due to the use of vectorial finite elements in equation (3.1). After a careful study, we found out that for AD, left block Jacobi preconditioning with complete LU factorization performed by MUMPS [178] for the subdomain solver performed best among other preconditioners available in PETSc. For DD, symmetric point Jacobi preconditioning performed best. The topic of preconditioning will be discussed in detail in the next chapter.

The GMRES is stopped when the relative (to $r_{0}$ ) unpreconditioned residual $r_{k}$ is lower than $10^{-8}$. At the $k$ th iteration, the unpreconditioned residual $r_{k}$ is given by:

$$
r_{k}=\left\|\mathbb{A} \mathbb{I}_{k}-\mathbb{b}\right\|_{2}
$$

where $\mathbb{I}_{k}$ is the solution vector.
Results concerning iteration counts and residuals for AD and DD methods are given in table 3.2. We observe higher iteration counts with DD. While AD converged in 14 (resp. 13) iterations for the two- (resp. three-) dimensional case, DD converged in 1217 (resp. 283) iterations. Such high differences in iteration counts between the two methods suggest that the condition numbers of the preconditioned systems from AD are lower than for DD . This problem of condition numbers for DD could have been handled by designing a more efficient preconditioner, as what was done for AD. However, due to the large dense blocks of size $N_{d} \times N_{d}$ in the global system because of the use of vectorial finite elements, the setup phase for cheap yet more robust preconditioners, e.g., incomplete LU factorization, becomes costly. Thus, the overall solution phase timings do not improve. On the other hand, the regular sparse matrix structure of diagonal blocks in AD are well suited for LU factorizations, making block Jacobi preconditioning with exact factorization a good choice of preconditioner for AD.


Figure 3.7: Radiative density field inside the medium.

The comparative performance of the two methods for two-dimensional and three-dimensional test cases are presented in figures 3.8 and 3.9, respectively. The

| $N_{p}$ | Angular Decomposition |  |  | Domain Decomposition |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Iterations $(k)$ | Residual $\left(r_{k}\right)$ |  | Iterations $(k)$ | Residual $\left(r_{k}\right)$ |
| 2 2D test case |  |  |  |  |  |
| 20 | 14 | $5.9 \times 10^{-10}$ |  | 1217 | $1.0 \times 10^{-8}$ |
| 40 | 14 | $7.6 \times 10^{-10}$ |  | 1217 | $1.0 \times 10^{-8}$ |
| 80 | 14 | $8.4 \times 10^{-10}$ |  | 1217 | $1.0 \times 10^{-8}$ |
| 160 | 14 | $8.4 \times 10^{-10}$ |  | 1217 | $1.0 \times 10^{-8}$ |
| 320 | 14 | $8.4 \times 10^{-10}$ |  | 1217 | $1.0 \times 10^{-8}$ |
|  |  |  |  |  |  |
| 3D test case |  |  |  |  |  |
| 160 | 13 | $2.4 \times 10^{-6}$ |  | 283 | $9.0 \times 10^{-4}$ |
| 320 | 14 | $1.5 \times 10^{-6}$ |  | 283 | $9.0 \times 10^{-4}$ |
| 640 | 14 | $1.2 \times 10^{-6}$ |  | 283 | $9.0 \times 10^{-4}$ |
| 1,280 | 14 | $1.7 \times 10^{-6}$ |  | 283 | $1.0 \times 10^{-4}$ |

Table 3.2: Iteration counts and residuals for both AD and DD methods.
figures reveals that both AD and DD scale strongly well: by increasing the number of processors, the global linear system is built faster. We notice that we quickly reach the maximum achievable speedup in three dimensions, for both AD and DD, because the local matrices become too small. The overall linear system assembly timings are greater for the AD method. The reason is that AD involves assembling multiple local sparse matrices, while for the DD method only one local sparse matrix is computed. Thus, for AD, more quadrature formulae needed by the finite element method have to be evaluated, making it more expensive. Also, for DD, each MPI process holds a portion of the spatial mesh along with the full angular mesh. The roles are switched for AD . Since the spatial mesh is much larger than the angular mesh, AD requires more memory per process than DD.

In figures 3.8 b and 3.9 b , the wall-clock timings for the solution phase of both AD and DD methods are shown for the two- and three-dimensional test cases. These timings can be split in two phases: construction of the preconditioner and solution phase by a Krylov subspace method. It is clear that we achieve quasi-optimal scaling both for AD and DD methods. The overall wall-clock timings for the solution phase in AD remains lower than DD. This difference is even more pronounced for the two-dimensional test case. Notice that for the AD method, the proposed matrix redistribution is needed as soon as $N_{p}$ becomes greater than the number of directions, i.e., 80 (resp. 320) for the two- (resp. three-) dimensional test case. On the one hand, AD requires all processes to communicate at each iteration because of the matrix


Figure 3.8: Scaling comparison between AD and DD for the two-dimensional test.
structure. On other hand, for DD , one process only communicates with its neighboring subdomains. Although much more communications are required by the AD method, it still outperformed the DD method in the solution phase.

In figure 3.9d, we display timings for construction of the different preconditioners (Jacobi for DD and block Jacobi for AD), as well as the time spent in the GMRES to reach convergence. Since Jacobi preconditioning only involves inverting the diagonal coefficients of the matrices, the time spent setting up the DD method preconditioner is negligible. It is also cheap to apply at each iteration. For the AD method, since we use exact LU factorizations as subdomain solvers, it is costlier to build. Once the factorizations have been computed, they may be used in successive backward eliminations/forward substitutions. This is of course costlier than applying the simpler Jacobi preconditioning. But, as clearly displayed in table 3.2, it yields a much more robust preconditioner. All in all, the AD method still reaches convergence quicker than the DD method.

Finally, we compare the overall speedup and efficiency of both AD and DD methods for the two- and three-dimensional test cases. This data is reported in table 3.3. The speedups ( $S_{N_{p}}$ ) and the efficiencies ( $E_{N_{p}}$ ) are proportional to the timings obtained with the lowest number of processes needed to run these simulations (10 and 160


Figure 3.9: Scaling comparison between AD and DD for the three-dimensional test.

| $N_{p}$ | Angular Decomposition |  |  | Domain Decomposition |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $t$ | speedup | efficiency | $t$ | speedup | efficiency |
| 2D test case ( $4 \times 10^{6}$ d.o.f.) |  |  |  |  |  |  |
| 10 | 287.1 | - | - | 887.4 | - | - |
| 20 | 48.6 | 5.91 | 2.95 | 487.3 | 1.82 | 0.91 |
| 40 | 15.0 | 19.14 | 4.78 | 252.5 | 3.51 | 0.87 |
| 80 | 8.5 | 33.78 | 4.23 | 125.6 | 7.06 | 0.88 |
| 160 | 7.3 | 39.33 | 2.45 | 65.0 | 13.65 | 0.85 |
| 320 | 6.3 | 45.57 | 1.42 | 35.9 | 13.31 | 0.77 |
| 3D test case ( $35 \times 10^{6}$ d.o.f.) |  |  |  |  |  |  |
| 160 | 625.1 | - | - | 862.1 | - | - |
| 320 | 298.9 | 2.1 | 1.05 | 680.2 | 1.27 | 0.64 |
| 640 | 209.7 | 3.0 | 0.75 | 297.2 | 2.90 | 0.73 |
| 1,280 | 166.9 | 3.75 | 0.46 | 255.9 | 3.37 | 0.42 |

Table 3.3: Speedup analysis of AD and DD.
respectively). They read as:

$$
S_{N_{p}}=\frac{t_{N_{0}}}{t_{N_{p}}} \quad \text { and } \quad E_{N_{p}}=\frac{t_{N_{0}} \times N_{0}}{t_{N_{p}} \times N_{p}}
$$

where $t_{N_{0}}$ corresponds to the total time (assembly and solution phase) for runs with 10 processes in 2D, or 160 processes in 3D. Similarly, $t_{N_{p}}$ corresponds to the total time for the runs with $N_{p}$ processes. Table 3.3 confirms that both methods scale with decent efficiencies. Overall, the efficiency is slightly better for AD than for DD.

### 3.3.2 DD parallel efficiency test

Previous subsections show that the angular decomposition method outruns the domain decomposition method when one considers overall solution timings. Despite that, another fact is that the domain decomposition method needs way less memory than the angular decomposition method. Angular decomposition demands to store copies of spatial meshes on each MPI process. Naturally, for problems with very large mesh size memory limitations would most certainly limit AD method. On the other side, domain decomposition demands to store copies of angular meshes on each MPI process. Angular mesh size and its corresponding memory allocation is almost negligible when one compares it to the mesh size and memory allocation for the spatial mesh. This reason makes domain decomposition method a good contender for simulations involving a large spatial mesh. With domain decomposition one can use the memory
allocated to a single MPI process (or node) for storing a portion of the spatial mesh (partition). This means, contrary to AD approach memory allocation required for each MPI process reduces as $N_{p}$ is increased. For AD the memory gets $N_{p}$ folds higher as $N_{p}$ is increased.

Certainly, memory requirements and higher scalability limit are the two big advantages of DD over the standard AD (not extended AD). Literature, however reports that parallel efficiency of DD method depletes when using media with lower optical thickness, see for example [166, 179]. In this section, via numerical experiments we prove that this is not true for the DD set up with the vectorial FEM method and solved with a parallel GMRES.

In order to study the efficiency of the proposed domain decomposition algorithm, two three-dimensional numerical tests are considered. Test 3A: a highly absorbing medium with $\kappa=10 \mathrm{~cm}^{-1}$ and $\sigma_{s}=0.1 \mathrm{~cm}^{-1}$, and test 3B: a highly scattering medium with $\kappa=0.1 \mathrm{~cm}^{-1}$ and $\sigma_{s}=10 \mathrm{~cm}^{-1}$. Via these tests the aim is to demonstrate the quality of property-invariant efficiency of the proposed DD. In other words, contrary to the literature, it will be shown that the proposed DD does not suffer loss in efficiency when dealing with different media.

The problems consist of a cubic geometry $\left(1 \mathrm{~cm}^{3}\right)$ impinged with a small circular collimated radiation beam $I_{\text {in }}$ with radius $r_{b}$ on a part of its left wall. This inflow boundary condition is defined by

$$
I_{\text {in }}(\boldsymbol{x}, \boldsymbol{s})=I_{0} \mathbb{1}_{\left[\left(y-y_{0}\right)^{2}+\left(z-z_{0}\right)^{2}<r_{b}^{2}, x=0, \text { and } s=[1,0,0]^{\top}\right]},
$$

where $I_{0}=1 \mathrm{Wcm}^{-2} \mathrm{sr}^{-1}, y_{0}=0.5 \mathrm{~cm}, z_{0}=0.5 \mathrm{~cm}$, and $r_{b}=0.15 \mathrm{~cm}$ represent the beam strength, the beam center coordinates, and the beam radius, respectively.

The spatial domain is triangulated with a fine tetrahedral mesh containing 251,000 nodes. For the angular domain, the first icosahedron refinement with 80 directions was used. The performances of the proposed domain decomposition method are assessed here in the strong scaling regime (the size of the global problem is fixed). The problems were solved using $N_{p}=40,80,160,320,640$, and 1,280 MPI processes.

Although banded, the matrices obtained with vectorial FE domain decomposition are difficult to precondition because of their dense sub-blocks of size $N_{d} \times N_{d}$. Hence, like the previous subsection, the standard Jacobi preconditioner applied on the right was used with GMRES to improve the convergence rate and obtain efficient


Figure 3.10: Scattering and absorbing test case results.
parallelization. The Jacobi preconditioning involves only the diagonal coefficients of the linear system, so it is relatively cheap, even when increasing the number of angles. The same cannot be said for slightly more advanced preconditioners, such as point block incomplete LU factorizations (which have to deal with the dense sub-blocks that increase in size as $N_{d}$ ).

The sliced density contours pertaining the two test cases are presented in figure 3.10. These contours show the change in radiation propagation volumes for the two tests. Adhering to the physics, the figure shows that the radiation propagation volume in the scattering test 3 A is much higher than in the absorbing test 3 B .

In figure 3.11, we present the parallel scaling and efficiency for the two test cases. The scaling is based on elapsed wall-clock time for the two major subroutines previously studied: system assembly and solution phase. We do not consider the preand post-processing times (for mesh decomposition and solution saving on disk). For both cases, the timings are shown to decrease quasi-linearly when the number of MPI processes are increased. In particular, nearly $60 \%$ efficiency was observed for both cases when 1,280 processes were used (see right-hand side figure 3.11). Overall, the timings observed for the absorbing cases are lower than for the scattering cases.


Figure 3.11: 3D parallel scaling analysis for the DD method within different media.

However, it seems that the parallel efficiencies are independent of the optical thickness of the medium (see figure 3.11, right). This result is in contrast with previous works of [166, 179]. Note that the BiCGSTAB solver from PETSc has also been shown to posses quasi-linear scaling capabilities (with marginally better timings than the GMRES), see [164]. Although, the results in this subsection were obtained using the GMRES solver from PETSc, one could expect nearly same performance if the BiCGSTAB solver were used, cf. next chapter.

### 3.4 Conclusions

Two different approaches of parallelization, angular decomposition and domain decomposition, were applied to solve the steady-state monochromatic radiative transfer equation. As a key ingredient, the vectorial finite element method, was used to facilitate parallelism by allowing us to work with sparse banded matrices.

A new algebraic technique for efficiently redistributing the matrix obtained with the angular decomposition method has been implemented. The new method can be used with up to $N_{d}{ }^{2}$ processing elements, while previous methods were limited to $N_{d}$ processing elements. A direct advantage of this new approach is that the angular decomposition method can be extended on more than one thousand MPI processes.

A scalability analysis was performed to ensure that the proposed approaches are appropriate. Using fine angular and spatial meshes, both angular and domain decomposition methods set up with vectorial finite elements possess near-linear (strong) scaling characteristics in two dimensions, as well as decent (strong) scaling efficiencies in three dimensions. Overall, the angular decomposition method performs better than the domain decomposition method. Due to important memory needs for discretizing the RTE, making implicit solvers strong scale (for a fixed-size global problem) on a large range of number of MPI processes is a challenge. It was also revealed that the proposed domain decomposition algorithm possess near-linear scaling characteristics which remained unaffected with change in radiative properties.

Proper preconditioning for both methods leads to a solution phase with numbers of GMRES iterations remaining constant with respect to the process count. The angular decomposition method left-preconditioned with block Jacobi and LU factorization for the subdomain solves proved to converge more rapidly than the domain decomposition method preconditioned with the Jacobi method.

To conclude, with the new redistribution scheme and thanks to low iteration counts, the angular decomposition method performs better than the domain decomposition method. Using both of these methods we could perform at scale radiative transfer simulation of a heterogeneous absorbing-emitting-scattering medium with very fine angular and spatial discretizations. Such scales were previously unattainable using standard radiative transfer equation solvers.


## Preconditioned Krylov subspace methods

### 4.1 Introduction

When the discrete ordinates method is applied for solving the radiative transfer equation, the final task in the complete solution process is to solve a large linear system. Traditionally, solution strategies of such linear systems have been developed using the operator-split strategy which reduces the coupled system problem of discrete ordinates RTE to the solution of a series of linear problems. As stated earlier, this method is more commonly known as the source iteration method [180]. However, when one considers radiative transfer problems with dominant scattering, reflection, and heterogeneities, such a solution technique leads to unacceptably slow convergence rates, or may even fail to converge [91]. As a remedy to the slow convergence rates for the scattering dominant problems, the diffusion synthetic acceleration method may be used, cf. [181]. Such a method can be seen as a preconditioned source iteration method, and helps in accelerating the convergence rate for most highly scattering problems.

In the recent years, many researches have used the Krylov subspace methods [182] as an alternative to the traditional source iteration method or to the diffusion synthetic acceleration method. These Krylov subspace methods guarantee fast convergence for the non-trivial radiative transfer problems, without any need for deriving sophisticated acceleration techniques [77, 157, 183, 184, 185]. Furthermore, recent
advancements in parallelism of the Krylov subspace methods have provided the computational community with open-source mathematical libraries that scale well, and can handle large linear systems, cf. [161, 186]. Such tools provide easy access to a collection of Krylov subspace solvers and preconditioners that can be suitably selected depending on the system to be solved. In this chapter, again we use such an open-source mathematical library, PETSc [161], to solve the linear systems that arise while discretizing the RTE.

This chapter discusses two Krylov subspace methods, the BiCGSTAB [146] and the GMRES [145], with and without preconditioning, for the radiative transfer problems with specular reflection at the boundaries. To argue in favor of the Krylov subspace solvers for solving such radiative problems, an eigenvalue spectrum analysis (based on the Arnoldi iteration algorithm [187]) has been performed for different transparent, absorbing, scattering, and reflecting radiation problems. By computing the condition number based on this eigenvalue analysis, we show its degradation when reflection phenomena are involved.

### 4.2 Analyzing the FEM linear system for the RTE

In this chapter, let us again start by stating the discrete form of the monochromatic steady-state RTE,

$$
\begin{align*}
& \forall m=1,2, \ldots, N_{d}: \\
& \mathcal{R}_{m}\left(\left\{I_{n}\right\}_{n=1}^{N_{d}}\right)=\left(s_{m} \cdot \nabla+\beta\right) I_{m}(\boldsymbol{x})-\sigma_{s} \sum_{n=1}^{N_{d}} \omega_{n} I_{n}(\boldsymbol{x}) \Phi_{m, n}-\kappa I_{b}(\boldsymbol{x})=0 \quad \forall \boldsymbol{x} \in \Omega . \tag{4.1}
\end{align*}
$$

By now we know that the equation set (4.1) statistically describes the interaction of radiation using discrete radiative intensities $I_{m}$. And for each $\mathcal{R}_{m}$, there occurs: radiation loss due to extinction $\beta I_{m}(\boldsymbol{x})$, radiation gain due to in-scattering $\sigma_{s} \sum_{n=1}^{N_{d}} \omega_{n} I_{n}(\boldsymbol{x})$, and radiation gain due to black-body emission $\kappa I_{b}(\boldsymbol{x})$.

To complete the problem definition, boundary conditions containing external sources and reflections at the domain boundary $\partial \Omega \cap\left(s_{m} \cdot \boldsymbol{n}<0\right)$ (with $\boldsymbol{n}$ being the outward unit normal vector), are given by,

$$
\begin{equation*}
I_{m}(\boldsymbol{x})=\hat{I}_{m}(\boldsymbol{x})+(1-\alpha) I_{m}^{\uplus}(\boldsymbol{x})+\alpha I_{m}^{\underline{V}}(\boldsymbol{x}) \quad \forall x \in \partial \Omega . \tag{4.2}
\end{equation*}
$$

Here, $\hat{I}_{m}(\boldsymbol{x})$ is the inflow contribution due to external sources or diffused loading, $I_{m}^{\uplus}(\boldsymbol{x})$ quantifies the diffused contribution of reflection, $I \frac{\vee}{m}(x)$ is the specular contribution of the reflection, and $\alpha \in[0,1]$ is a coefficient weighting the two reflection contributions. The diffused and the specular reflections are further expanded as,

$$
I_{m}^{\uplus}(\boldsymbol{x})=\frac{\rho^{d}}{\pi} \sum_{s_{j} \cdot \boldsymbol{n}>0} \omega_{j} I_{j}(\boldsymbol{x}) \boldsymbol{s}_{j} \cdot \boldsymbol{n} \quad \text { and } \quad I \frac{\vee}{\underline{V}}(\boldsymbol{x})=\rho^{s}\left(\boldsymbol{s}_{m}, \boldsymbol{n}\right) \sum_{\boldsymbol{s}_{j} \cdot \boldsymbol{n}>0} \delta_{m, j}(\boldsymbol{n}) I_{j}(\boldsymbol{x}) .
$$

The symbols $\rho^{s}$ and $\rho^{d}$ are the specular and the diffuse reflectivity coefficients, respectively, and $\delta_{m, j}$, for all $(m, j) \in \llbracket 1 ; N_{d} \rrbracket^{2}$, are the partition-ratio coefficients. The way these coefficients are calculated in a very accurate manner for specular reflection is presented for two- and three-dimensional problems in [130] and [78], respectively. In particular, $\delta_{m, j}$ is calculated using the so-called "partitioning method" [78]. Developing an advanced finite element technique for the partition-ratio calculations, for complex geometry radiative transfer problems, was one of the primary researches conducted by a previous PhD scholar David Le Hardy from the LTeN Laboratory. His thesis [22] introduced the partitioning method. Here, we shall simply use these previously developed tools in the vectorial FEM framework. The partitioning method shall not be explained in this thesis. Readers who wish to know more about the method may refer to articles [130, 78] or thesis [22]. Note, further, that the weighting coefficient $\alpha$ is assumed to be equal to 1 in this chapter, i.e., only specular reflection is considered.

In the previous chapters, we introduced the vectorial finite element method for solving the discrete ordinates RTE (4.1). The method was then parallelized using two different techniques: domain decomposition and angular decomposition. In these previous chapters, the reflection phenomena was not integrated with the vectorial FEM. However, in the current chapter, the equation set (4.1) is solved using the previously developed (parallel) vectorial finite element method, with the added capabilities of modeling specular reflection using the partitioning method.

### 4.2.1 Assembling the linear system

As mentioned earlier, the linear system arising from the finite element discretization of the discrete ordinates RTE is sparse and non-symmetric by nature. It has the form:

$$
\begin{equation*}
\mathbb{A I}=\mathbb{B}, \tag{4.3}
\end{equation*}
$$

with the matrix $\mathbb{A} \in \mathbb{R}^{m \times m}$ and the vectors $\mathbb{I} \in \mathbb{R}^{m}$ and $\boldsymbol{b} \in \mathbb{R}^{m}$. The symbol $m=$ $N_{d} \times N_{v}, N_{v}$ being the number of degrees of freedom associated with the spatial
discretization. From previous numerical experiments conducted in this thesis, we know that both $A$ and $A$ have same condition number. In other words the standard and the vectorial FEM matrix structures lead to same convergence. This means analyzing conditioning of $A$ means we are in-turn analyzing conditioning of $A$. This theory shall be used in this section and we shall analyze $\boldsymbol{A}$ for different radiative scenarios.

To analyze thoroughly the linear system $A I=\boldsymbol{b}$, we derive the following block matrix splitting for the linear system (4.3).

$$
\begin{equation*}
\boldsymbol{A} \boldsymbol{I} \triangleq\left[A^{T}+A^{E}+A^{S}+A^{R}\right] \boldsymbol{I}=\boldsymbol{b} \tag{4.4}
\end{equation*}
$$

with, $A^{T}, A^{E}, A^{S}$, and $A^{R}$ representing, respectively, the contributions from transport, extinction, scattering, and reflection processes embedded within the RTE (4.1). These are further expanded as,

$$
\begin{gather*}
A^{T}=\left(\begin{array}{ccc}
A_{1}^{T} & 0 & 0 \\
0 & \ddots & 0 \\
0 & 0 & A_{N_{d}}^{T}
\end{array}\right), \quad A^{E}=\left(\begin{array}{ccc}
A_{1}^{E} & 0 & 0 \\
0 & \ddots & 0 \\
0 & 0 & A_{N_{d}}^{E}
\end{array}\right),  \tag{4.5}\\
A^{S}=\left(\begin{array}{ccc}
A_{1,1}^{S} & \cdots & A_{1, N_{d}}^{S} \\
\vdots & \ddots & \vdots \\
A_{N_{d}, 1}^{S} & \cdots & A_{N_{d}, N_{d}}^{S}
\end{array}\right), \text { and } A^{R}=\left(\begin{array}{cccc}
0 & A_{1,2}^{R} & \cdots & A_{2, N_{d}}^{R} \\
A_{2,1}^{R} & 0 & \cdots & A_{1, N_{d}}^{R} \\
\vdots & \vdots & \ddots & \vdots \\
A_{N_{d}, 1}^{R} & A_{N_{d, 2}}^{R} & \cdots & 0
\end{array}\right) . \tag{4.6}
\end{gather*}
$$

Similarly, the vector $\boldsymbol{b}$ expands to $\boldsymbol{b}=\left[b_{1} \cdots b_{N_{d}}\right]$. The $m$ th block of rows of the linear system is related to the finite element discretization of a single $\mathcal{R}_{m}$. It also includes, due to the integration by parts, the boundary condition terms. The entries of these matrices and the vector $\boldsymbol{b}$ are defined by,

$$
\begin{gather*}
{\left[A_{m}^{T}\right]_{k, l}=-\int_{\Omega} \boldsymbol{s}_{m} \cdot \nabla \varphi_{k}\left(\varphi_{l}-\gamma \boldsymbol{s}_{m} \cdot \nabla \varphi_{l}\right) \mathrm{d} \boldsymbol{x}+\int_{\substack{\partial \Omega \\
\boldsymbol{s}_{m} \cdot \boldsymbol{n}>0}} \boldsymbol{s}_{m} \cdot \boldsymbol{n} \varphi_{k} \varphi_{l} \mathrm{~d} \boldsymbol{x}}  \tag{4.7}\\
{\left[A_{m}^{E}\right]_{k, l}=\int_{\Omega} \beta \varphi_{l}\left(\varphi_{k}+\gamma \boldsymbol{s}_{m} \cdot \nabla \varphi_{k}\right) \mathrm{d} \boldsymbol{x}}  \tag{4.8}\\
{\left[A_{m, n}^{S}\right]_{k, l}=-\int_{\Omega} \sigma_{s} \omega_{n} \Phi\left(\boldsymbol{s}_{m}, \boldsymbol{s}_{n}\right) \varphi_{l}\left(\varphi_{k}+\gamma \boldsymbol{s}_{m} \cdot \nabla \varphi_{k}\right) \mathrm{d} \boldsymbol{x}}  \tag{4.9}\\
{\left[A_{m, n}^{R}\right]_{k, l}=\int_{\boldsymbol{s}_{n} \cdot \boldsymbol{n}<0 \cap \boldsymbol{s}_{m} \cdot \boldsymbol{n}>0} \rho^{s}\left(\boldsymbol{s}_{m}, \boldsymbol{n}\right) \delta_{m, n}(\boldsymbol{n}) \varphi_{l} \varphi_{k} \boldsymbol{s}_{m} \cdot \boldsymbol{n} \mathrm{~d} \boldsymbol{x}} \tag{4.10}
\end{gather*}
$$

$$
\begin{equation*}
\left[b_{m}\right]_{k}=-\int_{\substack{\partial \Omega \\ \boldsymbol{s}_{m} \cdot \boldsymbol{n}<0}} \hat{I}_{m} \varphi_{k} \boldsymbol{s}_{m} \cdot \boldsymbol{n} \mathrm{~d} \boldsymbol{x}+\int_{\Omega} \kappa I_{b}\left(\varphi_{k}+\gamma \boldsymbol{s}_{m} \cdot \nabla \varphi_{k}\right) \mathrm{d} \boldsymbol{x} \tag{4.11}
\end{equation*}
$$

Again, in this chapter, the finite element basis functions $\varphi_{k}, k=1, \ldots, N_{v}$ are the first-order Lagrange polynomials. Equations (4.7) to (4.11) combined together, correspond to the discrete formulation of equation (4.1) solved with the boundary conditions (4.2). More detailed derivations of the variational formulation may be found in previous chapters, and for the added reflection terms in [78].

### 4.2.2 Solution methods for the linear system

The most common iterative solving techniques for the discrete ordinates RTE linear system (4.3), belong to the fixed-point iteration schemes given by,

$$
\begin{equation*}
\boldsymbol{I}_{k+1}=\boldsymbol{I}_{k}+\boldsymbol{C}^{-1}\left(\boldsymbol{b}-\boldsymbol{A} \boldsymbol{I}_{k}\right) \tag{4.12}
\end{equation*}
$$

where the subscript $k$ stands for the iteration index, and $C^{-1}$ is the preconditioner. The source iteration method, which is the most widely used method for solving the linear systems that arise from the discrete ordinates RTE, uses $C^{-1}=\left(A^{T}+A^{E}\right)^{-1}$. In fact, the source iteration scheme can be seen as a Richardson method with "nearly" block Jacobi preconditioning (because the diagonal blocks from $A^{S}$ are not used in $C^{-1}$ ). For absorption-dominant, or purely absorbing radiative transfer problems, this preconditioner forms a good approximation of $\boldsymbol{A}^{-1}$, thereby the linear system (4.3) solved iteratively with the source iteration method undoubtedly performs well. In other situations, for example if the radiative transfer problem is scattering-dominant, or if it involves reflection, the source iteration, or other fixed-point methods do not perform well.

Since the source iteration method is a fixed-point iteration scheme, its convergence rate heavily relies on the spectral radius of the matrix $C^{-1} A$. In 1971, Reed [188] carried out the Fourier analysis for the source iteration method, and proved that the spectral radius $c_{s}$ of $C^{-1} A$ is independent of the spatial mesh and is equal to the ratio $\sigma_{s} / \kappa$. Hence, when $\sigma_{s} \gg \kappa$, the source iteration method exhibits slow convergence. In Reed's paper it was also proved that, for the improved source iteration scheme, namely the diffusion synthetic acceleration method, the spectral radius of $C^{-1} A$ was dependent on the spatial mesh size, which was characterized by the size $h$ of the mesh elements. It was seen that meshes with $h$ greater than the mean free path lead to divergence of such solvers.

Krylov subspace solvers, as alternatives to fixed-point methods, usually have better convergence rates. In practice, a Krylov subspace solver, from a guess $I_{0}$ and an initial residual $r_{0}=\boldsymbol{b}-\boldsymbol{A} \boldsymbol{I}_{0}$, computes a more accurate approximation of the solution vector $I_{k}$ by using the Krylov subspace $\mathcal{K}_{k}$ given by:

$$
\mathcal{K}_{k}\left(A, \boldsymbol{r}_{0}\right)=\operatorname{span}\left\{\boldsymbol{r}_{0}, A \boldsymbol{r}_{0}, A^{2} \boldsymbol{r}_{0}, \ldots, A^{k-1} \boldsymbol{r}_{0}\right\} .
$$

In other words, Krylov subspace methods solve $A I=\boldsymbol{b}$ by repeatedly performing matrix-vector multiplications.

The GMRES and the BiCGSTAB are two different Krylov methods that may be used for solving the linear system arising from the vectorial FEM discretization of the RTE. These two methods can be differentiated based on how they use the Krylov space $\mathcal{K}_{k}\left(A, r_{0}\right)$ to generate the solution vector $\boldsymbol{I}_{k}$. On the one hand, the GMRES chooses $\boldsymbol{I}_{k}$ by minimizing the Euclidean norm of the residual $\boldsymbol{r}_{k}=\boldsymbol{b}-\boldsymbol{A} \boldsymbol{x}_{k}$ for $\boldsymbol{x}_{k}$ in $\mathcal{K}_{k}\left(\boldsymbol{A}, \boldsymbol{r}_{0}\right)$. It does so in two steps: at first, an orthogonal basis is generated by the Arnoldi procedure, and, as a second step, a least squares problem is solved to compute $\boldsymbol{I}_{k}$. The BiCGSTAB, on the other hand, tries to reach convergence by following the mutual orthogonalization of two sequences using the non symmetric Lanczos procedure. More details may be found in [189].

Concerning the stopping criterion, usually, the convergence is assumed to be reached when the norm $\left\|\boldsymbol{r}_{\boldsymbol{k}}\right\|_{2}=\left\|\boldsymbol{b}-\boldsymbol{A} \boldsymbol{x}_{k}\right\|_{2}$ is sufficiently small. Generally, the total number of iterations needed to reach convergence, $k_{c}$, is much lower than $m$, the order of $\boldsymbol{A}$. How few iterations are required depends on the eigenspectrum of $\boldsymbol{A}$, and the nature of this dependence is crucial for understanding Krylov subspace methods [182].

### 4.3 Discussions via some numerical experiments

In this section, results and discussions for different numerical tests are provided. The convergence for the Krylov subspace solvers is reached when the norm of the relative unpreconditioned residual $\left\|r_{k}\right\|_{2} /\left\|r_{0}\right\|_{2}$ is lower than $10^{-6}$.

The numerical experiments presented in the subsection 4.3 .1 were performed on an ordinary laptop (Intel Core i7 with 16 GB of RAM) using 8 MPI processes in parallel, while the numerical experiments presented in the next subsection 4.3.2 were performed using 320 MPI processes on the supercomputer Liger, at ICI supercomputing facility ( 6,048 cores Intel Xeon cluster) hosted by Central Nantes, France.

In chapter 3, we reported near-linear scaling for the AD and DD methods. Hence, the method characteristics derived using a specific number of MPI processes (320 in this case), should have similar trends at other MPI counts as well because of the optimal scaling. Note also that, among the previously developed angular decomposition and domain decomposition methods, the former is used as the standard solver throughout this section.

### 4.3.1 Eigenspectrum analysis

Eigenvalue analysis of any problem can give away crucial information regarding the problem. For any particular problem, with eigenspectrum analysis one could judge the conditioning, coupling, convergence, etc. Motivated by this fact, the numerical experiments performed in this subsection are designed to study the eigenspectrum of different radiation problems. The Arnoldi iteration algorithm [187] is applied for calculating the eigenspectrum of the matrices. Note that, though a total of $m$ eigenvalues exist for a matrix of size $m$, out of all eigenvalues the Arnoldi iteration algorithm only provides us with the $N_{\text {eigen }}: N_{\text {eigen }}<m$ eigenvalues that are of interest for the Krylov subspace solvers. The Arnoldi iteration algorithm computes the eigenvalues of the Hessenberg matrix $\boldsymbol{H}_{n}$. The Hessenberg matrix $\boldsymbol{H}_{n}$, in fact is the orthogonal projection of $A$ onto the Krylov subspace. This incomplete spectrum of eigenvalues cannot be used for complete eigenvalue analysis, however it is intended here only for assisting in understanding the convergence of the Krylov subspace solvers, and for approximating the matrix condition numbers.

For the numerical tests in this subsection, we used a $1 \mathrm{~cm}^{3}$ cubic-shaped participating medium impinged with a top hat-type collimated external radiative source on its left face:

$$
\begin{equation*}
\hat{I}(\boldsymbol{x}, \boldsymbol{s})=I_{0} \mathbb{1}\left[\left(y-y_{0}\right)^{2}+\left(z-z_{0}\right)^{2}<r_{b}^{2}, x=0, \text { and } \boldsymbol{s}=s_{\text {in }}\right] \tag{4.13}
\end{equation*}
$$

where $I_{0}=100 \mathrm{~W} \mathrm{~cm}^{-2} \mathrm{sr}^{-1}, y_{0}=0.5 \mathrm{~cm}, z_{0}=0.5 \mathrm{~cm}$, and $r_{b}=0.2 \mathrm{~cm}$ represent the strength of the source, the center coordinates, and the impinging radius, respectively. $\mathbb{1}$ is the Heaviside step function such that $\mathbb{1}_{\text {[condition] }}=1$ if the condition is true, and $\mathbb{1}_{\text {[condition] }}=0$ otherwise. The impinging direction of this source is $s_{\text {in }}=\left[\frac{-1}{\sqrt{2}} \frac{-1}{\sqrt{2}} 0\right]^{T}$. A schematic representation of this inflow boundary condition is shown in figure 4.1a. Further, a 10,000 nodes tetrahedral mesh and a 80 directions refined icosahedron were used for the spatial and the angular meshes, respectively.


Figure 4.1: Inflow boundary conditions and the geometry used for the tests in section 4.3. External radiation source is shown impinging the different media.

The media are considered homogenized with $\Phi\left(s_{m}, \boldsymbol{s}_{n}\right)$ modeled using the HenyeyGreenstein phase function [163], with the anisotropy factor $g=0.5$. Based on this geometry and boundary condition, eight tests ( 1 A to 1 H ) are formulated with the different radiation parameters summarized in table 4.1.

| Test | $\kappa$ | $\sigma_{s}$ | $n$ | Comments |
| :--- | :--- | :--- | :--- | :--- |
| 1A | $\epsilon$ | $\epsilon$ | 1 | Transparent medium without reflection |
| 1B | 5 | $\epsilon$ | 1 | Highly absorbing medium without reflection |
| 1C | 1 | 1 | 1 | Semi-transparent medium without reflection |
| 1D | $\epsilon$ | 5 | 1 | Highly scattering medium without reflection |
| 1E | $\epsilon$ | $\epsilon$ | 2.5 | Transparent medium with reflection |
| 1F | 5 | $\epsilon$ | 2.5 | Highly absorbing medium with reflection |
| 1G | 1 | 1 | 2.5 | Semi-transparent medium with reflection |
| 1H | $\epsilon$ | 5 | 2.5 | Highly scattering medium with reflection |

Table 4.1: Radiative properties for tests 1A to 1 H used in section 4.3.1: absorption coefficient $\kappa$ is given in $\mathrm{cm}^{-1}$, scattering coefficient $\sigma_{s}$ is given in $\mathrm{cm}^{-1}$, and $n$ is the index of refraction of the medium. The small value $\epsilon$ is set to $10^{-6}$.

Figure 4.2a presents the eigenspectrum for test 1A, which considers a nonreflecting transparent medium. The linear system conditioning in this case is dominated by the transport matrix $A^{T}$, as $A^{S} \approx 0, A^{E} \approx 0$, and $A^{R}=0$. As such, the linear system is diagonally dominant. Based on the highest and the lowest eigenvalues (marked with filled black and blue circles in the plot of figure 4.2a, respectively), we get an approximate condition number $\operatorname{cond}_{2}(\mathbb{A})=\max |\lambda(\mathbb{A})| / \min |\lambda(\mathbb{A})| \approx 921$.


Figure 4.2: Eigenspectra for the transparent (pure transport) medium (test 1A), for the highly absorbing (optically thick) medium (test 1B), for the semi-transparent medium (test 1C), and for the highly scattering medium (test 1D). For this whole set of tests, the refractive index $n$ was set to 1 (non-reflecting media).

Figure 4.2 b presents the eigenspectrum for test 1B, which considers a nonreflecting optically thick medium (strong absorption). The linear system conditioning in this case is dominated by both the transport $A^{T}$ and the extinction $A^{E}$, as $A^{S} \approx 0$ and $A^{R}=0$. As weights are added to the diagonal matrices, we expect a better conditioning than for the transparent test 1 A . This is proved by a reduction of the condition number $\operatorname{cond}_{2}(A) \approx 695$. Comparing to test 1 A , there is a $30 \%$ smaller value. The Krylov subspace methods may be expected to converge in fewer iterations. Next, for tests 1C and 1D, cases that involve scattering, the eigenspectra are presented in figures 4.2 c and 4.2 d , respectively. Notice the drift of minimal eigenvalues towards the origin, in comparison to the transparent and absorption test cases. min $|\lambda|$ are observed to be approximately four times smaller compared to the previous tests. The highest eigenvalues max $|\lambda|$ are also observed to increase in magnitude, however by a factor two only. Overall, these drifts of eigenvalues result in increasing the condition numbers. We determined $\operatorname{cond}_{2}(A) \approx 5155$ for test 1 C and $\operatorname{cond}_{2}(\mathbb{A}) \approx 5197$ for test 1D. Hence, it is likely that a larger Krylov subspace (in dimension) would be needed for solving the scattering media problems.

Another perspective to understand the increase in $\operatorname{cond}_{2}(\mathbb{A})$ for tests 1 C and 1 D is that, due to the presence of the scattering phenomenon ( $\sigma_{s} \geq 0$ ), the $N_{d}$ discrete PDEs in (4.1) become strongly coupled, hence the global system is more difficult to solve. More specifically, now the solver has to deal with $A=A^{T}+A^{E}+A^{S}$. Unlike matrices $A^{T}$ and $A^{E}$, which just contain diagonal blocks, the scattering matrix $A^{S}$ contains both diagonal and off-diagonal blocks, cf. equations (4.5) and (4.6). Indeed, it is the presence of $A^{S}$ which causes the strong coupling and the increase of the condition number.

Tests $1 \mathrm{E}, 1 \mathrm{~F}, 1 \mathrm{G}$, and 1 H are similar to tests $1 \mathrm{~A}, 1 \mathrm{~B}, 1 \mathrm{C}$, and 1 D , respectively, except that for these tests, specular reflection is allowed at the boundaries. The corresponding spectra for the tests 1 E to 1 H are presented in figures 4.3 a to 4.3 d , respectively. Observe that the eigenspectrum for test 1 F (figure 4.3b) is almost similar to its corresponding non-reflecting test 1 B (figure 4.2b). More precisely, we report that $\operatorname{cond}_{2}(A) \approx 699$ for test 1 F , which is almost similar to what was reported for test $1 B$, where $\operatorname{cond}_{2}(\mathbb{A}) \approx 695$. Due to such a similarity between the systems, ideally both tests 1B and 1 F should converge almost with similar rates. The reason for this similarity is that, due to the strong absorption coefficient for test 1 F , the impinging radiation is not able to reach any other boundary of the medium. The impinging radiation, in fact, would be absorbed as soon as it enters the medium, hence not allowing for reflection


Figure 4.3: Eigenspectra for the transparent (pure transport) medium (test 1E), for the highly absorbing (optically thick) medium (test 1F), for the semi-transparent medium (test 1G), and for the highly scattering medium (test 1H). For this whole set of tests, the refractive index $n$ was set to 2.5 (highly reflective borders).
physics to occur. Thereby, we could say that, even though the physics of reflection is present in test 1 F , its eigenspectrum is still mostly controlled by the transport $A^{T}$ and the extinction $A^{E}$.

From the eigenspectrum of test 1 E , which considers a transparent medium with reflection at boundaries, it is seen that adding reflection alone to the transport can lead to a change of the matrix condition number. In particular, the greatest eigenvalue was observed to increase (by a factor of two in comparison to the pure transport case), while the smaller eigenvalue remained stable. Overall, $\operatorname{cond}_{2}(\mathbb{A}) \approx 1598$, which is 1.7 times greater than that of the non-reflecting transparent medium case (test 1 A ).

Coming to the scattering tests with reflection, tests 1 G and 1 H , we observe a drift of low eigenvalues towards the origin when compared to their counterpart tests 1C and 1D. In particular, the smallest eigenvalue was 1.6 and 6 times smaller for tests 1 G and 1 H , respectively, than what was observed for scattering tests without reflection. However the highest eigenvalue remains stable, indicating that it is not influenced by the presence of reflection. Overall, the $\operatorname{cond}_{2}(\mathbb{A}) \approx 8046$ and 30973 for tests 1 G and 1 H , respectively. Comparing to other problems in this subsection, the condition number observed for the highly scattering problem involving reflection (test 1 H ) is the highest in magnitude. Hence, it is likely that a larger Krylov subspace (in dimension) would be needed for solving this problem.

To explain in more details the reflecting tests, physically dealing with specular reflection can be tricky because, at the reflecting border, the energy carried by the impinging direction $i$ is assigned to the reflecting direction(s) $j$. The reflecting direction(s) $j$ depends both on the surface normal $n$ and on the direction of incidence. For geometries with complex boundaries (many distinct normals) the probability of $i$ getting reflected to many arbitrary directions $j$ is high. Owing to this physics, the reflecting matrix $\mathbb{A}^{R}$ contains an arbitrary weighted structure which is contrary to the uniform weighted structure of other matrices present in expression (4.4). In other words, the coupling between the $N_{d}$ PDEs (4.1) becomes less structured, hence more difficult to handle.

### 4.3.2 Krylov solver analysis for different radiation problems

Based on the eigenspectrum analysis carried out in the previous subsection, it was revealed that the absorbing media problems are well-conditioned (low condition number), the condition number increases when scattering is involved, and becomes
even higher when the medium is both scattering and reflecting. For this reason, in this subsection, we analyze five physics-wise different radiation problems, tests 2 A to 2 E , solved with the GMRES and the BiCGSTAB, with and without preconditioning. In particular, two classic preconditioners, the standard Jacobi and the block Jacobi (with incomplete LU factorizations with zero level of fill-in as block solvers) applied on the right, are used to enhance the efficiency of the two Krylov subspace methods.

For the tests of this subsection, a berlingot-shaped medium (see figure 4.1b) is used as the standard geometry. The non-convex geometry resembles a tetrahedron which is used to assimilate the cross-section between two struts of an open-cell foam, as used in concentrated solar power applications [78]. The surface topology $\partial \Omega(u, v)$ of the berlingot is parameterized by the following [190],

$$
\partial \Omega(u, v)=\left\{\begin{array}{l}
x=a b(1+u) \cos v \\
y=a b(1-u) \sin v \quad a, b \in \mathbb{R}, u \in[-1,1], \text { and } v \in[0,2 \pi], \text {, } \\
z=a u
\end{array}\right.
$$

in which $a$ and $b$ define the height and the width of the geometry, respectively. We have chosen $a=b=1$, this corresponds to a berlingot-shaped medium which is 4 cm $\times 4 \mathrm{~cm} \times 2 \mathrm{~cm}$ in dimensions.

Much like the boundary conditions used in the previous subsection, in this subsection the collimated top hat-type radiative source follows the same equation (4.13), but with the following parameters: $I_{0}=1 \mathrm{~W} \mathrm{~cm}^{-2} \mathrm{sr}^{-1}, y_{0}=0.0 \mathrm{~cm}$, $z_{0}=0.0 \mathrm{~cm}, r_{b}=0.2 \mathrm{~cm}$, and $s_{\text {in }}=\left[\begin{array}{lll}1 & 1\end{array}\right]^{T}$, i.e., the source enters the geometry with its direction parallel to the $y$-axis. Figure 4.1 b presents an isometric view of the berlingot-shaped medium and its corresponding inflow boundary condition. The figure also contains internal cross-sections of the geometry in order to detail the berlingot's complex shape.

Further, a 57,000 nodes tetrahedral mesh and the 320 directions refined icosahedron were used as the spatial and angular meshes, respectively. In this subsection, we would be dealing with problems involving reflection, to capture the physics more accurately such high count of directions $\left(N_{d}=320\right)$ was used, as recommended in [4]. Just like the tests in the previous subsection, the media are considered homogenized with $\Phi\left(s_{m}, s_{n}\right)$ modeled using the Henyey-Greenstein phase function, with the anisotropy factor $g=0.5$. The five tests in this subsection, tests 2 A to 2 E , are formulated with the different radiation parameters summarized in table 4.2.

(a) Test 2 A , transparent medium without reflection.

(b) Test 2B, highly absorbing medium without reflection.

(c) Test 2C, highly scattering medium without reflection.

(d) Test 2D, transparent medium with reflection.

(e) Test 2E, highly scattering medium with reflection.

Figure 4.4: Radiation density cross-sections for the berlingot-shaped medium tests.

| Test | $\kappa$ | $\sigma_{s}$ | $n$ | Comments |
| :--- | :--- | :--- | :--- | :--- |
| 2A | $\epsilon$ | $\epsilon$ | 1 | Transparent medium without reflection |
| 2B | 5 | $\epsilon$ | 1 | Highly absorbing medium without reflection |
| 2C | $\epsilon$ | 5 | 1 | Highly scattering without reflection |
| 2D | $\epsilon$ | $\epsilon$ | 2.5 | Transparent medium with reflection |
| 2E | $\epsilon$ | 5 | 2.5 | Highly scattering with reflection |

Table 4.2: Radiative properties for tests 2A to 2E used in section 4.3.2: the absorption coefficient $\kappa$ is given in $\mathrm{cm}^{-1}$, the scattering coefficient $\sigma_{s}$ is given in $\mathrm{cm}^{-1}$, and $n$ is the index of refraction of the medium. The small value $\epsilon$ is set to $10^{-6}$.

Figures 4.4 shows two cross-sections ( $x y$-plane at $z=0$ and $y z$-plane at $x=0$ ) of the photon density fields, $G(x)=\sum_{m=1}^{N_{d}} I(\boldsymbol{x})_{m} \omega_{m}$, within the berlingot-shaped medium of the tests 2 A to 2 E . Adhering to the physics we can clearly notice, in the provided cross-sections, pure transport, absorption dominance, scattering dominance, and reflection dominance, for the respective tests.

Figures 4.5 to 4.9 present the convergence history of the GMRES and the BiCGSTAB used for solving tests 2A to 2E. For each case we have used the Krylov subspace solvers with and without preconditioners. From all these figures one can clearly draw a conclusion that the BiCGSTAB outperforms the GMRES in all cases. However, the BiCGSTAB is observed to show erratic behaviors of convergence ( $\left\|r_{k}\right\|_{2}$ grows several order in magnitude) which is classic to this method. Axelsson [191] claims that Lanczos-based methods, such as the BiCGSTAB, not based on minimization principles, are susceptible to erratic convergence behaviors. Such erratic behaviors were also reported in $[90,192]$. These convergence outbursts are in fact caused by the near failure of the mutual orthogonalization process of the BiCGSTAB. We further show that these outbursts have less impact (almost negligent) for absorbing medium problems due to their lower condition numbers, while these are frequently present in other problems that are not absorption dominant. The outbursts in problems involving reflections are highest in number due to their weak conditioning. As it may occur, the BiCGSTAB may fail once in a while due to its delicate orthogonalization, hence its chances of failure for problems involving reflections are higher than for other problems. On the contrary, the GMRES smoothly converges to the desired solutions, however with slower rates of convergence than the BiCGSTAB. Apart from the faster convergence rates of the BiCGSTAB, it should also be noted that, the BiCGSTAB uses less memory than the GMRES. This is because 30 additional auxiliary vectors (the maximum dimension of the Krylov subspace generated by the Arnoldi procedure
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before a restart occurs) need to be stored for the GMRES compared to the BiCGSTAB which uses a short recurrence and only requires 8 auxiliary vectors.


Figure 4.5: Logarithmic convergence history for the GMRES and the BiCGSTAB methods used for solving the transparent medium problem without reflection, test 2A. Block Jacobi is abbreviated as BJacobi.


Figure 4.6: Logarithmic convergence history for the GMRES and the BiCGSTAB methods used for solving the absorbing medium problem without reflection, test 2B. Block Jacobi is abbreviated as BJacobi.

In all convergence history plots, it is clear that both Jacobi and block Jacobi preconditioners reduce the total iteration counts for both Krylov subspace methods. It


Figure 4.7: Logarithmic convergence history for the GMRES and the BiCGSTAB methods used for solving the scattering medium problem without reflection, test 2C. Block Jacobi is abbreviated as BJacobi.


Figure 4.8: Logarithmic convergence history for the GMRES and the BiCGSTAB methods used for solving the transparent problem with reflection, test 2D. Block Jacobi is abbreviated as BJacobi.


Figure 4.9: Logarithmic convergence history for the GMRES and the BiCGSTAB methods used for solving the scattering medium problem with reflection, test 2E. Block Jacobi is abbreviated as BJacobi.
can also be observed that preconditioning in case of the BiCGSTAB not only leads to faster convergences but also stabilizes the method.

In table 4.3 we provide the total number of iterations to converge $k_{c}$ and the respective times to solution $t_{s}$ for tests 2 A to 2 E . The reported times $t_{s}$ correspond to the time spent in setting up the preconditioner plus the time spent for reaching convergence. The table displays that much more work is required for solving the problems involving reflection. All expect one result are adhering to the eigenvalue analysis carried out in the previous section. The result that does not agree with the previous eigenvalue analysis is the transparent case with reflection, test 2D. The higher iteration count (compared to other tests in this subsection), may mean that this test has a worst eigenspectrum distribution than the others. While this was not the case for the cubic-shaped test case. We observed such a behavior because, unlike the cubicshaped media that has six unique normals, the berlingot-shaped media has 455 unique normals at the boundary (mesh dependent). Because of the transparency, no resistance is offered to the incoming radiation ( $\kappa=\sigma_{s} \approx 0$ ), this implies that radiation will remain trapped in the medium for a longer period and each time it hits any surface different directions (intensities $I_{m}$ ) get coupled with each other. Hence, the coupling is arbitrary and much more complex compared to the cubic-shaped reflection cases.

Overall, in this subsection, the BiCGSTAB was seen to outrun the GMRES,

| Test | GMRES |  |  |  |  |  | BiCGSTAB |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | None |  | Jacobi |  | BJacobi |  | None |  | Jacobi |  | BJacobi |  |
|  | $k_{c}$ | $t_{s}$ | $k_{c}$ | $t_{s}$ | $k_{c}$ | $t_{s}$ | $k_{c}$ | $t_{s}$ | $k_{c}$ | $t_{s}$ | $k_{c}$ | $t_{s}$ |
| 2 A | 147 | 88.1 | 147 | 84.17 | 15 | 9.2 | 50 | 56.5 | 37 | 41.6 | 8 | 9.8 |
| 2B | 48 | 34.5 | 19 | 10.9 | 5 | 4.0 | 25 | 27.3 | 11 | 6.0 | 3 | 2.0 |
| 2 C | 126 | 70.8 | 74 | 60.1 | 14 | 8.1 | 61 | 50.7 | 41 | 44.9 | 9 | 4.0 |
| 2D | 849 | 496.10 | 596 | 366.47 | 79 | 45.1 | 481 | 369.7 | 349 | 260.4 | 48 | 41.01 |
| 2E | 770 | 445.6 | 517 | 292.2 | 66 | 57.1 | 368 | 310.4 | 255 | 200.8 | 35 | 34.01 |

Table 4.3: Performance in terms of iterations to converge $\left(k_{c}\right)$ and solving time ( $t_{s}$, in seconds), for the GMRES and the BiCGSTAB with/ without preconditioners.
for solving different problems of radiation, in terms of convergence rates, total solving times, and memory requirements.

### 4.4 Conclusion

This chapter was dedicated to the analysis of Krylov subspace methods for solving different multi-dimensional radiative transfer problems. The linear systems for these different multi-dimensional radiative transfer problems were built following the angular decomposition (with vectorial finite elements) discretization of the discrete ordinates radiative transfer equation.

Based on different physics, radiation in transparent, absorbing, scattering, and reflecting media were analyzed. An eigenspectrum analysis was set up on these different problems in order to study the effect of each physics on the condition number of the problem. It is concluded that: absorbing/transparent media problems are well conditioned with low value of condition numbers, including scattering increases the condition number of the discretized system, condition numbers for absorbing media with reflecting surfaces do not change, and conditioning deteriorates heavily (highest value of condition number) when reflection is involved within transparent/scattering medium problems.

Two Krylov subspace solvers, the GMRES and the BiCGSTAB, with and
without preconditioning, were investigated for solving the above mentioned radiative transfer problems. In conclusion, the BiCGSTAB outran the GMRES for all cases, with lower iteration count, solving times, and memory requirements. However, typical to the BiCGSTAB, erratic convergences were sometimes observed in comparison to the smooth convergence curves for the GMRES. These erratic behaviors were more prominent for the cases with reflecting media. Concerning preconditioners, as expected, it was established that preconditioning systems with the block Jacobi method (with incomplete LU factorizations with zero level of fill-in as block solvers) leads to faster convergence. Moreover, preconditioning also reduced drastically the outbursts of the BiCGSTAB.

## Application

Previous chapters were dedicated towards description and development of the vectorial FEM for solving the RTE. In the current chapter some numerical experiments will be conducted for analyzing some complex large scale problems of radiative transfer. However, before that, the proposed strategy is verified and validated, both numerically and experimentally.

### 5.1 Numerical verification and validation tests

In order to use the proposed vectorial FEM to predict outcomes from previously unforeseen situations in radiative transfer, it is important to build trust in the methods reliability. In other words, it is important to validate and verify the proposed method. This can be done by asserting whether the vectorial FEM is able to reproduce analytical or experimental observations for certain radiative transfer problems. Another way is to compare against results of certain benchmark problems solved with other numerical tools, hence performing cross-validation. Before progressing further, let us interpret what validation and verification means in the context of numerical modeling. Assuming the mathematical model for a given physics is accurate, verification investigate if an accurate numerical solution to the given mathematical model can be obtained via the numerical method which is being verified. By the process of verification the order of accuracy for the numerical methods can also be calculated. Whereas validation asserts if an appropriate mathematical model has been chosen to describe the physical
phenomenon. More elaborate discussions on the process of validation and verification of numerical tools can be found in [193].

### 5.1.1 Verification tests with the method of manufactured solutions

The best possibility for verifying a numerical tool is to choose a problem that has an exact analytical solution and use this exact solution as a benchmark. However, for the RTE, analytical solutions do not exist when one considers emitting, absorbing, and scattering media (semi-transparent) with complex boundary conditions. To salvage verification process for scenarios like this, one turns to the method of manufactured solutions. The method of manufactured solutions is used by many numerical communities for solver (code) verification, see for example [194, 195]. Concerning the RTE solvers, studies such as $[35,130,196,197]$ used the method of manufactured solutions for solver verification.

In the method of manufactured solutions, we start with an assumed explicit expression for the solution field (manufactured solution). Then, the solution is substituted in the concerned PDE model. This leads to a consistent set of source terms and/or initial conditions and/or boundary conditions. These terms are then used to solve the equation numerically, with the method (solver) that needs to be verified. Finally, by analyzing the error between the numerical solution and the assumed solution, one can verify if the numerical method works. In addition, by analyzing how the error decreases when finer numerical discretization is considered, one can obtain the order of convergence for the numerical method.

### 5.1.1.1 Test 1: two-dimensional case

The proposed vectorial FEM approach for solving the RTE depends on two discretizations: the DOM and the vectorial SUPG-FEM. Since dual discretization is followed, both angular and spatial discretizations should be verified.

Let us assume a hypothetical participating medium with interdependent radiative properties $\sigma_{s}=2 \kappa$. The anisotropic phase function $\Phi\left(s, s^{\prime}\right)$ for the medium is given by the expression

$$
\begin{equation*}
\Phi\left(s, s^{\prime}\right)=\frac{1}{2 \pi} \frac{2+s \cdot s^{\prime}}{2} \tag{5.1}
\end{equation*}
$$

Let us further assume the exact radiative intensity is given by,

$$
\begin{equation*}
\widehat{I}(x)=1+\sin (2 \kappa \pi x) \sin \left(2 \sigma_{s} \pi y\right) \tag{5.2}
\end{equation*}
$$



Figure 5.1: Manufactured radiative density field $\widehat{G}(x)$. Left: simple 2D view of the density field, and right: warped density field.

The verification is based on the exact radiative density $\widehat{G}(x)$ (in other words the explicit manufactured solution), given by

$$
\begin{equation*}
\widehat{G}(x)=\oint_{\mathcal{S}} \widehat{I}(x) \mathrm{d} s=2 \pi\left(1+\sin (2 \kappa \pi x) \sin \left(2 \sigma_{s} \pi y\right)\right) \tag{5.3}
\end{equation*}
$$

This equation (5.3) is our manufactured solution (exact radiative density).
The corresponding source term is next determined by substituting equation (5.2) into the RTE (1.18) and then following some mathematical simplifications, so that,

$$
\begin{align*}
\kappa I_{b}(x)= & \cos (\theta) 2 \kappa \pi \cos (2 \kappa \pi x) \sin \left(2 \sigma_{s} \pi y\right)+\sin (\theta) 2 \sigma_{s} \pi \sin (2 \kappa \pi x) \cos \left(2 \sigma_{s} \pi y\right) \\
& +\kappa\left(1+\sin (2 \kappa \pi x) \sin \left(2 \sigma_{s} \pi y\right)\right) \tag{5.4}
\end{align*}
$$

| - | coarsest | coarse | fine | finest |
| :--- | :--- | :--- | :--- | :--- |
| Spatial mesh |  |  |  |  |
| $N_{v}$ | 162 | 551 | 2037 | 7,931 |
| $N_{e}$ | 278 | 1,016 | 3,908 | 15,536 |
| $h_{x}$ | 0.08 | 0.04 | 0.02 | 0.01 |
| Angular mesh |  |  |  |  |
| $N_{d}$ | 4 |  |  |  |
| $h_{s}$ | 1.57 | 8 | 16 | 32 |

Table 5.1: Angular and spatial mesh characteristics. $h_{s}$ denotes the size of the angular mesh which is in fact the average weight of the unit-sphere discretization. With each refinement the spatial and angular mesh sizes are halved.

With the given source term (equation (5.4)), the RTE can now be solved numerically by using the proposed vectorial FEM. With the numerically obtained intensities, the numerical radiative density $G(x)$ is calculated next. Assuming the domain of interest to be a unit centimeteric square, with given $\kappa=1 \mathrm{~cm}^{-1}$ and $\sigma_{s}=2 \mathrm{~cm}^{-1}$, the exact density field has been shown in the figure 5.1. The RTE was solved numerically several times for four levels of angular and spatial meshes. Table 5.1 summarizes some characteristics about these meshes. Further, to avoid numerical error discrepancies from the linear solver, the GMRES was stopped when the relative unpreconditioned residual was lower than $10^{-13}$.

Starting from the coarsest discretizations with each simulation the spatial or/and angular mesh was refined. After each simulation, the error for the numerical density was calculated. For calculating the error of discretization against the exact radiative density, the $L_{2}\left(\Omega^{h}\right)$ relative error norm $e(G)$ was used. This error is defined as

$$
\begin{equation*}
e(G)=\frac{\|G-\widehat{G}\|_{L_{2}\left(\Omega^{h}\right)}}{\|\widehat{G}\|_{L_{2}\left(\Omega^{h}\right)}} \quad \text { with } \quad\|G\|_{L_{2}\left(\Omega^{h}\right)}=\left(\int_{\Omega^{h}} G^{2}(x) \mathrm{d} x\right)^{1 / 2} \tag{5.5}
\end{equation*}
$$


(a) Convergence for angular discretization.


(b) Convergence for spatial discretization.

Figure 5.2: Error $e(G)$ on radiative density: comparing the manufactured exact solution to the numerically solved one.

The error $e(G)$ plotted against angular and spatial mesh refinements is presented in figure 5.2. The effect of uniform angular mesh refinement in figure 5.2a
shows that the chosen angular discretization is second order accurate ( 2.1 to be precise, see figure 5.2 a ), for the error on the radiative density $e(G)$. Using spatial mesh refinement, spatial discretization was also found out to be almost second order accurate ( 1.9 to be precise, see figure $5.2 b$ ), for the same error on the radiative density. Similar orders of convergence have been reported in [130]. Also note in the figure that such convergences were only obtained with fine spatial and angular meshes. For other cases involving coarse meshes, we observed convergence plateaus, also observed in [78, 86]. Thus, it is best to combine fine meshes for both angles and space to achieve low numerical errors.

### 5.1.1.2 Test 2: two- and three-dimensional case

A second verification test based on the method of manufactured solutions is performed in order to build further trust on the reliability of results obtained via the vectorial FEM. Moreover, the tests in this subsection are performed in two and three dimensions.

The manufactured radiative intensity for the two tests in this subsection reads

$$
\begin{equation*}
\widehat{I}(\boldsymbol{x})=e^{-a(x+y+z)}(1+b \cos \theta) \tag{5.6}
\end{equation*}
$$

where $a$ and $b$ are constants dependent on radiative properties, given by $a=\kappa / 3$ and $b=\kappa /\left(\kappa+6 \sigma_{s}\right)$ for the 3D test and $a=\kappa / 6$ and $b=\kappa /\left(6 \sigma_{s}\right)$ for the 2D test. Further, in 2D the coordinate $z$ is chosen to be zero. These particular tests were originally proposed in Gao et al. [35], and later reused in Le Hardy et al. [130].

The manufactured radiative density is constructed by substituting equation (5.6) into equation (5.3) and performing the angular integration:

$$
\widehat{G}(x)=\oint_{\mathcal{S}} \widehat{I}(x) \mathrm{d} s= \begin{cases}4 \pi e^{-a(x+y)} & \text { in 2D }  \tag{5.7}\\ 4 \pi e^{-a(x+y+z)} & \text { in 3D }\end{cases}
$$

An homogeneous participating medium is assumed, with in-scattering being controlled by the anisotropic phase function given by

$$
\Phi\left(s, s^{\prime}\right)= \begin{cases}\frac{1}{2 \pi} \frac{2+s \cdot s^{\prime}}{2} & \text { in 2D }  \tag{5.8}\\ \frac{3}{16 \pi} \frac{2+s \cdot s^{\prime}}{2} & \text { in 3D }\end{cases}
$$

Substituting the manufactured radiative intensities from equation (5.6) in the RTE (1.18), and following mathematical simplifications:

$$
\begin{align*}
& \kappa I_{b}=\{(\kappa-a \sin \theta \cos \phi-a \sin \theta \sin \phi)(1+b \cos \theta) \\
&\left.+\frac{3}{4} \sigma_{s} b \cos \theta\right\} e^{-a(x+y)} \quad \text { for } 2 \mathrm{D} \text { test, }  \tag{5.9}\\
& \kappa I_{b}=\{(\kappa-a \sin \theta \cos \phi-a \sin \theta \sin \phi-a \cos \theta)(1+b \cos \theta) \\
&\left.+\frac{1}{2} \sigma_{s} b \cos \theta\right\} e^{-a(x+y+z)} \quad \text { for } 3 D \text { test. } \tag{5.10}
\end{align*}
$$

Equations (5.9) and (5.10) are the mathematical manufactured source terms. Using these source terms, the RTE is again numerically solved using the vectorial FEM. In 2D, a unit centimeteric square enclosure forms the domain of interest, while a cubic enclosure with side length 1 cm is assumed in 3D. Again, the discretization error based on the $L_{2}$-norm is evaluated to express the vectorial FEM accuracy and efficiency, equation (5.5).


Figure 5.3: Spatio-angular mesh convergence for the vectorial FEM. Left: 2D test, right: 3D test. The numbers in the braces are the number of directions $N_{d}$ used for each test.

The decrease of $e(G)$ while refining the spatial and angular meshes simultaneously again proves that the vectorial FEM solution tends towards the exact solution with each refinement. This decrease in errors is plotted in figure 5.3. Note that for the tests in this subsection the spatial and angular meshes are simultaneously refined, contrary to tests in the previous subsection. This is done in order to avoid the convergence


Figure 5.4: Comparing the 3D exact and vectorial FEM ( $h_{x}=0.125, N_{d}=20$ ) radiative density contours within the medium, with radiative properties $\left(\kappa, \sigma_{s}\right)=$ ( $10^{-4} \mathrm{~cm}^{-1}, 10 \mathrm{~cm}^{-1}$ ).
plateaus observed previously and to avoid the ray effect and the false scattering interactions which could have degraded the solutions [88, 89]. The simulations refinement lets us judge the convergence rates for the combined spatio-angular discretization.

Curve fit to the error plots in figure 5.3 again reveals second-order convergence rates for both tests. For angular mesh refinements, alternate meshes between octahedral and icosahedral refinements were used. Thus, the tests were performed using $8,20,32$, and 80 directions.

To assert the robustness of the proposed method further, the verification was performed for different values of $\kappa$ and $\sigma_{s}$ spanning five orders of magnitude, from $10^{-4} \mathrm{~cm}^{-1}$ to $10 \mathrm{~cm}^{-1}$. The different sets of chosen $\left(\kappa, \sigma_{s}\right)$ were $\left(10^{-4}, 10\right),\left(10,10^{-4}\right)$, and $(10,10)$, all these properties being expressed in $\mathrm{cm}^{-1}$. All of these tests again reported second-order convergence. In figure 5.4, the radiative density contours for the exact and coarse spatio-angular ( $h_{x}=0.125, N_{d}=20$ ) three-dimensional numerical solution from the vectorial FEM have been presented.

To summarize, the method of manufactured solutions verification tests, it is concluded that a reliable solution can be obtained using the vectorial FEM by choosing an appropriate spatio-angular mesh resolution.

### 5.1.2 Cross-validation test with a benchmark from literature

In this subsection we cross-validate the vectorial FEM solution procedure to some reference solutions available in the literature. The test consists of a two-dimensional unit square enclosure with black walls. The emissive power of the top wall is 1 , while other walls have zero emissivity The considered medium is non-absorbing, non-emitting, and isotropically scattering with $\sigma_{s}=1 \mathrm{~cm}^{-1}$. This particular problem is difficult to solve as it is known to enhance errors caused due to ray effect and false scattering, cf. [89, 88].

To compute the solution, while minimizing the ray effects and false scattering interactions, a fine angular discretization from the third refinement of octahedron ( $2 \times 256=512$ directions) and a fine unstructured spatial mesh with 12,560 nodes were used. Figure 5.5a presents the density distribution $G(\boldsymbol{x})$ inside the medium and figure 5.5 b presents the incident radiative heat flux $Q_{r}^{+}\left(\boldsymbol{x}_{w}\right)$ plotted on the bottom wall of the medium. Additionally, in figure 5.5b, the proposed vectorial FEM solution is compared to two reference solutions. The first reference solution is a quasi-exact solution presented by Crosbie et al. [198], who used an approach based on removing the singularity from the integral form of the RTE to solve this particular test case. The second reference solution is the one presented by Coelho [89], who used the modified DOM-FVM (MDOM-FVM) method to solve this problem. Apart from the presented reference solutions, this particular test has also been solved using the FEM-FVM [84], the unstructured FVM [99], and the angular FEM [85], to cite but a few.

The considered medium within the enclosure being scattering, figure 5.5a shows the diffusion (scattering) of radiation from the top wall towards other parts of the medium. From figure 5.5 b it can be clearly observed that the proposed vectorial FEM solution is in good agreement with both the quasi-exact and the MDOM-FVM reference solutions. Note, the slight oscillations observed in figure 5.5b are classical to this test case, and are caused due to the ray effect and the false scattering interactions.


Figure 5.5: Comparison of vectorial FEM solution to other reference solutions.

### 5.1.3 Validation by using the Monte-Carlo reference solutions

Another approach to validate a numerical tool is to compare simulation results with experimental data. In radiative transfer, in the absence of experimental data the results from Monte-Carlo simulations are often used for validation, we can call them pseudoexperimental data. The Monte-Carlo simulations replicate all elementary level physical processes of radiation, hence, these are often used as reference. Comparing the vectorial FEM solutions to the Monte-Carlo simulations, we are in fact combining validation and verification in one step, this is sometimes called qualification. A good match between the numerical solutions obtained via the proposed vectorial FEM against the Monte-Carlo reference data should vouch for the validity of the proposed model.

The Monte-Carlo solver used in the tests to follow is an in-house FORTRAN based solver developed during the masters thesis of Ms. Ketaki Mishra [199]. This solver is capable of solving radiative exchanges within participating media for square and cubic enclosures. The integrated scalar quantities of transmittance $T_{\mathrm{NH}}$ and reflectance $R_{\mathrm{NH}}$ (normal hemispheric) are chosen for comparing the vectorial FEM to the Monte-Carlo method. Without doubt the Monte-Carlo method is one of the most powerful methods to calculate the chosen integrated quantities.

Let us first define $T_{\mathrm{NH}}$ and $R_{\mathrm{NH}}$. Consider an incident photon flux traveling in $s_{0}$ and entering an enclosure from the boundary $\partial \Omega_{0}$ with normal vector $n_{0}$. The
normal hemispheric transmittance and reflectance are calculated on boundary $\partial \Omega_{1}$ with normal $\boldsymbol{n}_{1}$, and the expressions for $T_{\mathrm{NH}}$ and $R_{\mathrm{NH}}$ read:

$$
\begin{equation*}
T_{\mathrm{NH}}=\frac{\int_{\partial \Omega_{1}} Q_{r}^{-}(x) \mathrm{d} x}{\int_{\partial \Omega_{0}} Q_{r}^{+}(\boldsymbol{x}) \mathrm{d} x}, \quad R_{\mathrm{NH}}=\frac{\int_{\partial \Omega_{0}} Q_{r}^{-}(\boldsymbol{x}) \mathrm{d} \boldsymbol{x}}{\int_{\partial \Omega_{0}} Q_{r}^{+}(\boldsymbol{x}) \mathrm{d} \boldsymbol{x}}+\rho^{s}\left(\boldsymbol{s}_{0}, \boldsymbol{n}_{0}\right) \tag{5.11}
\end{equation*}
$$

here, $Q_{r}^{-}$and $Q_{r}^{+}$are the radiative heat influx and efflux, defined in equations (1.6) and (1.7).

Further the Monte-Carlo method calculates the normal hemispheric transmittance and reflectance $T_{\mathrm{NH}}^{\mathrm{MC}}$ and $R_{\mathrm{NH}}^{\mathrm{MC}}$ as

$$
\begin{align*}
& T_{\mathrm{NH}}^{\mathrm{MC}}=\frac{\text { Number of photons exiting the boundary } \partial \Omega_{1}}{\text { Number of photons entering in from the boundary } \partial \Omega_{0}}=\frac{N_{P-T}}{N_{P-E}},  \tag{5.12}\\
& R_{\mathrm{NH}}^{\mathrm{MC}}=\frac{\text { Number of photons reflected from the boundary } \partial \Omega_{1}}{\text { Number of photons entering in from the boundary } \partial \Omega_{0}}=\frac{N_{P-R}}{N_{P-E}} .
\end{align*}
$$

here, $N_{P-E}, N_{P-T}$, and $N_{P-R}$ are the total number of photons emitted, transmitted, and reflected respectively. While $N_{P-T}$ and $N_{P-R}$ are photon counts at enclosure surface $\partial \Omega_{1}, N_{P-E}$ is the photon count at $\partial \Omega_{0}$.

For the vectorial FEM $T_{\mathrm{NH}}$ and $R_{\mathrm{NH}}$ are calculated again using the discrete ordinates philosophy of replacing the integrals by weighted summation:

$$
\begin{align*}
T_{\mathrm{NH}}^{\mathrm{DOM}-\mathrm{FEM}}= & \frac{\sum_{m=1}^{N_{d}} \int_{\boldsymbol{s}_{m} \cdot \boldsymbol{n}_{1}>0} I_{m}(\boldsymbol{x}) \boldsymbol{s}_{m} \cdot \boldsymbol{n}_{1} \mathrm{~d} \boldsymbol{x}}{\left|\boldsymbol{s}_{0} \cdot \boldsymbol{n}_{0}\right| \int_{\partial \Omega_{0}} I_{\text {in }}(\boldsymbol{x}) \mathrm{d} \boldsymbol{x}},  \tag{5.13}\\
R_{\mathrm{NH}}^{\mathrm{DOM}-\mathrm{FEM}}= & \frac{\sum_{m=1}^{N_{d}} \int_{\boldsymbol{s}_{m} \cdot \boldsymbol{n}_{0}>0}^{\partial \Omega_{0}} I_{m}(\boldsymbol{x}) \boldsymbol{s}_{m} \cdot \boldsymbol{n}_{1} \mathrm{~d} \boldsymbol{x}}{\left|\boldsymbol{s}_{0} \cdot \boldsymbol{n}_{0}\right| \int_{\partial \Omega_{0}} I_{\mathrm{in}}(\boldsymbol{x}) \mathrm{d} \boldsymbol{x}}+\rho^{s}\left(\boldsymbol{s}_{0} \cdot \boldsymbol{n}_{0}\right) .
\end{align*}
$$

Note that such validation has already been performed in the PhD thesis [22] for validation of the standard FEM DOM solver, here, however, the tests are performed to validate the vectorial solver.

The first validation test performed is for a two-dimensional absorbing and isotropically scattering media. The system consists of a square medium $2 \times 2 \mathrm{~cm}^{2}$


Figure 5.6: Normal hemispherical transmittance and reflectance for 2D test cases with $(\kappa, \sigma)=(1.0,0.2) \mathrm{cm}^{-1}$ and $n \in[1,1.5]$.
and bounded within specularly reflecting walls. The absorption and the scattering coefficients of the medium are given by $\left(\kappa, \sigma_{s}\right)=\left(1 \mathrm{~cm}^{-1}, 0.2 \mathrm{~cm}^{-1}\right)$. Further six simulation runs are compared, for each run specular reflectivity power of the boundary is changed, i.e., for the wall $\partial \Omega_{1}$ the index of refraction $n$ is increased form 1 to 1.5 with an increment of 0.1 . For the Monte-Carlo runs, 1 million photos are launched and bombarded onto the wall $\partial \Omega_{0}$ in $s_{0}=[1,0,0]$. And for the vectorial FEM runs a fine angular and spatial mesh $\left(N_{d}, N_{v}\right)=(40,6500)$ has been used.

Figure 5.6 presents the comparative plots for transmittance and reflectance against changing refractive index. We observe a good agreement between the MonteCarlo and the proposed vectorial FEM. To quantify, the maximum difference observed in reflectance is $7.79 \times 10^{-4}$ and that in transmittance is $3.94 \times 10^{-4}$. For another two-dimensional case with $\left(n, \kappa, \sigma_{s}\right)=\left(1.4,1.0 \mathrm{~cm}^{-1}, 1.0 \mathrm{~cm}^{-1}\right)$, the Monte-Carlo simulation compared to the vectorial FEM reported maximum differences in reflectance and transmittance as $5.82 \times 10^{-5}$ and $9.13 \times 10^{-5}$, respectively.

Next, comparative tests in three dimensional media are performed. The domain of interest is now a cube with 1 cm side lengths. In the first set of tests the index of refraction $n \in[1,3]$, and $(\kappa, \sigma)=\left(0.5 \mathrm{~cm}^{-1}, 1 \mathrm{~cm}^{-1}\right)$. Again a million photons are used for the Monte-Carlo run, and for running the vectorial FEM, $\left(N_{d}, N_{v}\right)=$ $(80,20000)$. The results obtained for this test are plotted in figure 5.7a. Further, another


Figure 5.7: Normal hemispheric transmittance and reflectance for 3D test cases.
set of tests is performed for the same cubic geometry, this time however, $n=1.5$, $\kappa=0.5 \mathrm{~cm}^{-1}$, and $\sigma_{s} \in[0,2] \mathrm{cm}^{-1}$. The results obtained for this test are plotted in figure 5.7 b . Again, for both these 3D cases a very good agreement between the Monte-Carlo and the vectorial FEM simulations are observed.

### 5.1.4 Experimental validation with laser flash experiments

In this subsection we first show how to perform coupling of the proposed vectorial FEM based radiative transfer solver to a FEM based conduction solver. As a validation test for this coupled conductive-radiative solver, we perform the numerical laser flash analysis on semi-transparent media, and compare the results to experimental ones from the literature.

The aim is to reproduce a thermogram (temperature vs. time curve) obtained in a laser flash experimental apparatus [200] for participating media. The laser flash tests are usually performed to determine the thermal diffusivity, the heat capacity, and the effective thermal conductivity of a material. In this method, the front face of a material is irradiated with a collimated laser source which then results in heat transfer in the medium. The change in temperature with time is observed on the back face of the sample, and using this temperature history the radiative properties like the scattering coefficient and the absorption coefficient can also be estimated, cf. [201, 202]. Although in this subsection the numerical flash analysis serves as a validation test case, one could view these tests as a potential application test case for the coupled
solver.
Vast amount of research has been conducted in the past that deals with numerical strategies for solving the coupled conduction and radiation problem of laser flash method. Most of these works involve reduction of the problem with lots of assumptions in order to reduce the complexity and hence the computation time. For example, the use of simplified 1D radiation physics [203], using analytical expressions for approximating the physics of radiation [204], using semi-empirical formulations to solve the combined heat transfer [205], considering the media either totally black or transparent so that optically-thin or optically-thick approximations of radiation can be applied, etc. Using such assumptions may lead to over or under estimation of correct physics. Using the three-flux model for radiative transfer within the flash experiments, Hahan et al. [206] show that classical laser flash measurements may lead to overestimation of thermal parameters for heterogeneous semi-transparent media at high temperatures. The overestimation error was attributed to negligence in considering the right model for radiative contribution. This shows that in the coupled conduction and radiation problem of laser flash analysis, radiative transfer plays a key role. Hence, this particular test is a good contender for validating a radiative transfer solver.

Before carrying out the tests, in the next subsection mathematical preliminaries for coupling the vectorial FEM radiation model to a FEM based conduction model is explained.

### 5.1.4. Coupling heat conduction with the RTE

The transient heat transfer equation including radiation and conduction contributions reads,

$$
\begin{equation*}
\rho C_{p} \frac{\partial T}{\partial t}=-\left[\nabla \cdot Q_{r}+\nabla \cdot Q_{c}\right], \tag{5.14}
\end{equation*}
$$

here, $\nabla \cdot Q_{c}, \nabla \cdot Q_{r}, \rho$, and $C_{p}$ are the volumetric conductive source, the volumetric radiative source, the material density, and the specific heat for the system, respectively. From the Fourier's law $\nabla \cdot Q_{c}=\nabla\left(-k_{c} \nabla T\right)$, with $k_{c}$ being the effective thermal conductivity. The divergence of the radiative flux $\nabla \cdot Q_{r}$, is the term that couples the heat equation and the RTE. It embeds the complete physics of the radiative transfer. Following [20], the radiative source term can be expressed as

$$
\begin{equation*}
\nabla \cdot Q_{r}=\kappa 4 \pi I_{b}-\kappa G \tag{5.15}
\end{equation*}
$$

here, $G=G(x)$ is the radiative density which one gets after solving the RTE and $I_{b}=I_{b}(T, \lambda)$ is the black body source term.

To begin the finite element discretization for equation (5.14), we start by multiplying the equation by a test function $q^{h}$ and further integrating it over the computational domain $\Omega^{h}$, such that

$$
\begin{equation*}
\int_{\Omega^{h}} \rho C_{p} \frac{\partial T^{h}}{\partial t} q^{h} \mathrm{~d} x=\int_{\Omega^{h}}\left(k_{c} \Delta T^{h}\right) q^{h} \mathrm{~d} x-\int_{\Omega^{h}}\left(\kappa 4 \pi I_{b}-\kappa G\right) q^{h} \mathrm{~d} x \tag{5.16}
\end{equation*}
$$

here, $T^{h}$ and $q^{h}$ are the finite element trial and the test functions, respectively. These are built using the first order Lagrange polynomial basis $\mathbb{P}_{1}$ over the mesh $\Omega^{h}$.

To introduce the boundary condition of interest for the flash test analysis, an integration by parts is performed on the first term on the right hand side of equation (5.16). The weak formulation then reads,

$$
\begin{align*}
\int_{\Omega^{h}} \rho C_{p} \frac{\partial T^{h}}{\partial t} q^{h} \mathrm{~d} x+\int_{\Omega^{h}} k_{c} \nabla T^{h} \cdot \nabla q^{h} \mathrm{~d} x= & \int_{\partial \Omega^{h}} k_{c} \frac{\partial T^{h}}{\partial n} q^{h} \mathrm{~d} x \\
& -\int_{\Omega^{h}}\left(\kappa 4 \pi I_{b}-\kappa G\right) q^{h} \mathrm{~d} x . \tag{5.17}
\end{align*}
$$

The first order implicit Euler scheme is used to deal with the time derivative. Moreover, at a given time step $N+1$, the divergence of the flux $\nabla \cdot Q_{r}$ is calculated with the help of previous $T^{N}$, i.e, the temperature at the previous time step $N$. The weak formulation then reformulates to,

$$
\begin{align*}
\int_{\Omega^{h}}\left(\frac{T^{N+1}}{\delta t} q+\alpha \nabla T^{N+1} \cdot \nabla q\right) \mathrm{d} x & +\int_{\partial \Omega^{h}} \frac{\alpha h}{k_{c}} T^{N+1} q \mathrm{~d} x=\int_{\partial \Omega^{h}} \frac{\alpha h}{k_{c}} T_{e} q \mathrm{~d} x \\
& +\int_{\Omega^{h}}\left(\frac{T^{N}}{\delta t} q-\left(\kappa 4 \pi I_{b}-\kappa G\right) q\right) \mathrm{d} x \tag{5.18}
\end{align*}
$$

here, $\alpha=k_{c} / \rho C_{p}$ and $h$ are the thermal diffusivity coefficient, and convection coefficient, respectively. Further, $T_{e}$ is the external temperature and $\delta t$ is the Euler time step for time discretization. Note that the superscript $h$ for trial and test functions in equation (5.18) have been dropped for readability considerations.

In order to build an algorithm that can numerically simulate the laser flash experiment, let us first understand the procedure of laser flash experiment.

- First, the front face of a sample under investigation is irradiated with a collimated laser flash of intensity $I_{c}$, for a short pulse duration $t_{\mathrm{p}}$. The font face is


Figure 5.8: Laser flash cylindrical sample with coating (in blue) being irradiated with a flash (in red).
generally coated with a black material (non reflective). The coating has a certain infinitesimal thickness, enough to make sure that it is optically thick to the applied irradiation.

- Naturally, the incident radiation heats up the coating. The heat then starts to flow towards the back face of the sample. These tests take place in a furnace which is held at temperature $T_{e}$, since the sample is at local thermal equilibrium with the surroundings the sample is also held at temperature $T_{e}$.
- As we are interested in high temperature $T_{e}$, both radiation and conduction physics play a key role in the overall heat transfer within the samples bulk. Due to the combined effect of radiation and conduction, there occurs a transfer of energy and hence a non-linear change in temperature across the sample towards the back face.
- from all the outer surfaces of the sample, small amount of convective and radiative loss can be observed.
- Once the heat is transferred across the sample layer the change in temperature on the back face is then measured. Measurements are performed using a thermocouple which is embedded within the back face coat.

Numerically the conductive-radiative transfer coupling is established by solving the heat equation and radiative transfer equation in an iterative manner. Even

```
Algorithm 3: Numerical algorithm for thermogram calculation
    input \(T_{e}, t_{\text {stop }}, t_{\mathrm{p}} \delta t, I_{c}\), properties \(\triangleright \delta t\)-Euler time step, \(t_{\text {stop }}\)-stopping time
    load meshes: \(\left\{\Omega_{i}^{h}\right\}_{i=1}^{N_{p}}\) and \(\mathcal{S}^{N_{d}}\)
    define finite element variables: \(\mathbb{I}^{h}, \mathbb{W}^{h}, T_{N+1}, T_{N}, T_{n l}, q\)
    \(T_{N}=T_{e}\)
    for \(\left(t<t_{\text {stop }}: t=t+\delta t\right) \quad \triangleright\) this is the time loop
    do
        \(T_{n l}=T_{N}\)
        for \(\left(i<i_{\max }: i=i+1\right) \quad\) this is the nonlinear loop for \(T\)
        do
            use Planks law to calculate \(I_{b}=I_{b}\left(T_{n l}\right) \quad \triangleright\) equation (1.8)
            if \(\left(t \leq t_{p}\right)\) then
                \(\mid\) solve RTE with \(I_{\text {in }}=I_{c}+\) source term \(I_{b}\) return \(\mathbb{I}^{h} \quad \triangleright\) equation (3.1)
            end
            if \(\left(t>t_{p}\right)\) then
                solve RTE only with source term \(I_{b}\) return \(\mathbb{I}^{h} \quad \triangleright\) equation (3.1)
            end
            using \(\mathbb{I}^{h}\) and \(I_{b}\) calculate \(\nabla \cdot Q_{r} \quad \triangleright\) equation (5.15)
            solve conduction equation using \(T_{N}\) and \(\nabla \cdot Q_{r}\) return \(T_{N+1} \triangleright\) equation (5.18)
            \(E r=\left\|T_{n l}-T_{N+1}\right\|_{\text {inf }}\)
            \(T_{n l}=T_{N+1}\)
            if \(\left(E r<1 . e^{-4}\right)\) then
                | break \(\triangleright\) Nonlinear \(T\) has converged go to \(t=t+d t\)
            end
        end
        \(T_{N}=T_{N+1}\)
    end
```

though the problem of solving radiative transfer equation has been greatly simplified by using the vectorial FEM, the coupled system is still nonlinear and closed form of solutions are not possible. Hence a non linear iteration loop needs to be setup between the RTE and the heat transfer equation solutions. The full iteration procedure for deriving the total temperature vs. time curve (thermogram) has been reported in algorithm 3.

### 5.1.4.2 Numerical vs. experimental thermograms for semi-transparent open-cell foams

In this subsection, by using the proposed coupling method from previous subsection, we numerically simulate a laser flash experiment from [201]. This paper experimentally and numerically studied the coupled conductive and radiative heat transfer in
metal and ceramic foams (semi-transparent materials). Although a two dimensional axisymmetric radiative transfer model was use by the authors for solving the radiation, we would however, use full three-dimensional radiative transfer model for solving the radiation physics in the laser flash numerical experiments.

| - | $\rho$ | $C_{p}$ | $k_{c}$ | $\sigma_{s}$ | $\kappa$ | $p$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Coat | 1000 | 1200 | 3.30 | 0 | 3000 | - |
| NiCrAl | 537 | 501 | 0.30 | 185.3 | 200.7 | 93.7 |
| FeCrAl | 230 | 487 | 0.29 | 97.4 | 389.6 | 96.8 |

Table 5.2: Thermal properties for the two foam samples and the black coating. The properties are given in the following units: density $\rho$ in $\mathrm{kg} \mathrm{m}^{-3}$, specific heat $C_{p}$ in $\mathrm{J} \mathrm{kg}^{-1} \mathrm{~K}^{-1}$, thermal conductivity $k_{c}$ in $\mathrm{Wm}^{-1} \mathrm{~K}^{-1}$, scattering coefficient $\sigma_{s}$ in $\mathrm{m}^{-1}$, absorption coefficient $\kappa$ in $\mathrm{m}^{-1}$, and porosity of the foams $p$ is in $\%$.

The numerical flash analysis for the NiCrAl foam sample and the FeCrAL foam sample was performed at $T_{e}=673 \mathrm{~K}$. The foam sample were cylindrical in shape, with 30 mm diameter and height of 10.2 mm , further the black coating of 3 mm width was used, see figure 5.8. The collimated laser of diameter 2 mm was flashed onto the top surface. For the convective loss outside the furnace convection coefficient of $h=5.004 \mathrm{~W} \mathrm{~m}^{-2} \mathrm{~K}^{-1}$. Other physical data pertaining the tests are given in table 5.2. It should be noted that the sample used in these tests have homogenized properties.

Since FEM was used as the standard numerical technique for solving the conduction and the radiation equation, hence we could share the computational grid between the two solvers. Domain decomposition parallelization was used to enhance computational speeds.

Figure 5.9 compares the experimental and the numerical thermograms that were reproduced in this study. It can be observed that the proposed coupled radiativeconductive algorithm is very well able to match the given physics. This validation test is an indication that the radiative source term $\nabla \cdot Q_{r}$ that depends on solution from the RTE is correctly predicted within the bulk of the media.

Now that the solver has been thoroughly validated and verified in the next section we look into a potential application of the solver.


Figure 5.9: Experimental vs. numerical thermogram for a NiCrAl and FeCrAl foams.


Figure 5.10: Temperature fields for the NiCrAl foam sample under flash. Left: simple isometric view, and right: sliced contours of the temperature field.

### 5.2 Application test cases: open-cell foam radiation

In several porous media applications, heat transfer via radiation is involved. For instance, porous burners [207], volumetric solar receivers [208], thermo-chemical reactors [209], high temperature heat exchangers [210], etc., are few real world application examples of porous media where the radiative transfer plays a propitious role. Thereby, designing and optimizing such porous systems can be leveraged by appropriate prediction of the radiative fields within the volume of these media. Motivated by this fact, the current section deals with radiative transfer modeling in open-cell foams.


Figure 5.11: Open cell foam example.

An open-cell foam is composed of two phases: the solid phase (ligament network) and the fluid phase (formed by the air spaced between the ligament network, often dubbed as pores), see figure 5.11. Radiative transfer, by definition, is characterized by energy exchange that occurs while a stream of photons traverse through a medium. Since photons have the capability to travel within the solid and fluid phase of the foams, thereby, foam radiation is a complex (topology-wise) bi-phasic radiative transfer problem.

In a numerical framework, conventionally, foam radiation problems are tackled by solving the analytical equations that are formulated after consolidating series of experimental/numerical data. For example, a recent work by Cunsolo et al. [212] proposed some simplified analytical correlations for predicting the extinction coefficient of a foams. Another, conventional approach consists in converting the bi-phasic participating medium to a single phase participating medium, i.e, performing homogenization ${ }^{1}$. The RTE is then solved within a homogenized medium. As such, the RTE is solved with volume averaged radiative properties [214, 215]. One of the primary reasons that motivates the use of these methods is their low computational cost. Moreover, the topological complexity of a real foam problem is also avoided. Undoubtedly, these methods can predict very well the overall radiative transfer behavior for

[^9]foams (transmittance, absorptance, etc.). However, calculation of exact radiative fields within the foams volume is beyond the capabilities of these methods. It may lead to misunderstanding the real role played by the solid network in terms of volume of radiation propagation. One may also argue that these approaches are only applicable for a specific set of foams.

The discrete-scale numerical approach, the one used in the current section, is an alternative method that can be applied in order to more accurately predict the radiative fields within the foam volumes [216, 217, 218]. This kind of approach involves direct pore scale simulations, while using the realistic topological data of the foam skeleton. Both solid and fluid phase radiative properties are used to solve the RTE. Appealingly, these methods can provide critical information on the energy localization zones within the foam volume. Currently, the method has been drawing considerable attention, however, a major bottleneck for the approach is its computational requirements. Hybrid approaches, combining the discrete-scale and continuous-scale (homogenized) numerical approaches, also exist [219].

Generally handling the discrete-scale numerical approach poses many challenges: i) complex geometries often contain non convex boundaries, radiation propagating in certain directions may re-enter the computational domain leading to numerical complexities. ii) Detailing complex geometries accurately requires a mesh with a huge number of degrees of freedom, causing problems of computer resource management. iii) Many of these problems involve heterogeneous properties, hence the derived matrix systems can be difficult to solve. Moreover in the bi-phasic problem, the semitransparent media gets coupled to almost transparent media (air), such coupling is not trivial to handle. iv) Exact knowledge of the radiative properties of the heterogeneous media (wavelength, temperature, direction) is also an important issue.

In order to investigate on the complete behavior of radiation within the open cell foam, we divide the problem in three stages. First, we employ the developed RTE solver to study the radiative transfer behavior within a single ligament, this is presented in the next subsection 5.2.1. Next, in subsection 5.2.2, the problem is scaled up and the single foam cells modeled with the Kelvin-cell (tetrakaidecahedron) are solved. The Kelvin-cell is composed of 24 ligaments. Finally, the problem is scaled up further in subsection 5.2.3, and we solve the $5 \times 5 \times 5$ Kelvin-cell based open-cell foam problems. Naturally, as the scales rise the global problem becomes larger and more difficult to handle. Indeed, the problems of foam radiation are good contenders for
testing the previously developed vectorial FEM algorithm.

### 5.2.1 Modeling the radiative transfer within foam ligaments

Investigating the foam ligaments is gaining popularity among researchers involved in designing foams with controlled macroscopic radiative properties. Recently, Guevelou et al. [213] performed infrared microscopy reflectivity measurement on the ligaments of a silicon carbide open-cell foams. The aim was to determine the effective complex index of refraction. Analytical radiation models based on an effective medium law was used by the authors in order to avoid treating directly the effect played the ligaments surface roughness. In [220] it was shown that the use of realistic tomographied representations can facilitate a better agreement with experimental measurements. It was also recently underlined in [221] that the ligament geometries influence the determination of the radiative properties for the metallic foams. Hence, precise characterization of the radiative transfer within the ligament, either opaque or semitransparent, can provide critical information for developing high-quality experiments. Moreover, the previously mentioned motivation holds as well, i.e., the knowledge of localized radiative fields within the ligaments can be crucial for improving efficiency of the overall foams.


Figure 5.12: Ligament mesh reconstructed using X-ray tomography. The arrow on the right figure represents the collimated input direction $s_{\text {in }}=[0,1,0]^{\top}$.

The numerical investigations, in this subsection, are performed on the three dimensional digitalized ligament obtained from a real ceramic foam. This particular


Figure 5.13: Partitioned ligament mesh $\left\{\Omega_{i}^{h}\right\}_{i=1}^{500}$.
foam was elaborated with the replication method [222]. Numerical tests with this foam geometry has also been presented in [22, 4], however with a different set of boundary conditions and lesser spatial and angular mesh resolutions. The reason to revisit the test, here, is to emphasize on effect of complex ligament topology on radiative prorogation. To acquire the digitized ligament, an X-ray tomography experiment ${ }^{2}$ was performed on a cylindrical silicon carbide ( SiC ) based open-cell foam (diameter=10 mm , thickness $=10 \mathrm{~mm}$ ). Then, by using the marching cube algorithm [223], the external surface mesh of the ligament containing 27,916 triangles was constructed. This surface mesh was then refined and used to create the required volumetric tetrahedral mesh of the ligament, with approximately 0.15 million vertices. The volumetric meshing was performed using the open source mesher Gmsh [160]. The surfasic mesh of the ligament and the ligament geometry are presented in figure 5.12. It can be noticed that the ligament length is approximately twice the size of its lateral dimensions. In figure 5.12 b three orthogonal slice planes have been represented within the ligament geometry, these slice planes are used later in the subsection for presenting the solution fields. Further, notice that the topology of the ligament is far from being simple.

Using the ligament from figure 5.12, two test cases are formulated, these are distinguished by the radiative properties chosen, see table 5.3. Properties provided in

[^10]| - | $\kappa$ | $\sigma_{s}$ | $n$ | $\Phi$ | Medium |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{Al}_{2} \mathrm{O}_{3}$ | 3 | 90 | 1.7 | Isotropic | Semi-transparent |
| SiC | 250 | 25 | 2.4 | Isotropic | Opaque |

Table 5.3: Radiative properties for the two different materials that compose the ligaments. The properties were recorded at $2 \mu \mathrm{~m}$ wavelength and are given in the following units: absorption coefficient $\kappa$ in $\mathrm{cm}^{-1}$, scattering coefficient $\sigma_{s}$ in $\mathrm{cm}^{-1}$, and $n$ is the refractive index.
table 5.3 have been extracted from the work of Makino et al. [224], who determined the volumetric radiative properties of low porous refractory ceramics for wavelengths ranging from 0.4 to $33.3 \mu \mathrm{~m}$ and at temperatures going from 290 to 700 K . By choosing alumina $\left(\mathrm{Al}_{2} \mathrm{O}_{3}\right)$ and silicon carbide $(\mathrm{SiC})$ as the test materials, a particular attention is paid to select media that are able to illustrate either a semitransparent behavior $\left(\mathrm{Al}_{2} \mathrm{O}_{3}\right)$ or an opaque behavior ( SiC ) for the same thickness of propagation within the ligament.

For the two tests we assume a collimated beam impinging the ligament on one of its lateral side with the direction $s_{\text {in }}=[0,1,0]^{\top}$, see figure 5.12b. It is worth notifying that the side-to-side distance propagation is $135 \mu \mathrm{~m}$. The beam size is of radius $r=25 \mu \mathrm{~m}$ and has a Gaussian shape, defined by :

$$
\begin{equation*}
I_{\text {in }}\left(x, s_{\text {in }}\right)=\tilde{I}_{0} e^{-10^{9.5}\left[\left(x-x_{0}\right)^{2}+\left(z-z_{0}\right)^{2}\right]_{[ }^{\left[\left(x-x_{0}\right)^{2}+\left(z-z_{0}\right)^{2}<r^{2}\right]},} \tag{5.19}
\end{equation*}
$$

where $x_{0}=187.5 \mu \mathrm{~m}$ and $z_{0}=200 \mu \mathrm{~m}$ represent the position of the center of the beam. Also, $\tilde{I}_{0}$ denotes the amplitude of the incident beam radiative intensity, which has been chosen to be $500 \mathrm{Wm}^{-2} \mathrm{sr}^{-1}$ in following simulations.

|  | SiC (opaque) |  |  |  | $\mathrm{Al}_{2} \mathrm{O}_{3}$ (semi-transparent) |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| - | 32 | 128 | 512 |  | 32 | 128 | 512 |
| d.o.f. | $48.3 \times 10^{5}$ | $19.3 \times 10^{6}$ | $77.2 \times 10^{6}$ |  | $48.3 \times 10^{5}$ | $19.3 \times 10^{6}$ | $77.2 \times 10^{6}$ |
| nnz | $6.9 \times 10^{7}$ | $2.7 \times 10^{8}$ | $1.1 \times 10^{9}$ |  | $6.9 \times 10^{7}$ | $2.7 \times 10^{8}$ | $1.1 \times 10^{9}$ |
| $k$ | 147 | 375 | 463 |  | 242 | 806 | 885 |
| $t_{s}$ | 35.3 | 266.5 | 820.9 |  | 61.7 | 631.3 | 1569.3 |

Table 5.4: Solution phase details for the ligament tests. $t_{s}$ denotes the total time, i.e., matrix building plus solving time in seconds, and $k$ convergence iteration number. 32, 128 , and 512 in the table header represent the directions $N_{d}$.

In order to solve the two test cases, the given spatial mesh of the ligament was used alongside angular meshes coming from the first three refinements of the
octahedron ( $N_{d}=32,128$, and 512). The solved model consist specular reflections, for which the reflectivity coefficient $\rho^{s}$ was estimated with the partitioning method [78]. All problems were solved on the supercomputer Liger, and 500 MPI processes were used for each problem. Further, the DD parallel algorithm was used with the GMRES solver, the partitioned spatial mesh of the ligament is presented in figure 5.13. For detecting the GMRES convergence, the relative iterative tolerance was set to $10^{-8}$. Additional computational details of the tests are tabulated in 5.4.

First thing that one should notice from table 5.4 is that for a particular direction, irrespective of the ligament material, the total number of degrees of freedom (d.o.f.) and the total number of non-zeros (nnz) remain the same. This is because both SiC and $\mathrm{Al}_{2} \mathrm{O}_{3}$ media have non zero values for $\kappa$ and $\sigma_{s}$, hence the sparsity of the overall matrix system remains the same. For a particular direction, although the sparsity is the same, the condition numbers, however, for the two cases will be different. Adhering to the discussions made in section 4.3.1, as the SiC ligament is opaque and the $\mathrm{Al}_{2} \mathrm{O}_{3}$ ligament is semi-transparent by nature, condition number of $\mathrm{Al}_{2} \mathrm{O}_{3}$ ligament test case should be more than the SiC ligament case. This is asserted by the rise in iteration count and total solving time for the $\mathrm{Al}_{2} \mathrm{O}_{3}$ ligament test cases in comparison to the SiC ligament cases. If the solver was not parallelized, the most time taking problem in this subsection $\left(\mathrm{Al}_{2} \mathrm{O}_{3}\right.$ ligament case with $\left.N_{d}=512\right)$ which took 26 minutes to solve, it would have taken over 9 days $((26 \times 500) /(60 \times 24)=9.03)$ to solve this particular problem with a serial solver. This example emphasizes the need of parallelization for solving complex radiative transfer problem. Overall, even though the geometry was complex and specular reflections were involved, the developed RTE solver was able to easily converge.

The radiative density profiles obtained from the semi-transparent $\mathrm{Al}_{2} \mathrm{O}_{3}$ ligament simulations have been presented in figure 5.14. The radiative density fields within the ligaments volumes are represented on the three orthogonal sliced planes. Further, the effect of increasing the number of the DOM directions for the overall radiative field solutions has also been highlighted in the figure. The solution obtained with the 32 directions is clearly different than the other two. It can also be observed that the solution fields obtained with $N_{d}=128$ tend towards the ones obtained with 512 directions, even though some differences remain. One can realize, between the two cases of $N_{d}=128$ and 512, the main propagation direction has almost converged. More precisely, the radiative density amplitude with 128 directions is overestimated in comparison to the 512 directions, see figure 5.15. Figure 5.15, which presents a one


Figure 5.14: Radiative density fields $G(x)$ within the $\mathrm{Al}_{2} \mathrm{O}_{3}$ ligament presented on the three orthogonal cross sections. Left column: $N_{d}=32$, middle column: $N_{d}=128$, and right column: $N_{d}=512 . G(x)$ is given in $\mathrm{W} \mathrm{cm}^{-2}$.


Figure 5.15: One dimensional radiative density plot for the $\mathrm{Al}_{2} \mathrm{O}_{3}$ ligament simulated using different directions. $G(x)$ is given in $\mathrm{W} \mathrm{cm}^{-2}$ and the chord length is normalized from 0 to 1.
dimensional radiative density plot for the $\mathrm{Al}_{2} \mathrm{O}_{3}$ ligament simulated using different directions, quantifies the radiative density amplitude over a line that intersects one of the three orthogonal planes near the far end boundary of the ligament. The difference in the density amplitudes appear due to scattering effect. Further, this particular difference is not observed with SiC ligament case, since it is opaque and absorption dominates. Most certainly, 128 directions are not enough to realize the physic with high accuracy, higher direction counts are needed. Note, for the radiative transfer problems within simple cubic geometries, while 80 directions which are more commonly used in the literature might be enough, with scattering and complex topologies 80 directions may not be enough.

Another feature that distinguishes the semi-transparent simulation case of the 512 directions $\mathrm{Al}_{2} \mathrm{O}_{3}$ ligament, is reflections. It appears that, as the radiative energy from the main propagation direction reaches the boundary, due to reflection some energy takes a u-turn back into the ligament. This has been highlighted in the top right subfigure of the figure 5.14 . This characteristic of reflections is more precisely captured


Figure 5.16: One dimensional radiative density plot comparing the SiC ligament to the $\mathrm{Al}_{2} \mathrm{O}_{3}$ ligament. $G(x)$ is given in $\mathrm{Wcm}^{-2}$ and the chord length is normalized from 0 to 1 .
in the one dimensional radiative density plot presented in figure 5.15. In the plot one observes two distinct peaks, a large and a smaller one. The larger peak is around the main propagation direction, the reflected peak which is displaced to the left of the primary peak is smaller in magnitude. The radiative density magnitude of the reflected peak, as expected, is lower due to the fact that some radiative energy is lost to the surroundings at the reflecting boundaries. Also, observe the location of the reflected peaks for the three direction $(32,128$, and 512$)$ cases are different. This again suggests that high direction counts are needed for capturing such physics precisely. What can also be observed a high radiative energy zone just before the reflecting boundary. As the shape of the boundary were reflections are taking place resemble to that of a parabolic trough solar collector, such a zone is expected. Within parabolic toughs by using the principles of reflection one can localize the radiative energy almost in the same manner as is observed for the $\mathrm{Al}_{2} \mathrm{O}_{3}$ ligament, cf. [78, 85]. This localized energy zone has been highlighted within the contoured density fields presented in figure 5.17.

In figures 5.16 and 5.17 the major differences in the radiation propagation be-


Figure 5.17: Radiative density fields $G(x)$ within the $\mathrm{Al}_{2} \mathrm{O}_{3}$ ligament (top row) and the SiC ligament (bottom row) presented on the two orthogonal cross sections. $G(x)$ is given in $\mathrm{Wcm}^{-2}$.
havior within the bulk of the SiC ligament and the $\mathrm{Al}_{2} \mathrm{O}_{3}$ ligament has been compared. Via the contoured radiative density fields plotted on the two orthogonal slices within the ligaments, figure 5.17 highlights that the $\mathrm{Al}_{2} \mathrm{O}_{3}$ ligament being semi-transparent allows the radiation to escape out of the ligament. On the other hand, the SiC ligament being opaque can be seen extinguishing fully the radiation energy within the bulk of the medium. The reflections phenomena can be clearly observed to occur for the $\mathrm{Al}_{2} \mathrm{O}_{3}$ ligament case, while the same is not true for the SiC ligament case. This being true, one does not observe any reflected peak (due to u-turn of radiation) within the SiC ligament case, see figure 5.16.

### 5.2.2 Modeling the radiative transfer within the Kelvin-cell

Next, we scale up the problem and analyze a single Kelvin-cell under radiation. The Kelvin-cell or the tetrakaidecahedron is a polyhedron with 14 faces: 6 quadrilateral
and 8 hexagonal, and is composed of 24 edges, see figure 5.18. Three dimensional packing of the Kelvin-cell is often used as a model for structured open-cell foams. In the numerical test cases appearing in this subsection, the semi-transparent and the opaque Kelvin-cell skeletons are irradiated with collimated radiative intensities. Like the previous subsection, for the opaque and the semi-transparent test materials the SiC and the $\mathrm{Al}_{2} \mathrm{O}_{3}$ were chosen. Further, in this subsection, the numerical investigations will be explained in three phases: pre-processing, solving phase, and post processing.


Figure 5.18: Tetrakaidecahedron to the Kelvin-cell geometry.

### 5.2.2.1 Pre-processing

Most of the studies carried out in the literature, construct the Kelvin-cell ligaments with standard shapes, such as cylinders, parallelepipeds, prisms, etc., cf. [225, 226, 212]. However, elaborating real foam cells out of such ideal shapes is difficult. For this reason, the Kelvin-cell topology constructed in this section does not contain an idealistic shapes for the forming ligaments. This realistic topology of the Kelvin-cell is generated using an in-house software genMat [227, 213], a C++ and Qt based framework to synthesize realistic cellular materials. The genMat makes use of the marching cubes algorithm [223] to accurately generate the surface mesh triangulation of the cell sample. Further, a desired feature of genMat is that the generated ligament shapes can be controlled using different diameters within the ligament. Ligaments are created with bulky ends and a thin mid sections, $1: 1.6$ ratio is maintained for all the ligaments, see figure 5.19c.

The generated surface mesh triangulation from the marching cubes algorithm contains sharp edges and a huge number of degrees of freedom. This surface mesh cannot be directly used to create the finite element volumetric mesh. As a pre-processing step, we reconstruct a smooth surface mesh from this initial surface mesh. This is done


Figure 5.19: Pre-processing step of surface remeshing for the Kelvin-cell.

(a) Immersed mesh domain with a $1000 \mathrm{~W} \mathrm{~cm}^{-2} \mathrm{sr}^{-1}$ collimated source in $x$ direction.

(b) Three possible pathways (arrows) in which the incoming radiation can cross the Kelvin-cell.

Figure 5.20: Immersed Kelvin-cell domain and the possible pathways for radiation within the cell domain. Red arrow represents pathway 1: radiation directly escapes without any contact with the ligaments, yellow arrow represents pathway 2 : radiation comes in contact with one ligament before escaping, and green arrow represents pathway 3 , radiation has to traverse through two ligaments before escaping.
by using surface mesh adaption based on a tuned Hausdorff metric value [228, 229]. In figure 5.19 , this remeshing step for the Kelvin-cell geometry is presented; notice the overall mesh improvement after remeshing. The initial mesh with 64,271 surface triangles was reconstructed using 16,711 triangles. This reconstructed surface triangulation was then used to generate a tetrahedral volumetric mesh with 1.6 million nodes. The finite element mesh generator Gmsh [230], and the mesh adaptation library mmglib [228,231] were respectively used as the meshing and the remeshing kernels. The Kelvin-cell produced via this procedure, finally, has an internal diameter of 0.53 cm , the ligament mid sections and ends have diameters of 0.08 cm and 0.12 cm , respectively.

Overall the Kelvin-cell geometry contains non convex boundaries. For the collimated test cases considered in this subsection the propagating radiation needs to re-enter the computational domain. This problem, as such, cannot be solved by considering the Kelvin-cell geometry alone as the computational domain. In order to take into account the re-entry of radiation, a coarse mesh of pure transparent medium is considered to envelop the Kelvin-cell. Hence, it is assumed that the geometry is immersed within a cube of $1 \mathrm{~cm}^{3}$ pure transparent medium. A pure transparent medium is neither absorbing, nor scattering ( $\kappa=\sigma_{s}=0$ ). This property allows us to choose a very coarse mesh for such medium implying minimal additional computational cost, and computationally such medium will not alter with radiation (pure transport), thereby conserving the physical problem description.

Figure 5.20a shows the immersed mesh domain with the inflow boundary source impinging along the $x$ direction, i.e, $s_{\mathrm{in}}=[1,0,0]^{\top}$. Notice, in the figure, a coarse unstructured mesh for the external surrounding domain and a fine unstructured mesh for the immersed Kelvin-cell domain. Generally, solving such problem with steep heterogeneity is difficult to solve using the standard iterative algorithms like the GaussSiedel or the source iteration. However, as pointed out earlier, the preconditioned GMRES should be able to handle such complexities. This is one of the reasons that motivates the use of implicit solving techniques for the complex radiative transfer problems. Overall, in this subsection, we are solving problems that are roughly ten folds larger than the ligament cases that were solved in the last subsection. Further, difference comes from the fact that, the interface between the Kelvin-cell boundaries and the external transparent media requires the physics of reflections and refractions, this will not be considered here. The limitation comes from the fact that the Kelvin-cell boundaries are now internal interfaces, as the Kelvin-cell mesh has been immersed.

The solver developed within the framework of this thesis does not yet support the physics of reflections and refraction for the internal interfaces, this is one of the future perspectives of the $\mathbb{C} e^{f}{ }_{\mathrm{O}} \mathrm{p} \mathcal{R}$ am team to extended the domain of the developed solver. Hence, in this subsection the RTE is just solved with the collimated inflow boundary condition and reflections are avoided.

| - | SiC (opaque case) | $\mathrm{Al}_{2} \mathrm{O}_{3}$ (semi-transparent case) |
| :---: | :---: | :---: |
| d.o.f. | $79.3 \times 10^{7}$ | $79.3 \times 10^{7}$ |
| nnz | $1.3 \times 10^{10}$ | $1.3 \times 10^{10}$ |
| $k$ | 44 | 74 |
| $t_{s}$ | 570.2 | 966.5 |

Table 5.5: Solution phase details for the Kelvin-cell tests. $t_{s}$ denotes the total time, i.e., matrix building plus solving times in seconds, and $k$ denotes the convergence iteration number.

### 5.2.2.2 Solving

For the solution process, in this subsection, the parallel DD solving algorithm with the GMRES is used. Parallelization with 500 MPI processes was used to solve the test cases on supercomputer Liger. Adhering to the knowledge gained in the previous subsection, we know that more directions are required to capture the physics more precisely. Hence, for these Kelvin-cell tests, only the highest direction count 512 directions was used for all simulations appearing in this subsection. Computational details of the two Kelvin-cell tests performed in this subsection are tabulated in 5.5. From the table we observe that the d.o.f. and the nnz for these test cases are ten folds bigger than the ligament cases in the previous subsection. Also what can be noticed is that the solver takes less time to solve the Kelvin-cell problems in comparison to the ligament test cases from the previous subsection. This is due the fact that reflections were avoided, so the condition number of these problems should be better than the ones in the previous subsection. Additionally, if we compare the SiC Kelvin-cell case to the $\mathrm{Al}_{2} \mathrm{O}_{3}$ Kelvin-cell case we observe higher number of iterations and time to solve. The reason is scattering, as the $\mathrm{Al}_{2} \mathrm{O}_{3}$ Kelvin-cell is semi-transparent by nature it is more difficult to solve than the SiC case.

### 5.2.2.3 Post-processing

Once all the radiative intensities are calculated, we compute the radiative density which represents the energy field of radiation. Figure 5.21 presents the density fields for the SiC and the $\mathrm{Al}_{2} \mathrm{O}_{3}$ Kelvin-cell cases. Notice that due to radiation shadowing


Figure 5.21: Radiative density fields for the SiC and the $\mathrm{Al}_{2} \mathrm{O}_{3}$ Kelvin-cell under collimated radiation. Right: clipped section views to visualize density for rear end Kelvin-cell ligaments. Left: full Kelvin-cell density fields on the foams skeleton. Radiative density $G(x)$ is given in $\mathrm{Wcm}^{-2}$.


Figure 5.22: Sliced section view of radiative density fields on two orthogonal planes within the SiC and the $\mathrm{Al}_{2} \mathrm{O}_{3}$ based Kelvin-cells under collimated radiation. Radiative density $G(x)$ is given in $\mathrm{Wcm}^{-2}$.
caused by absorption of radiation, which occurs within the primary ligaments (front facing), the rear end ligaments receive less radiation. The clipped section views of the density fields provided figure 5.21 shows the radiatively cold ligaments at the back of the Kelvin-cell in comparison to the respective front ones. Further it is observed that, the material properties play a vital role in controlling the propagation of radiation. As the SiC Kelvin-cell is absorbing in nature, the material resists propagation of radiation as such impinging radiation is absorbed within the primary ligaments, and we see no propagation of radiation on the rear end ligaments. Contrary to this, the $\mathrm{Al}_{2} \mathrm{O}_{3}$ Kelvin-cell , is highly scattering and mildly absorbing in nature, the material scatters the impinging radiation. As a result, we notice larger values of radiation imprints on the rear end ligaments in comparison to the SiC Kelvin-cell case. These differences are also highlighted in the sliced section view of radiative density fields on two orthogonal planes within the propagating media that has been presented in figure 5.22.

Within the Kelvin-cell radiation cases, the incoming radiation may escape directly traveling along the pores (pathway 1), the radiation can encounter single ligament before escaping (pathway 2), or the radiation can at-most encounter two


Figure 5.23: One dimensional radiative density plot along three different pathways within the Kelvin-cell for the SiC and the $\mathrm{Al}_{2} \mathrm{O}_{3}$ cases. $G(\boldsymbol{x})$ is given in $\mathrm{W} \mathrm{cm}^{-2}$ and the chord length is normalized from 0 to 1 .
ligaments before escaping (pathway 3). Figure 5.20b highlights these three pathways. For the SiC case, the overall results for the latter two pathways ( 2 and 3 ) are almost the same, as the material is highly absorbing energy will never go past the ligaments. The same is not true for the $\mathrm{Al}_{2} \mathrm{O}_{3}$ Kelvin-cell case, pathways 2 and 3 will attenuate the radiation by different amounts. The radiative density results for these three different pathways are highlighted in figure 5.23. For the $\mathrm{Al}_{2} \mathrm{O}_{3}$ Kelvin-cell case it can be seen that, as the radiation traverses through the first set of ligaments there is exponential drop in radiative energy, next as it encounters the surrounding transparent media the radiation energy then remains constants, and finally as the radiation traverses through the second set of ligaments there is exponential drop of energy again. Observe that the radiative energy, which moves past the first set of ligaments, is high enough to go through second exponential drop in the $\mathrm{Al}_{2} \mathrm{O}_{3}$ Kelvin-cell case. The same is not true for the SiC case, notice that, almost all the radiative energy is absorbed by the first set of ligaments.


Figure 5.24: One dimensional radiative density plot along a line just after the front ligaments of the $\mathrm{Al}_{2} \mathrm{O}_{3}$ Kelvin-cell. $G(x)$ is given in $\mathrm{W} \mathrm{cm}^{-2}$ and the chord length is normalized from 0 to 1 .

Another particular scenario that was observed for the $\mathrm{Al}_{2} \mathrm{O}_{3}$ Kelvin-cell case was the radiation leak effect. This is caused due to the irregularly shaped ligaments. Recall, the Kelvin-cell ligaments are tapered, hence they are thinner at the center and bulkier at the ends. Naturally, the optical path that the radiation has to traverse before escaping the ligaments is lower at the center of the ligament than the other parts of the ligament. Consequently, the central parts of the ligament leak more radiation, this can be observed in the figure 5.24. The two distinct peaks that can be seen in the figure 5.24 clearly suggest the radiation energy leak at the central part of the ligament. This case is particular to the $\mathrm{Al}_{2} \mathrm{O}_{3}$ ligaments and was not observed for the SiC ligaments. On that matter, it should not be observed for other opaque materials too.

### 5.2.3 Modeling the radiative transfer within the full foams

After analyzing the ligament alone and the single Kelvin-cell in the two previous subsections, in this subsection we scale up the problem and analyze a cluster of Kelvin-cells under radiation. $5 \times 5 \times 5$ Kelvin-cells are stitched together to form a 125 pored structured open-cell foam. These structured pores compose the solid phase computational domains for the simulations appearing in this subsection. Again the


Figure 5.25: Topology of a $5 \times 5 \times 5$ Kelvin-cells based structured open-cell foam after remeshing.
testing conditions remain standard as before, a collimated radiation sources of intensity $1000 \mathrm{~W} \mathrm{~m}^{-2} \mathrm{sr}^{-1}$ impinges onto the SiC and the $\mathrm{Al}_{2} \mathrm{O}_{3}$ based open-cell foams.

The same tool, genMat, which was used to construct the Kelvin-cell test case, is now used to construct the topologies of the full open-cell foam. The ligament topologies are tapered as before, and the generated surface meshes are reconstructed with the remesher mmglib. The overall foam geometry is shown in figure 5.25. The mesh now contains roughly 15 million nodes and this is used along with 512 directions for the DOM. Overall, in this subsection, problems with approximately 8 billion unknowns are solved (the highest the solver has so far been tested with). Just like the previous Kelvin-cell test case we do not have an option than to not use reflections, so two test cases of SiC and $\mathrm{Al}_{2} \mathrm{O}_{3}$ full foams are solved without any reflections and refractions at the internal interfaces. If we observe the SiC case results from the two last subsections, one can be sure that once the radiation enters into the ligaments it
gets absorbed. This lets us formulate a third test case, in which we only simulate the pore phase of the full foam. As the solid phase of the foam is avoided, the solid-pore interface now becomes an external boundary, hence, we can treat reflections at these boundaries, as was done in the ligament test cases. The difference here is that the surroundings (pore space) forms the computational domain, and for the ligament cases it was the opposite, the solid phase formed the computational domain. This third test case helps analyze the effect of reflections with the opaque open cell foams. For handling reflections, the reflection coefficient $\rho^{s}$ is constructed with the partition method [78]. Simulations, in this subsection, will be performed by following the principles of the previous subsection, i.e., the foam meshes are immersed within a transparent pore space, which is now 125 folds larger than the Kelvin-cell cases. The open cell foams then have approximately $80 \%$ porosity.

| - | SiC (opaque) no <br> reflections | $\mathrm{Al}_{2} \mathrm{O}_{3}$ (semi-transparent) <br> no reflections | SiC (opaque) with <br> reflections |
| :---: | :---: | :---: | :---: |
| d.o.f | $76.7 \times 10^{8}$ | $76.7 \times 10^{8}$ | $60.1 \times 10^{7}$ |
| nnz | $1.5 \times 10^{11}$ | $1.5 \times 10^{11}$ | $9.03 \times 10^{9}$ |
| $k$ | 56 | 59 | 340 |
| $t_{s}$ | 405.1 | 423.4 | 852.8 |

Table 5.6: Solution phase details for the full open-cell foam tests. $t_{s}$ denotes the total time, i.e., matrix building plus solving time in seconds, and $k$ convergence iteration number.

These tests were performed by using 1200 MPI processes and the DD algorithm. The GMRES with a stopping criteria of $10^{-8}$ was used as the standard solver. The computational details of the three test cases that are solved in this subsection are provided in table 5.6. We notice the standard facts, i.e, reflection case is difficult to solver (more iterations and time), this is followed by non reflection semi-transparent case, and finally the easiest to solve is the non reflecting opaque case. Notice that the total d.o.f. and the nnz for the reflection case is lower than the non-reflecting cases, this is due to the fact that the internal mesh within the ligaments is not considered anymore. However, it should be notified that a finer mesh for pore space was considered in the reflecting case in comparison to the pore space mesh of the non reflecting cases. Although the reflecting case has lesser d.o.f. than the other two cases, it is still the most time consuming problem among the three test cases in this subsection. This again emphasizes on the fact that adding reflections within a transparent media can deteriorate the conditioning of the problem, and make it more difficult to solve. Nevertheless, the reflecting SiC open-cell foam case took approximately 15 minutes to solve, suggesting,
again, the robustness of the developed solver.
The radiative density profiles for the non-reflecting test cases of the SiC and the $\mathrm{Al}_{2} \mathrm{O}_{3}$ foams are provided in figure 5.26. The radiative densities have been presented on the skeletons of the foams. It is observed that the SiC foams, as expected, do not allow the radiation to pass beyond the first set of ligaments, the $\mathrm{Al}_{2} \mathrm{O}_{3}$ foam on the contrary allows partial radiative energies to go beyond the first set of ligaments. In figure 5.27 clipped section views of the radiative density fields within the foams volume is presented. Both, the pore phase and the solid phase densities can be clearly seen in the figures. One can observe that due to the free pore space, formed by the 5 inline Kelvin-cells, the radiative energy freely escapes to the surrounding without being attenuated. This free pore space pathway is analogous to pathway 1 of the Kelvin-cell case, that was presented in figure 5.20b. As a result high radiative energy zones, or gullies of radiation energies are formed within these pore space pathways. Next, we observe that radiation gets attenuated with stepped drops as it passes from ligament to ligament within the $\mathrm{Al}_{2} \mathrm{O}_{3}$ foam case. This stepped drop is plotted in figure 5.28. Within this stair-case type of radiative energy drop the primary ligament attenuation to radiation is the strongest. Almost $80 \%$ energy is extinguished by the first rank of Kelvin-cells. Qualitatively similar stair-case drops for structured foams was also observed recently in [232].

For the third test case in this subsection, the clipped radiative density fields within the SiC foam with reflections is presented in figure 5.29. From the figure one observes that the localized high energy zones of radiation are found within the pore spaces that are formed due to the first rank of Kelvin-cell. It can be clearly seen that reflections lead to a overall back scatter effect. If homogenized the SiC open-cell foams are represented by an equivalent back scattering sample. In [233], the homogenized SiC foams were characterized with a back scattering phase function (anisotropy coefficient $g=-0.6$ ). The density fields observed in figure 5.29 assert the same back scattering behavior. This figure also brings into picture the key role played by reflections within the open cell foams.

To investigate further this reflecting problem, the third test case, figure 5.30 provides the sliced density fields along a pore channel with the SiC based open-cell foam solved with reflections. What is interesting to notice is, how due to reflections, the energy bounces from one ligament surface to another. Due to reflections the pore space behind the ligaments is observed to carry considerable amount of radiative energy


Figure 5.26: Radiative density fields for Kelvin-cell based open-cell foams under collimated radiation.


Figure 5.27: Clipped section view of radiative density fields for Kelvin-cell based open-cell foams under collimated radiation.


Figure 5.28: One dimensional radiative density plot along the in-line Kelvin-cell ligaments for the $\mathrm{Al}_{2} \mathrm{O}_{3}$ based open-cell foam. $G(x)$ is given in $\mathrm{W} \mathrm{cm}^{-2}$ and the chord length is normalized from 0 to 1 .


Figure 5.29: Clipped radiative density field within the SiC foam showing a global back scatter due to reflection.


Figure 5.30: Radiative density filed $G(x)$ on a sliced plane along the pore channel for a SiC based open-cell foam. $G(x)$ is given in $\mathrm{W} \mathrm{cm}^{-2}$.
as it receives reflected energy. This would not have been the case if reflections were absent, these pore spaces then would have been with no radiative energy. Figure 5.31 provides the one dimensional radiative density plot along the pore channel for the reflecting SiC open-cell foam case. We observe multiple high energy peaks along the one dimensional line, these are the reflected energies that are propagating from ligament to ligament. Additionally, what can be observed is that these peaks get lower in energy level with a linear decay. This decay is associated to reflection coefficient $\rho^{s}$, as with each reflection only a part of energy is reflected back by the surface, while the rest is absorbed by the ligament.

Overall, in the last subsections, the developed vectorial FEM solver was used to perform some very large scale challenging numerical experiments on the open-cell foam geometries. Problems with billions of unknowns were solved on supercomputer Liger within minutes. Thanks to robust Krylov subspace solvers, scaled solutions were obtained with optimal convergences. Additional capability of the solver to solve the transparent semi-transparent material coupling problems was highlighted. The radiative field analysis which were performed for the foams brought into light the volumetric radiation fields within the ligaments, the Kelvin-cells, and the full foams. This brings into picture more accurate and comprehensive knowledge about the localized and overall radiative energy attenuation within foams. This knowledge can be used to design more accurately open-cell foams that are being used within many radiative transfer applications.


Figure 5.31: One dimensional radiative density plot along the pore channel for the SiC based open-cell foam. $G(x)$ is given in $\mathrm{W} \mathrm{cm}^{-2}$ and the chord length is normalized from 0 to 1 .

## Conclusions

The main objective of this thesis was to develop an efficient method for solving the multidimensional monochromatic steady-state radiative transfer problems. It was desired to apply the developments of this thesis for solving radiative transfer problems within topologically complex participating media that included scattering. The integro-differential nature of the radiative transfer equation compelled this work to be numerical. Hence, over the course of five chapters presented in this thesis, several useful strategies for numerically solving the radiative transfer equation were designed. As main ingredients, an advanced finite element technique, high performance computing, and preconditioning were explored. The main highlights of the thesis are enlisted below.

- We started by reviewing the full discretization procedure of the finite element method coupled with the discrete ordinate method which is often used for the spatio-angular discretization of the radiative transfer equation. To improve upon such a discretization technique, instead of using the standard finite elements, the radiative transfer equation was reformulated by using the vectorial finite elements.
- It was shown that the vectorial finite element method for solving the radiative transfer equation lead to linear systems with banded matrices, conversely to the block matrix structure obtained with the standard finite element method.
- As expected, in comparison to the standard finite element method, the proposed vectorial finite element method was proven to be faster and more effective discretization approach, for solving the radiative transfer equation. Faster timings for the linear system assemblies, as well as for the solution phase were observed, when solving the scattering media radiative transfer problems. For the nonscattering media problems, the vectorial finite element method was still faster
than the standard finite element method, but only at the linear system assembly phase.
- The developed vectorial finite element method was cross-validated against a benchmark problem of radiation from the literature. Additional cross-validation was performed by using the Monte-Carlo simulation as reference. Further, numerical verification test based on the method of manufactured solutions was performed for asserting the accuracy of the vectorial finite element method. Convergence of the vectorial finite element method solution towards the exact solution could be obtained by concurrent refinement of spatial and angular meshes. In agreement with the literature, the numerical verification tests proved that piecewise linear vectorial finite element method for solving the radiative transfer equation is second-order accurate.
- To take advantage of the modern supercomputers, the vectorial finite element method for solving the radiative transfer equation allows parallelization via two different approaches of angular decomposition and domain decomposition. Both of these techniques were employed separately to obtain two different parallelized solvers, that were also compared to each other. A strong scalability analysis, on thousands of MPI processes, was performed for the two methods and it was established that both possess quasi-linear scaling characteristics. Timing wise, the angular decomposition method performs better than the domain decomposition method.
- A new algebraic technique for efficiently redistributing the matrices obtained with the angular decomposition method was developed. This matrix redistribution technique allows to extend the scope of angular decomposition method. The extended-angular decomposition method can be used with up to $N_{d}{ }^{2}$ processing elements, while the standard angular decomposition method was limited to $N_{d}$ processing elements. A direct advantage of this new approach is that we were able to use the angular decomposition method on more than one thousand MPI processes.
- To investigate preconditioning for the Krylov subspace methods for solving different multi-dimensional radiative transfer problems an eigenspectrum analysis was performed. Based on the physics, four distinct problems of radiation in transparent, absorbing, scattering, and reflecting media were analyzed. An eigenspectrum analysis was set up on these different problems in order to study
the effect of each physics on the condition number of the discretized system. It was concluded that:
- Absorbing/transparent media problems are well conditioned, problems with such media have low condition numbers.
- Including scattering or increasing the strength of scattering, leads to increase in the condition number of the discretized system, hence making it more difficult to solve.
- Adding reflections to a highly absorbing medium problem does not effect the conditioning of the problem. Absorbing media problems in general remain well conditioned with low values of condition numbers.
- Conditioning deteriorates heavily when reflection is involved in transparent/scattering media problems. High condition numbers are observed for such cases.
- Two Krylov subspace solvers, the GMRES and the BiCGSTAB, with and without preconditioning, were investigated for solving the above mentioned radiative transfer problems. In conclusion, the BiCGSTAB outran the GMRES for all cases, with lower iteration count, solving times, and memory requirements. However, typical to the BiCGSTAB, erratic convergences were sometimes observed in comparison to the smooth convergence curves for the GMRES. These erratic behaviors were more prominent for the cases including reflecting borders.
- Concerning preconditioners, as expected, it was established that preconditioning systems with the block Jacobi method (with incomplete LU factorizations with zero level of fill-in as block solvers) lead to faster convergence. In particular, the BiCGSTAB with the block Jacobi preconditioning emerged as the faster solution method in comparison to the non-preconditioned BiCGSTAB, the non-preconditioned GMRES, the Jacobi preconditioned BiCGSTAB, the Jacobi preconditioned GMRES, and the block Jacobi preconditioned GMRES. Moreover, preconditioning also reduced drastically the outbursts of the BiCGSTAB.
- As a challenging application test case for the developed solver, some realistic problems of the open-cell foam radiation were solved. Following hierarchy, we investigated the foam ligament, a single foam cell (the Kelvin-cell), and finally the full foam. These were problems with billions of unknowns and involved very complex geometries and transparent semi-transparent media couplings. Using thousands of MPI processes, the solutions were obtained in short times (less than
half an hour for the largest case). The results from these simulations, the volumetric radiation fields, brought into picture a more accurate and comprehensive knowledge about the localized and overall radiative energy attenuation within such foams.

Following are the perspectives for this thesis.

- The proposed vectorial finite element method, used for solving the monochromatic steady-state radiative transfer equation, can be used as a stepping stone for designing a multi-frequency or transient radiative transfer solver.
- Since the vectorial finite elements concentrate different unknown fields into one vectorial space, for coupled problem of radiation-conduction or radiation-conduction-convection it can be interesting to solve all unknowns at once using the concept of vectorial finite elements.
- There are still open issues concerning the definition of a more efficient preconditioner for the domain decomposition distribution. It could also be interesting to lower the memory requirements of the angular decomposition approach by combining domain and angular decomposition approach (hybrid approach). Moreover, since an almost optimal preconditioner for the systems yielded by angular decomposition has been established (block Jacobi with incomplete LU factorizations with zero level of fill-in as block solvers), this could be of importance to design a suitable preconditioner for an hybrid approach.
- In this thesis, the Krylov subspace methods, the GMRES and BiCGSTAB were implemented in the conventional way, full linear system was stored and then solved. This implies large computational memory. However, it is possible to avoid explicit storage of the linear system and still solve the linear system by using a Krylov subspace method. All what is needed is a subroutine (or a law) that can perform a matrix-vector multiplication without storing the full linear system. This is the principle of matrix-free Krylov subspace method, exploring such options can help drastically reduce the memory requirements of the vectorial finite elements solver.
- Adaptive mesh refinement that depends on the theory of error estimation is well established in the field of finite element methods. In order to reduce the total
number of spatial or angular degrees of freedom, efforts could be made to plug in the mesh refinement routines for the current vectorial finite element method.
- At the internal interfaces, an integral part of the boundary conditions comes from the physics of refractions and reflections. Efforts could be made to integrate such boundary conditions into the vectorial variational formulation for the RTE.
- In the fields of inverse radiative transfer, e.g., diffused optical tomography, it may be required to solve the RTE many times in a loop leading to long overall solution times. Inverse radiative transfer was one of the previous research direction of the $\mathbb{C e}^{\prime} f_{\mathrm{o}} \mathrm{p} \mathcal{R}$ am team. Since the parallelized vectorial finite element method is now able to solve the RTE quickly, this can drastically reduce the overall solution times for an inverse computation. Hence, it could be interesting for the Cé $f_{\mathrm{O}} \mathrm{p} \mathcal{R}_{\mathrm{am}}$ team to re-explore this field of inverse radiative transfer.
- In the context of open-cell foam radiation problems, a single ligament shape with two different materials was explored. A parametric study on different ligament shapes, sizes, materials, boundary conditions, etc., could be set up and analyzed to bring into picture the real role of radiative transfer within these systems. The same could be followed for other radiative transfer problems, like the full foam radiative transfer problems, the laser heating problems of material manufacturing, etc.
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## Titre: Stratégies éléments finis pour l'équation de transfert radiatif
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La méthode des ordonnées discrètes couplée à la méthode des éléments finis est souvent utilisée pour résoudre numériquement l'équation de transfert radiatif. L'objectif principal de cette thèse est d'améliorer cette technique numérique. Au lieu d'utiliser des éléments finis standards, cette thèse reformule l'équation de transfert radiatif en utilisant des éléments finis vectoriels. Par rapport aux éléments finis standards, cette reformulation donne des temps plus courts pour la phase d'assemblage des systèmes linéaires, et surtout pour la phase de résolution. Des méthodes itératives de sous-espaces de Krylov préconditionnées, comme le GMRES et le BiCGSTAB, sont employées pour résoudre les systèmes linéaires résultant de la discrétisation par éléments finis. La
méthode développée a été validée par rapport à des problèmes de référence. Pour résoudre de gros problèmes de rayonnement sur des calculateurs parallèles, la méthode des éléments finis vectoriels est parallélisée en utilisant des approches de décomposition de domaine et de décomposition angulaire. Les méthodes parallèles proposées possèdent des capacités de mise à l'échelle quasi-linéaires sur un grand nombre de processeurs. Les solveurs parallèles développés sont utilisés pour effectuer des simulations numériques à grande échelle avec des milliards d'inconnues. Dans l'ensemble, il est montré comment effectuer des simulations numériques complexes de rayonnement à des échelles auparavant inaccessibles pour les solveurs de transfert radiatif standard.

## Title: Efficient finite element strategies for solving the radiative transfer equation

Keywords : Radiative transfer, vectorial finite elements, discrete ordinates method, parallelization

The discrete ordinate method coupled with the finite element method is often used for numerically solving the radiative transfer equation. The main goal of this thesis is to improve upon such numerical technique. Instead of using standard finite elements, this thesis reformulates the radiative transfer equation using vectorial finite elements. In comparison to standard finite elements, this reformulation yields faster timings for the linear system assemblies, as well as for the solution phase when solving scattering media problems. Preconditioned Krylov subspace methods like the GMRES and the BiCGSTAB are employed for solving the linear systems arising from the proposed vectorial finite element discretization. The developed methods
are validated against benchmark problems available in literature. In addition, the method of manufactured solutions is used for verifying the proposed method. For solving large problems of radiation on parallel computers, the vectorial finite element method is parallelized using domain decomposition and angular decomposition approaches. The proposed parallel methods possess quasi-linear scaling capabilities on a large number of processes. The developed parallel solvers are used to perform large scale numerical simulations with billions of unknowns. Overall it is shown how to perform complex numerical simulations of radiation at scales that were previously unattainable by standard radiative transfer equation solvers.
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