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Abstract/Résumé

Abstract

This thesis combines three major research dom@jrtiie management of information
systems, specifically Decision Support Systems Bath Warehouses, (ii) autonomic task
management using Autonomic Computing and (iii) ttensformation and modeling of
knowledge by adopting Web Semantic technologiesGmidlogies.

From the principle of: you can’'t manage what yow'teneasure, decision support
systems lack a proper awareness of their envirohristike operational systems, defining
performance for DSS is a subjective task, ashased on the quality of the provided service
and the satisfaction of the users. Quantifying geeformances of a DSS should not only
take into account technical indicators, but alsalityiof service measures expressed using
service license agreements and objectives. Autand@oimputing is a solution aimed at
helping human IT experts with managing complex y§tems. Especially with DSS, many
of the low level and repetitive tasks (such as ipatar configuration) are performed by
human experts. This means that they have lessldiftne focus on high level tasks such as
business objective implementations. The core ofab®nomic computing model is the
autonomic computing manager, an intelligent fousgghloop based on a central knowledge
base. Defining this knowledge base, especially decisional environment is a challenging
task. Knowledge sources vary from readme docunteritsiman experience, many in non-
structured forms. There is a need to integratéhalknowledge and make it useful for both
human and machine. A solution to such integratsoothe web semantics technologies with
ontologies. Ontologies permit the definition of #ike concepts in the domain, and all the
relation between these concepts.

In this context the two main issues are addreségdhe integration of the DSS
management knowledge (structured and non-strugtiméal a unified knowledge base and
(i) the usage of the integrated knowledge basesemi-autonomic manner (both by human
and machine) with the purpose of improving the igpaf the offered services to users.

The principal contributions of the thesis are:

(a) The elaboration of an ontology model of the D88l its management policies,
which includes architectures, parameters, techiiedlormances, subjective performances
(QoS), best practices, known issues and serviedsl€BLA/O)

(b) The elaboration of an autonomic computing aidopmodel which provides the
DSS with self management functions: configuratibealing and optimization. These
functions are elaborated around the improvemerthefservice levels and the quality of
service. The autonomic computing manager loops dascribed with regards to the
specifications of data warehouses as the core o08,Dspecifically the hierarchal
organization and the non continuous utilizatiortgras.

(c) The development of Bl Self-X, composed of thmeedules each in charge of a self
management function. The results obtained with dpigroach have proven that enterprises



using Bl Self-X with their DSS have increased perfance and service levels while
decreasing the costs and time in the implementatiod sustainability of their data

warehouses.

Keywords: Decision Support System, Data Warehouse, Ontologytonomic
Computing, Service Level Agreements, Quality ofvimer



Résumé

Les travaux de cette thése combinent trois domaieesecherche : (i) la gestion des
systémes d’'information, plus précisément les Syssediinformation Décisionnels (SID) et
les entrepbts de données, (ii) la gestion autonoenayec le Calcul Autonomique et (iii)
l'intégration des connaissances avec les techredagmantiques et les ontologies.

Le principe fondamental de la gestion d'un systétingformation est: ce qui ne se
mesure pas, ne se gere pas. Contrairement auxmggstapérationnels, définir des mesures
pour un SID est une tache subjective, basée suniVesux de service et la satisfaction
d'utilisateurs. Actuellement, la gestion des enfiteple données se focalise uniquement sur
les aspects techniques, sans tenir compte des esed@rqualité de service décrites par les
accords de niveau de service. Par conséquentxpeste perdent leur temps a traiter des
taches de bas niveau (techniques) au détrimentadass de haut-niveau (satisfaction des
objectifs métiers). Dans ce cadre de gestion, leuC&utonomique est une solution qui
vise a les aider a automatiser certaines de léatses. llest décrit par un gestionnaire
autonomique qui implémente une boucle intelligeantec quatre phases centrées sur une
base de connaissances commune. Les sources deissancas varient de documents
techniques a I'expérience humaine et beaucoupdsore des formes non-structurées. C'est
pourquoi il y a un fort besoin d’intégration de aesnaissances pour les rendre utilisables
par les experts et par les ordinateurs. Dans pett@ématique, le domaine de l'ingénierie
des connaissances propose les ontologies commealferme de représentation des
connaissances. Une ontologie permet la définiti@s doncepts d’'un domaine et les
relations qui existent entre ces concepts.

Dans ce contexte, la thése adresse deux probléreatiq(i) l'intégration des
connaissances (structurées et non-structurées) lpomise en place et maintenance des
entrepbts de données en unifiant la représentdedeurs regles de gestion sous la forme
d’'une ontologie et (ii) l'utilisation de cette oldgie avec le Calcul Autonomique en tenant
compte des patrticularités des SIDs. Les appomgipaux de cette thése sont :

(a) L’élaboration d’'une ontologie qui modélise %t sa gestion, comprenant donc :
l'architecture des entrepdts de données, les paresnde configuration, les performances
techniques, les performances (en évaluant de neasigbjective la qualité du service
rendu), les conseils, les problémes connus, lesanivdes services, etc.

(b) L’élaboration d’'un modéle de Calcul Autonomicquermettant au SID d’assurer des
fonctions d’auto-organisation : configuration, diagtic/réparation et optimisation. Ces
fonctions sont élaborées autour de I'amélioraties diveaux de service et de la qualité des
services. Les boucles du manager autonomique séatitas en tenant compte des
spécificitésdes entrepdts de données, comme l'organisatiormarbliigue ou l'utilisation
non-continue.

(c) Le développement de I'approcB? Self-X composée de trois modules, chacun
chargé d’une fonction d’organisation. Les résultditenus avec cette approche ont montré
gue les entreprises qui utilisent Bl Self-X pourslzgervision de leur SID obtiennent des



meilleures performances, ainsi qu’'une baisse deStsc@t du temps passé dans
'implémentation et la maintenance de leurs entiedé donneées.

Mots clés: Systeme d’Information Décisionnel, Entrep6t denmges, Ontologie,
Calcul Autonomique, Qualité de Service
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1 Introduction

“Even a 2,440 mile journey begins with a singleste

Sun Tzu

1.1 Research context

Information Systems and Decision Support Systems

Information Systems (I$)ave developed a lot during the last decades, alotigthe
increase in the quantity and complexity of datanlthe early days of IS foundation, there
was not a clear separation of IS by their type pumghoses, nowadays, lines are very well
drawn, and each IS type offers an entire areaadermic and industrial research. The most
interesting separation, from our position as Bussnatelligence experts, is the one between
operational and decision support systems, presentetail by W. Inmon in his book,
[lnmon (2005)]. Operational systems are by theitureadesigned to store and fast write
large amounts of raw data. On the contrary, detidisystems load and transform the
operational data into data warehouses, contairgggegated data which serve as a base for
the decisional processes. This process of dataeggtipn and analysis, alongside the
process of decision making based on this datayasvk as Business Intelligence.

From our background and active working area, weaggh in this thesis the issues of
managing DSS and data warehouses, as the core @3%. The literature reminds two
fundamental data warehouse models [Inmon (201@hiite different in architecture and
purpose: (i) the Kimball model, for a fast deploymewhere data warehouses have no
apparent architectural model, suitable for smadijguts and (ii) the Inmon model with a
well defined data warehouse organization on sevaeahbrchical levels, suited for more
advanced complex projects. Due to the increaseglexity of the latter and the fact we
have came across it most of the time in our expeegwe have chosen it as the data
warehouse architecture model with this thesis.

Despite the differences between the two, the is$aesd by the decisional world
remain valid in both cases. One of the biggest akes in enterprises today is the
application of operational management strategiedemisional systems without taking into
account their specific characteristics. Elementshsas different utilization patterns or
integration of service level agreements with thenaggement processes are one of the major
lacks of current DSS implementations. Moreove€CMDB management guidelines such as
ITIL or COBIT are very detailed for operational sy®s, they are not so well specified for
decisional systems [Dumont (2007)]. The main redsamind this is the increased level of
subjectivity when it comes to Bl, due to the fdwttdata warehouse performance should be
measured not based on technical indicators butdbasehe quality of service as a direct
indicator of the users’ satisfaction. Focusing omprioving solely technical performances
can be a recipe for disaster. This subjective dspakes management policies a lot harder



to define and follow, thus requiring constant hunr@arvention for task resolution, leading
to high amounts of spent time and money.

In this context, there are two research fields tlggab our attention: (i)
manual/autonomic task resolution and (ii) knowledgenalization and integration. They
are not disjoint, on the contrary, the first rapidinplies the second. Task management
refers to the elaboration and delegation of task$ ghat they are executed by machines
instead of humans. From the lack of proper managerpelicies, tasks with DSSs are
almost exclusively performed by humans, even thetnbasic low-level tasks, such as
parameter configurations. Apart form the repetitagpect, by focusing on these tasks first,
DSS experts have less time to allocate to highedl asks, such as the implementation of
business objectives. In order for these low leasks to be executed by a machine a proper
autonomic model should be integrated but with theracteristics of DSS in mind. One such
solution we have investigated is Autonomic CompuilBM (2006)]. At the core of the
autonomic computing model are knowledge bases. @uongpthis with the subjectivity
aspect of describing DSS management policies, we kaplored the usage of semantic
web technologies and ontologies for knowledge fdimation and representation.

Managing IS: Autonomic Computing

Introduced by IBM in 2001 [IBM (2001)], Autonomicothputing has the objective of
helping IT specialist fight the biggest challenddS complexity. As self-stated, it aims at
leveraging experts of the low-level repetitive sy an autonomic model which permits
their execution by the machines. Inspired by thecfioning of the human body, AC
provides a self-management model, by identifyingy forinciples: self-configuration, self-
healing, self-optimization and self-protection.

The AC adoption cube [Parshar and Hariri (20079jates three axis of development
with the adoption of autonomic behaviors: contidse, functionality and service. Control
scope describes the level of autonomic control wiie system, starting from sub-
components up to the entire system. Functionatifers to the level of autonomy, from
simple monitoring to intelligent closed loops. Seevflows contain the systems capability
of offering new services, evolving along with thantrol scope and the functionality.

The central point of the AC architecture is theoaotmic computing manager, the
entity that implements the AC principles. The aotoit manager contains an intelligent
four phase closed loop: monitor, analyze, planeetute, based on a knowledge source at
its ‘center’. This is also known as the MAPE-K loopollowing the human-body
functioning parallel, the monitoring phase perntits observation of a series of symptoms.
Then, by passing the symptoms to the analyze pliasenanager builds the diagnostics.
Last, by integration of the diagnostic and the ptié heals, the planning phase organizes
the order in which heals are executed while thecatien phase acts with these heals.
Additionally, and the beginning and the end of M&PE-K loop there is a series of sensors
(before monitoring to gather the data) and, re$palygt effectors (after execute to ensure
action execution). Passage between the phases atitbnomic manager is usually assured
by rules dependent on the knowledge base, ofteress@d under the form of ECA rules
[Huebscher and McCann (2008)].



The AC adoption model includes a hierarchical omzmiion of the autonomic
managers, by separation of (i) the managed ressufiteAC purposes, (iii) discipline and
(iv) human interaction. The first level containg timanaged resources autonomic managers,
which aggregate to touch point autonomic manageganized by the four autonomic
purposes. Next, climbing the hierarchy, these aggauped by various disciplines within
the system, such as, last, on top of the ladderhawe the manual autonomic manager,
which provides the tcontrol over the functioning tbe autonomic system via the user
interfaces.

Nevertheless, the AC model was elaborated withrdsgep operational systems. Even
if business objectives are reminded, elaboratirgarclscopes and integrating SLAs for
improving the quality of service is one lacking esfpof autonomic computing [Huebscher
and McCann (2008)]. Therefore, the adoption of AhVDSSs requires special attention.
Relating with the knowledge base formalization &mel issues of rule management, one
possible solution are semantic technologies, spatlif ontologies. The path of using
ontologies with autonomic computing has only beégh8y explored, [Stojanovic et
al.(2004)], and there are no references, to ounletaige, of combining this with DSS and
data warehouse management.

Knowledge representation: Ontologies and the Senamteb

As a research field, knowledge engineering focusegxtraction, representation and
usage of knowledge, integrated via knowledge bashis has its roots with artificial
intelligence, as knowledge manipulation implies precess of knowledge sharing, reuse
and most important inference (or deduction of neavidedge from existing facts).

Relating with the AC model, it is well known théietefficiency of the AC adoption is
directly related with the quality of its knowledbases. With the expansion of the Semantic
Web and the concept of linked data, ontologies Haseome a popular way to model
knowledge with complex information systems. Introeld in 1992 by T. Gruber for IT, an
ontology defines a set of representational priragiwith which we can model a domain
knowledge or discourse’ [Liu and Ozsu (2008)].

From the seminal work of [Maedche et al.(2003)]rddticing ontologies for
knowledge base formalization has been intensebjieiu One of the very important aspects
of ontology usage is the capacity to unify diffaréorms of information: from technical
documents to human expert knowledge. This is aekiely relying on very high
expressivity and on the reasoning capabilitiegrefl by inference engines. An inference
engine (or reasoner) is defined as a software pmgable of deduce new facts or
knowledge from known facts by using inference rulgterature offers extensive examples
of inference engines such as Pellet, Racer or Fact+

With the development of the World Wide Web and W8C consortium initiated by
Tim Berners-Lee, several standards have emergetthdarepresentation of ontologies. The
most common are RDFS and OWL [W3C (2010b)] (witleithsub-languages and
extensions), both XML-based. Consequently, a nuglétof dedicated tools and APIs have
developed around these, such as Jena, Protégé Nen Toolkit. Moreover, the industrial



world became aware of the potential and impacteshamntic technologies, reinforced by
implementations such as the Oracle 10g RDF ModutkeoTopBraid Composer.

The basic structure of an ontology is the sentermgresented under the form of a
triplet (subject, predicate, object), interlinkingncepts. The totality of sentences builds the
ontology graph, where subjects and objects reptésemodes and the predicates the arcs.
In turn, a concept which is a predicate in a sax@enay become subject or object in another
one and so on. As inter concept relations may ptesgveral mathematical characteristics
(such as symmetry or transitivity), a distincticn made between asserted and deduced
(inferred) graphs. An asserted graph contains dmdy concepts and relations explicitly
defined in the ontology. An inferred graph will ¢am relations that are deduced based on
axioms and inference rules, build with the help afreasoning engine capable of
understanding these axioms.

The flexibility and dynamics of the ontology dataodel permits a much better
knowledge integration, thus suiting the issues 8fSB relating to subjective management
policies and SLA integration. Moreover, it providessolid base for AC knowledge base
representation, as no specific directions are gbyetBM in the AC blueprint.

1.2 Proposed approach and contributions

In this thesis, we have tried to solve some ofiiseies presented, by providing (i) a
unified data model for formalization and integratiof the knowledge implicated in the
management of DSS and data warehouses, and, (&utmomic adoption model which
makes use of this knowledge in order to assure rlan@nagement costs and increased
service levels. We have named our solution Bl 3elindicating a self management
business intelligence process.

Building a DSS management knowledge base is navialttask. We have chosen the
usage of OWL ontologies because of the increaspresgivity and inference capabilities,
which otherwise are difficultly achievable with diaonal data base approaches. The DSS
management knowledge base is divided into sevebatemponents.

First, we have proposed a description of the DSEdata warehouse architecture, by
identifying three knowledge sources: the architedtworganization of the DSS, the
configuration parameters and the performance imalisa The DSS architecture is
represented as a hierarchy of elements (from loxel lprograms and multidimensional
bases, to physical servers and the whole DSS)itsEife configuration parameters are
straightforward, objective and generic (unless #pedSS implementations). The
performance indicators are separated from the gordtion parameters because they
integrate both objective and subjective aspects.dlijective performance indicators are the
raw technical indicators, specific to operationgstems. Due to the DSS context, the
subjective performance is given by the levels ddrugatisfaction, thus depend on several
variables (such as the utilization patterns or SLAsing ontologies as a data model brings
increased value to the solution, especially by essgransitivity (for the DSS hierarchical
architecture) and of inference rules (for perforoeand SLA integration). We keep the
DSS model as generic as possible (with the occakimplementation specifics).



Second, we focus on integrating all the managenméatmation, with regards to the
autonomic computing model. This time, ontologiesvghheir real power, as we need the
integration of information coming from completelyffdrent knowledge sources. Among
others, these include technical readme documestthnical forums or human experience.
Our proposition of integrating all these under faene unified knowledge base for DSS
management is a completely novel approach. We dendhat the ITIL management
guidelines with the CMDB need to climb on a supetavel. Our A-CMDB proposition,
prior to the works of this thesis was just thetfisgeep. The second step is actually the
definition of the CMKB (Configuration Management ¢imledge Base), as a logical
evolution of the database model with the powerofiantic technologies.

The adoption of the AC model with DSS requires &deelaboration and
implementations, and our proposition towards thiga our knowledge, the first. Due to the
characteristics of DSS and lack of SLA adoptiorr, AC model proposition uses specific
self-management heuristics, based on the CMKB. W iocused our efforts towards the
self-configuration, self-healing (including selfaginostic) and self-optimization principles.
Moreover, in addition to IBM’s hierarchical modele have added horizontal links at each
level of autonomic computing managers. This wassiptes by using the capabilities of
ontologies, via inter concept links and inferenogiees, while we equally constructed an
ontology model of autonomic computing. The commatian, that assures both the
individual MAPE-K loops and the inter computing rager links, is described with the help
of inference rules on top of the DSS ontology madel the AC ontology model.

The presented results have the objective of shohiwg the implementation of the AC
principles with DSS management, provides lower s;odtigher availability, better
performance and, most important, increased usesfaatton. The results are presented for
each of the three AC principles, for both theoedt@nd real client environments. The Bl
Self-X self-configuration module shows how integrgtbusiness rules and best practices
helps the deployment of new data warehouses, byiding better starting configurations
and implicitly increased service levels. The seélng module, especially through its self-
diagnostic module, provides a fast and reliable RiEgnostic, reducing the enterprise
financial costs and data warehouse unavailabilitye$, while equally gaining human
experts precious time. It is the perfect examplenoiv autonomic computing helps the
human with his tasks. Finally, the self-optimizatimodule performs continuous monitoring
and analysis of the DSS, while trying to optimihe resource / performance ratios, based
on criteria specific to DSSs. The usage of the ikBcs is proven here by their
implementation in the loops of the autonomic conmguimanagers.

Overall, from the proposed approach and obtainsdtse the fundamental objective of
our proposition is reached: the DSS managemens @ost lowered while the Bl process
becomes more efficient and user satisfaction isg®aWe equally hope that both the
ACMDB and CMKB notions are adopted as future refees for DSS management, and
that the paths we have explored excite and ofteréuresearch (us included) perspectives.



1.3 Thesis outline

The thesis is organized into three major partsth@) state of the art, (ii) our approach
and (iii) the results we have obtained. In detalias the following outline:

State of the art

Chapter 2presents an overview over the management of infiomaystems today. It
provides the definitions of the main concepts,réfgearch areas that are concerned with IS,
the management models and software and the prinaygamagement procedures and
references.

Chapter 3introduces the notion of Autonomic Computing gsogential answer to the
complexity of IT management. The definitions and &C principles and goals, as well as
the integration with the existing management pcastiare first introduced. Then, the
Autonomic Computing Manager is shown as the cor¢hef AC adoption as the various
types of ACMs are brought into discussion. Finalljere is a discussion over the
comparison between AC and Artificial Intelligengestems.

Chapter 4is dedicated to knowledge management, as a catytitmuthe requirements
of IT management and AC models to implement knogdetases. It introduces first the
notions of web semantics, and how semantics camgehidne way information is understood
today in IS. Then, it provides a detailed desamiptiof ontologies, with the main
technologies and evolutions to this field as wellta applicative areas. Last, it relates to the
existing works of how ontologies and AC work togetfor better IS management.

Chapter 5is concerned with a specific type of IS managemedstision support
systems and data warehouse. The described elefoemighe applicative environment of
this thesis. DSS concepts are explained, followuith the DSS information core: the data
warehouse. The challenges and problematic poitmsented as we try to bring them
answers with our approach.

Approach

Chapter 6describes the current solutions provided by theracimplicated in this
thesis. The industrial environment is presentedi@kas the context from which this thesis
was born, with the solutions offered by SP2. Tleeseries of issues from the academic and
industrial worlds are raised, as we focus on sglthem, and culminate with the detailing
of two use case scenarios.

Chapter 7proposes the Bl Self-X approach to managing DSSs. divided into two
major sub sections, one about modeling the DSSramwient (from a conceptual UML
point of view) and the other about implementing ambpting AC and ontologies to
transform the UML models to semantic models. Th&[RBvironment is divided into three
main parts: architecture, configuration and perfomoe indicators (static) and best practices
(dynamic). Further, it shows how non structuredoiinfation can be transformed into
structured information by detailing a UML-OWL traimsn. The ontology AC adoption



proposition is last presented, as to understanddwvapproach combines the two elements
with the DSS specifics. A series of rules and twarfstics are detailed to this end.

Experiments and results

Chapter 8presents some of the most notable experimentsesuits we have obtained.
First, the experimental device and the softwaregtypes are presented. Then a discussion
over the experimentation methodology is done, wathclear distinction between the
theoretical (laboratory) and the real (client) eamments. Last, following the first three
principles of AC, for each of the two environmetite obtained results are detailed and
interpreted.

Chapter 9concludes the thesis, by describing a series otlasion points and the
perspectives we have for our future works. Conolusiare presented for each of the aspect
that has been approached in the thesis, whereagetispectives make reference also to
other projects that are development and that, vpe hwill contribute to the advancement of
these new technologies.






2 Information Systems Management

“Information is not knowledge”

A. Einstein
2.1 Introduction

Information has been the constant source of humwaluton throughout time, and
access to information is considered today, in tloglem society, the true source of power
[Toffler (1991)]. The development of recent teclogiés put the human individual in the
position where he can manipulate and present irgbom in a form that would create
different perceptions to different individuals. Sehuently, there is a direct link between
information organization and people organizatioe: evganize information the same way
we organize people. Information systems, in coepsitience, as a part of the information
management area, have a long history with Manage®e&rnce, and are the pioneers in
what IT is known to represent today.

This section makes on overview over informationterys management, with the
notable references from the literature which ateresting aspects for this thesis. First, a
state of the art with the definitions and the maioncepts of IS is made. Second,
management software for IS is presented, with thenmoategories such as ETL, GUI etc.
Then, a review of the IS management proceduresnig,dwith relation to the main norms
and guidelines. Last, a set of conclusions is mtese with the overview of current
problems and bottlenecks of IS and how some of they have an answer in some of the
elements presented in this thesis.

2.2 Information systems concepts

Information Systems (I8 a very large term, and thus is hard to defpreiically.

Definition: In computer science, information systems are ddfias the mediator
between the humans and the computer as descrhpnigiteraction between the people, the
processes, the data and finally the technology {@1B(2002)].

IT refers to anything related to the computing amnputer technology including:
networking, hardware, software, internet and, afrse, humans. The adoption of IT is now
worldwide spread, as enterprises usually have tiveir specific IT department; the experts
working here are in charge of any tasks relatexldcomputer.

Research in the field of IS debuted in the mid &G the initiative of Harry Stern,
who in 1967 started a column with the topic of dmhation Systems in Management
Science’. This proved to be a good support forriutliscussions, leading to the introduction
of IS in management science in 1969 as a first deyastal structure, divided into: IS
Applications and IS Theory [Ackoff (1967)]. Some tfe points stated back then are
nowadays obsolete, such as:



* The lack of information to management level — todag the contrary, as there is
too much information, and the problem is how toesel'the needle from the
haystack’.

» If managers get the information they want then sleni will be better — today
managers improve their decisions by asking alltitme information derived from
what they initially thought to suit their needsislta continuous cycle.

* Understanding of the system is optional at managémeeel — not entirely true as
one cannot critically evaluate the system if hesddaunderstand at least its basics.

2.2.1 Information systems research areas

There are several IS problematic topics, that cavégsirge spectrum of information
systems. These topics include: system design, -imgganizational management, IT
evaluation, performance measurement, return oweesiment and creation of business
value by IT etc. Therefore, five main research sifeave developed: (i) decision support
systems and system design, (ii) value of infornmat{@i) human-computer system design,
(iv) IS organization and strategy and (v) the eeoies of IS and IT. They can be seen in the

figure below, as presented by [Banker and Kauffii2a®4)]:

Research stream

Level of analysis

Theories

Methodalogies user

Related disciplines

Decision support and
design science

Value of information

Human-computer
systems design

IS organization
and strateqy

Ecanomics of IS
and IT

System level, mostly in
conjunction with human
users or business
processes, up to the level
of a strategic business unit

individual decision makers,
wechnologies in business
process centext, firm
actions in market context

User focused, involving
both individuals
and groups

Spans levels: individuals,
groups, business units,
organizations, marketplace

Spans levels: individual
decision makers, busingss
process/product/project,

strategic business unitfirm,

industry, market, economy

Decision theory, network
optimization, control
theory

Information economics,
real options theory,
information sharing
theory

Cognitive style, behavioral
decision theary

Diffusion theory,
media richness theory,
resource-based view of
the firm, transaction cost
sconomics, task-technology
fit, technology accaptance
model

Theory of the firm,
production economics,
game theory, contract and

incomplete contracts theory,

network externalities

Mathematical programming,
farecasting, simulation,
expert systems

Decision trees, analytical
models, statistical analysis.

mathematical pregramming,

simulation

Experiments, argumentation,
simulation. system
test-beds

Models, case studies,
field studies, experiments,
surveys, cross-sectional
and longitudinal designs,
argumentation, blend of
gualitative and quantitative
methods

Analytical modeling, empirical
analysis and econometrics,
cross-sectional and
longitudinal design,
experiments, simulation

Computer science,
operations research,
economics, marketing,
strategic management

Economics, decision
science, risk
management

Cognitive psychology,
decision science,
design science

Organizational theory,
strategic management,
social psychology,
cognitive psychology,
economics

Economics, oparations
research, computer
scignce, strategic
fanagement

Figure 1 : The five streams of IS [Banker and Kauffan (2004)]

Decision support and design science the area that put the bases of the modern
decision support systems and design interfacesisidacsupport expresses very well the
notion of human — computer interaction, as repbuti$d from the decisional data enable
experts and managers to better run their busifigmslevel of analysis is thus presented in
conjunction with the human side, as it plays a veryortant role in the process of decision
making. Theories and methodologies of decision supgnd design include decision and
control theories, advanced data mining operatigmsdiction and forecasts, simulation,
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expert systems etc. A good part of decision is dasethe evaluation of past trends and the
prediction of future behaviors based on the avhildata.

Value of informationis quantified as the difference in payoff, whedegision expert
knows certain information and when the same inféionas not available to him. There are
several levels of information, two main types beindicated as referencenperfectand
perfect information. Imperfect informationis useless, incomplete or false information;
generally it's the information for which the payo# small. In worse case scenarios the
absence of this information is preferable to fatseincomplete informationPerfect
informationis the information for which the payoff is maximizegiving maximum value to
the decision maker. The analysis level is spedificindividual decision makers, with
theories revolving around informatics economics aridrmation sharing. The main topic
remains the decision science.

Human — Computer Interactiorwas developed with the aim of helping solve a core
problem with IS: “management misinformation [...] theer suffers more from an over-
abundance of irrelevant information than from aklad relevant information” [Ackoff
(1967)]. By linking to studies in psychology, idiéying individual differences and
cognitive types, development of human computerfates is studied to help humans work
with IS. Therefore, the level of analysis is usegmup focused, as the human is the sole
benefit part from an HC interaction interface. Ttheories revolve around the cognitive
style and human behavior, with methodologies frotpeeiments and simulations about
human reactions.

IS Organization and Strateggmerged as IS researchers realized that theseaeeal
levels of analysis: system level, business procsstegic business unit and organizational
level. Thus, it covers all analysis aspects fromglgl individual to organizations and
marketplaces. Theories include transaction-cost@uoics, task-technology or technology-
acceptance models, case studies or surveys. Oafjanizand strategy involves both the
social psychology and the organizational and sifat®management theories.

Economics of IS and ITfocuses less on the strictly technological aspadt more on
the firm theory and IT economics value. This strdaings together the organization, the
markets and the industries, enabling IT-coordimatlzetween the 3 major ‘players’.
Regarding the productivity impacts and businessievalf IT, a paradox was noticed, as
effects where not always positive [Brynjolfsson &titt (1996)]. Yet, the way the ROI and
payoff were calculated for IT didn't include aspestich as product quality improvement or
product variety, which are also influenced by I8 &h departments.

2.2.2 Corporate Information Factory - CIF

One important part of IS, from the decision areaheCorporate Information Factory
(CIF).

Definition: CIF is defined as a logical architecture with thigective of delivering
business intelligence and business management ita@si@riven by data provided from
the business operations [Imhoff (1999)].
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CIF is business oriented, to provide a strategid &actical support for decision
systems, and was first introduced by W.H. Inmoncd®ly a derivation from the CIF was
described by the same author: tRevernment Information Factory (GIfjnmon (2010c)]
which related to government IS architectures. tiggipal purpose is security (as it was
developed soon after the events of 9/11), and thia difference with the CIF are the actors
involved with building the GIF data warehouses. Glkta concerns the single (or
consortium) enterprise system, whereas GIF datintended to be accessible to all
governments in all countries (a global data archite). Other differences include the need
of accommodation for very long periods of time w@h- and the stricter security levels.

The elements of the CIF architecture are preseinteBigure 2, as adopted from
Inmon’s model:

Figure 2 : The Corporate Information Factory [Imhdf(1999)] adapted from [Inmon
(2010a)]

There are three main parts: [ifformation Servicedji) Meta Data Managemerand

(i) Operations & Administration The information flow passes from the Operational
Systems via integration and transformation int@de&rehouses and data stores. Basically,
there is a formatting and standardization of therafonal information such that decision
data management is assured in an effective waye @re data warehouses are build, the
data delivery will provide with data for the DShdfor the interfaces for data analysis.
Then an entire chain of Operations & Administratimocesses is done over the available
data. Some of the notions and the elements thaprasented in the CIF diagram will be
more detailed in future sections, in particular tleeision support aspect (data warehouse,
operational data store, data mart etc.)

» Operational Systems are the core systems that support daily busiopsgations.
APIs facilitate the access, and data from operatisgstems is the raw primitive
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data used later for the construction of the datael@uses. CIF takes its
characteristics from the operational systems, &g Were the first described IS. The
data that is included here comes from severalréiffesources, and it includes both
formal and structured data (e.g. databases, smieaets) and informal and non-
structured data (notes, emails etc.).

* Integration and Transformatior includes several steps, before the data is yread
for the data warehouse. In this process the datasislly captured, filtered,
transformed into a single unified form, reengindesed afterwards loaded into the
data warehouse (or the operational data store). dioeess is critical, as it
transforms ‘chaos into order’. Operational datads organized and is distributed,
while analytical data is well architectured andatbinto specific data warehouses.

» Data managememegroups the two ways of storing analytical data

o Data warehouse is the ‘place’ where all the transformed operatiateta
will be stored. It is subject-oriented, integratezinporal, non—volatile and
provides the data used for decision support systersisiness intelligence
([Ilmhoff (1999)])

o Operational Data Storeis the operational data warehouse, using the same
definition with the observation that ODS csirrent instead oftemporal
While a data warehouse contains evolution over titat, an ODS will
contain data from a specific point in time.

» Data delivery— is the first interface that allows users andigiecal experts to
obtain views with the data from the data wareharsgata marts. A data mart is a
smaller collection of data from the data warehowst) the purpose of assuring a
specific business function. Data delivery basicdigcribes the process of building
a data mart, which consist of 3 stepsfilfi¢r , (i) formatand (iii) delivery

o Filter — removes all the unneeded information for the dzd.

o Format— puts the filtered data from the data warehouse time specific
schema of the data mart (e.g. star schema, coenfieikema etc).

o Deliver — once the data is in the data mart format, it exrsuhat the
information is properly delivered to the businesers.

» Decision Support Interface (DSHprovides the user or the decision expert thistoo
to efficiently view and use the data from the daémehouses and the data marts.

In conclusion, the CIF consist of two main ‘actotsie producersand theconsumers
The producersare in charge of getting the data in (into a spea&hvironment, into the
enterprise etc.). Anything that is alimented byadat the CIF comes from the producers.
The consumeraise the data provided by the producers and gritiby assuring decision
support and business intelligence.

2.3 IT management models and software
As IS developed, an abundance of research andtigdstandards, tools and models

flourished, such as UML, ETL or MDA. The most imfaort are described as follows to
provide a better understanding over IS management.
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2.3.1 Extract Transform Load

Extract Transform Load (ETL} a common terminology which stands for extragtin
data from source systems, transforming it accordngarious guidelines and loading the
transformed data into other data storages [CeR@®Q)]. This process is usually adopted by
decision support systems, with data warehousesnigadet the principle of ETL is a
general principle for all IS, and any software pretdthat provides the three functionalities
can be classified as an ETL.

An ETL is used when faced with big amounts of d@& massive data bases) and
massive transaction streams. A real life cycleroE&L, as shown by [Selectorweb (2010)],
contains no less than 10 steps: cycle initiatianldoreference data, extract from sources,
validate, transform, stage, audit reports, pubbsbhive and cleanup.

The performance of ETL must be very high, (~ savé@Bs/ hour), while the
bottleneck with these software is usually the di@aaling operation. From the point of view
of processing, there are three main types of mdisths with ETL applications:

» Splitting a big file / table into several smalléeges and treating them in parallel
» Push data through parallel operations and compstileat work in parallel
*  Run multiple data streams in parallel

Most of the ‘big fish’ from the IT software indugtrhave developed their ETL
software, among which we find: Oracle Warehouseld®ui (OWB) by Oracle, Data
Integrator & Data Services by SAP, IBM Informati®erver (Datastage) by IBM or SQL
Server Integration Services by Microsoft [ETLtoohe (2010)].

2.3.2 Unified Modeling Language

Unified Modeling Language (UMLs a system modeling tool that offers a general
world wide accepted standard for describing a syste software application. UML was
released in 1997 by the Object Modeling Group (OM@&) the purpose of providing the
(development) community a stable and common degsigthod that could be used to
develop and build computer applications [Bell (2008he authors that introduced it were
Jim Rumbaugh, Ivar Jacobson, and Grady Booch, whiclhight together each of their
individual view over system modeling into a comnaffort.

UML offers several advantages, the most importagind that it is platform or
language independent. This is why it is consideoede more of a meta —language, rather
than a methodology. It doesn’t require any forméifacts, and can easily be integrated into
a system without the need for change of the exjséilements. There are several UML
concepts and diagram types that are most often bsedboth individual users and
enterprises, as shown by [Pender (2003)].

Use Case Diagram- a use case diagram shows a function or a uoitiged by the
system. It describes with the help of actions a#ttions the behavior of a system from the
point of view of the user (which can have differeales: end-user, system expert, DBA
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administrator etc.) [Belleil (2009)]. An UCD perito define the system limits depending
on its uses and users and also to draw the frdmigveen the inner system and the exterior
world.

An UCD basically contains four concepts: (i) thetors (ii) the use cases(iii) the
‘include’ and (iv) the'extend’ links between the use cases. The actors are the®that
interact in a use case scenario, either externaitemal. They can be human actors (e.g. a
GUI user in front of a web page) or non-human (a.gieb service provider). The use cases
represent the actions that the users can makestlgier indirectly. Use cases are linked
with the help of two relations. The ‘include’ ratat expresses the fact that a source use
case has also the behavior of a destination use(eag ‘Validation of a payment’ includes
‘Paying’). The ‘extend’ relation indicates that ausce use case develops more behavior
over a destination case (e.g. 'Having a reductioménds ‘Ordering a product’).

Class diagram— a class diagram describes the entities presentdde use case
diagrams and the relations that exist between taesges in a detailed level. It basically
shows the static structure of the system. A claagrdm contains three concepts: (i) the
class / sub clasgii) the attributesand (iii) theoperations

A class is a representation of an entity, and @nWML specification can have several
stereotypes such as: enumeration (a list of preeléfelements), entity/Jacobson (a general
system class — e.g. the GUI) and control (usualiycating behaviors). There is a class / sub
— class relation, which indicates the taxonomyhef $ystem. The attributes are introduced
as properties of classes (e.g. a Human has ant@tdpita), and provide information about
the class. Usually the list of attributes permi¢ tldentification of the class (having two
different classes with the same attributes and atjpgrs would not make sense unless
certain specific cases). The operations representunctionalities that the class provides
based on its attributes (e.g. an operation of gétBate() determines the birth date of a
Human based on its age and current year).

Component Diagram- the component diagram provides the physicallegidal view
of the system’s components. For example a comparsnbe a physical server (e.g. Intel
Pentium machine with 2 HDDs of 500 GB and 16GB &Mj}. In the same time a
component can be a software, for example a welesénat is installed on a machine, or a
web service provider. Component diagrams are usetkscribe the system at very high
and/or very low granularity levels.

Other types of diagram includéhe sequence diagrammsed to described the detailed
dynamics of a specific use casiee statechart diagrarwhich models the different states in
which a class can be, and the transitions betweset statesthe activity diagram
describing the control flows between two or momessks and usually modeling higher-level
business processes; ttheployment diagramvhich shows how the component diagrams are
physically deployed on various systems.
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2.3.3 Model Driven Architecture

With the introduction of UML, new opportunities s§stem modeling had arisen. Two
years after UML was introduced, the same Object éllad Group presented tHdodel
Driven Architecture (MDA]Group (2010)]. MDA provides a set of guidelineglgractices
for the structuring of software systems specifmadi which in turn are expressed as
architectural and construction models. The mairl gbthe MDA is to clearly separate the
problem definition, solutions and software impletagions. This assures platform
independence and improves the ability of managingystem throughout changes and
updates.

MDA is seen as an enhancement over UML as it derik@m it, the most significant
change being the introduction of semantics withdiagrams. With semantics described, an
MDA model offers (i) the capability of checking thensistency and correctness of a
diagram and (ii) the ability of generating codeoauatically from the diagrams.

MDA offers two main model categories: the PIM ahd PSM [Bézivin et al.(2003)].
The Platform Independent Model (PIM)escribes the problem completely independent of
the target platform (programming language, middienetc.). ThePlatform Specific Model
(PSM) is specification of the PIM that suits a specifilatform, via a series of given
transformations. The diagram below shows the tmansdtion from the non formal
description of the system to the code model andattyeet programming language.

<—Models

<«— UML

Multiple Middleware
=~ Products

<«—— Code Model

<— Target Programming Languages

Figure 3 : The MDA transformation diagram [Technolgy (2004)]
MDA consist of three phases:

 The system is non-formally described which means'cem paper’ description,
therefore a non-structured format.

* A first formal description (e.g. using UML) of thgystem is done resulting in a
structured format

* From the UML diagrams and the support of the metaleh semantics, code is
generated automatically, implementing parts of Hystem semi-automatically
(smaller intervention from the developer).

From the perspective of the software developer, M&ah be simply put as: start
programming using directly the diagram model anel as little code as possible explicitly.
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Examples of MDA tools include the EMF (Eclipse Mbtdg Frameowrk), OpenMDX
(platform for Java J2EE, J2SE and .NET) or Rhapstedeloped by IBM.

'2.3.4 Common Information Model

The Common Information Model (CIM§ an UML based specification for managing
information systems. Elaborated by the Distributéghagement Task Force, CIM has two
components: a Specification and a Schema [DMTF{g00he Schema describes the actual
model, while the Specification the integration dsta he CIM Schema allows semantically
rich and object-model descriptions of the manadethents. The CIM model is shown in
the figure below alongside its integration withetidMTF solutions.

T"DMTF & Industry Management Inititatives”

{SMASH, DASH, SMI, CDM, __}

WBEM Protocols
{CIMXML, WS Managemeni, WSDM, CLP |

WBEM Infrastructure I
[Operations, Events, Guery Language, ... |

Profiles
{Systems, Devices, Softwars)

Bl CIM Schema
[Models, Classes, Properties, Methods)

CIM Infrastructure
[Meta Schema, Rules, MOF, ...}

CiM g

Figure 4 : DMTF solutions with CIM integration [Oass (2008)]

We note the presence of the CIM at the bottom eI BEM (Web Based Enterprise
Management) model. CIM Infrastructure offers thedarechema that is the rules specifying
integration.

On the management initiatives upper level, we faederal derivations of the CIM
model such as the CDM (Common Diagnostics Modelliclvis largely used for ‘health’
evaluation over IT systems. The CDM creates a seok diagnostics, based on the
symptoms from the system, diagnostics that areinin tised by other applications on the
platform and allow actions such as error resolutiofailure prevention.

2.4 Management Procedures

Management procedures for IS have the role of gignidelines and advice over how
to build and maintain the system. These are nagatibns but rather directions, from where
the terminology of adoption of a management norm.g.(elTIL adoption
[ComputerAssociates (2005)]).
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IS management procedures are part of a ‘biggeungictthat is ‘IT Governance’, or
how to manage and use IT. This implies specifylmg decision rights and accountability
framework to encourage desirable behavior in thee afsIT [Weill and Ross (2004)]. IT
Governance is also defined as the organization@aity exercised by the board, executive
management and IT management to control the elaborand implementations of IT
strategies, in a way to permit the mix betweennd@ husiness [Grembergen (2003)].

Two common norms for IT management are: th&ormation Technology
Infrastructure Library (ITIL) and theControl Objectives for Information and Related
Technology (COBIT)

2.4.1 Information Technology Infrastructure Library

ITIL dates from the late 80s (1989) and derivedmira UK Government set of
recommendations for IS. Today it contains a serieécuments that describe an integrated,
process-based, best practice framework for applyingervice Management (ITSM) to
improve operational effectives, delivery of IT rasmes and the solutions to business needs
and requirements [ComputerAssociates (2005)].

The ITIL framework contains three primary segmeintderm of processes: Service
Delivery, Service Support and Other Processes. Ehase, the first two are the center of
the IT Service Management, as they describe thepkegesses that an enterprise should
implement to improve the quality of the servicesved. The image below shows the
three processes treated by ITIL:

ITIL Process Reference Framework

Tactical Operational Other Process
Service Delivery Service Support ICT Infrastructure
Management
Capacity Incident
Management Management 5
Security
Financial Mgt for Problem Management
IT Services Management
Availability Caonfiguration Applications
Management Management Management
Service Level Change
Management Management Environmenital
IT Service Release Infrastgure Mot
Continuity Mgt Management
) . ) Project
Customer Relationship Service Desk Management
Management

Delivered to Delivered to

Business Users

Figure 5 : The three ITIL processes [ComputerAssaigs (2005)]

The tactical processes refer to the business dglifrem where the name ‘tactical’, as
it includes capacity management, financial managemé SM, Customer relationship,
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service level management etc. The operational peoege client oriented and refer to
service support, problem management, configuratianagement, service desk etc. All of
the other processes, such as Security Managemdygptications Management, are part of
the third category and are not presented as dritica

[ComputerAssociates (2005)] performed a study dt lihtegration and utilization,
which was focused on: current practices in ITILvggr management implementation;
maturity level of the ITIL integrations; drawbaci® a successful ITIL adoption and the
usage of ITIL in large enterprises. Their most bt#aonclusions were, back in 2005

* Only 19% of the enterprises had a mature levelltf Implementation. The other
81% showed partial or no adoption at all.

« 75% of the organizations prefer suite-based appesmdo ITIL. A suite-based
approach relies on an integrated suite solutiorstrhaving more than they actually
needed.

» Big steps over small steps. Enterprises try toctliyeapproach service support and
delivery directly without passing through severaltumity stages. 50 to 60% of the
initiated processes are not implemented.

* The human factor from key management positionsremeany situations barriers to
an ITIL implementation, because of several causesh as the lack of awareness
(61%) or lack of committed process owners (59%)eré&fore, the technical
difficulties come in second place as importancéwecision making.

2.4.2 Control Objectives for Information and Related Teology

Created few years later than the ITIL, COBIT isguen standard containing a set of
guidelines and best practices for IT managemeig.dimed at providing alignment between
the use of technology and business goals. Orgamizdhtgoals differentiate COBIT from
other existing norms, and its evolution led todatha development of COBIT 5, the latest
version of COBIT (in design exposure draft by ISAQGBACA (2010)]).

There are three levels of implementations, fronohe¢o practice with both academic
and business orientation.

 Level 1- focuses over IT governance, and how COBIT exa®shis notion
through control objectives, audit, analysis etcisTis not specific and keeps the
generics of the COBIT implementations to a metallev

» Level 2 - is the first level of practical implementatioowards a specified
environment. Specific IT governance control methodies are analyzed here, and
the choice between COBIT and other norms is potguoiestion

» Level 3- represents the actual COBIT implementation, cibhde chosen as a
control methodology for the solution. Factors sastthe industry sector, the size of
the organization or the levels of utilization hawee direct impact of the
implementation.

19



L:E\ ell
COBIT as an illustratign of IT governance control
|

Level 2 Specific COBIT focus
Reviews of specifit't IT governance control
metl'andoingies
i
I
Level 3
COBIT implementations

]
Sector
Practitioner-orientation Organizational size
Degree df utilization
Geograghic location
Influstry
]

Academic-orientation

|
Comparisons between COBIT &jother IT

governance control methodologigs
I

Control obj euiiu:es approach
IT governance
Audit & stmilar
i

Figure 6 : Framework of COBIT and its Implementaties [Ridley et al.(2004)]

2.5 Conclusion

This chapter showed an overview of Information 8ys and over the models and
procedures of IS management. The principal conaaplS were presented along with the
main research areas from this field. Several moaledstools used for IS management were
described, such as the UML description languagdh@mMDA or the CIM model. Having
the tools allowed detailing the management procesland best practices for IS, with
guidelines from standards such as ITIL or COBIT.

These elements allowed reinforcing the main keyeswith modern information
systems: complexity. Systems become so big and leontpat their management requires
more and more human and financial resources. Siesteare required for: improved
management, task automatization, autonomic manageete. Many of these strategies
revolve around the idea of giving as many taskpassible to the machines, thus shifting
the human workload to computer workload. One swdsiple solution may be Autonomic
Computing, which it will be discussed in the folliony chapter.
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3 Autonomic Computing

“[...] complexity... Dealing with it is the most impartt challenge facing the IT industry”

P. Horn

3.1 Introduction

Complexity has become the biggest challenge ofniolgy, as the human effort
required to manage information systems is incrgasiponentially. In the early 1900, when
telephony started to develop, human operators vegreired to switch manually the calls.
As it progressed, it was obvious that humans cowldonger handle the task (due to the
enormous number of switches needed). Therefore, Imamches that made such tasks
autonomous were introduced to eliminate some ohtlrean intervention needs. The same
situation happens today with informational syst@risebscher and McCann (2008)]
Moore’s law concerning the evolution of computirgrformance is challenged by itself, as
the complexity and quantity of information beconader to efficiently manage. Paul Horn
resumed in 2001 that: “The information technologyels to prove the impossible possible.
We obliterate barriers and set records with ashomis regularity. But now we face a
problem springing from the very core of our successid too few of us are focused on
solving it. More than any other IT problem, thiseonif it remains unsolved — will actually
prevent us from moving to the next era of computifige obstacle is complexity ... Dealing
with it is the single most important challenge fagithe IT industry”[Horn (2001)]. For
instance, it is a usual situation to be faced waths of millions of lines of code, which
require significant numbers of experts and devetpe order to install configure and
manage the application. In the near future, humamertise alone will not be able to cope
even with the every day simple tasks or problenm&rdfore, complexity requires more and
higher trained experts, to the detriment of costsd( human resources are the most
expensive) and the acceptance of fault due to hyprare error.

From this perspective, enterprises need an inecrgasimber of IT experts to handle
their systems, while these experts are obligedpend more and more time for simple,
repetitive and low level tasks such as maintenames®urce allocation, configuration, error
recovery etc. The quality objective changes to rasgLat least a maintenance level of the
system. Higher level tasks such as service imprewmnoptimization or quality of service
assurance become secondary, although they aretthgpeint of IS. For example, rather
than focusing on how to optimize a data base passiéor data delivery for a customer
service application, an IT expert should insteacu$oon how to improve the application
such that it provides the customers with incredsadtionality and greater conveniences. A
study by [Klein (2005)] shows that, in average egptises spend up to 80% of their budges
on maintaining existing applications and infrastuwe. IT experts spend most of their time
locating, isolating and repairing problems. Anetbtidy by IBM shows that only 13% of
the CEOs believed that their organizations is seerivery responsive” to change [IBM
(2004)]. This is alarming, as it stays in the faé¢he evolution process. We have reached
so far just as to try and ‘fight’ to remain where \&re, with no clear horizon of going
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further. As Alfred North Whitehead stated: “Civdizon advances by extending the number
of important operations which we can perform withéhinking about them”, and this
translates into evolution equals our capacity @lidg with complex systems in a ‘reflex’
way.

Trying to answer the complexity problem, in 2004puPHorn, at the time senior vice
president of research at IBM, posed the foundatiohs“Autonomic Computing”.
Autonomic Computing is defined as the capabilityaof IT infrastructure to self-manage
itself, with specific goals and policies. It repgass a collection and an integration of
technologies that lead to an IT computing infrasttite according to the IBMs agenda for
the next era of computing — e-business on demaaddgicand Corbi (2003)] As specified
by the IBM whitepaper [IBM (2006)], in an on demadnuakiness IT experts must focus their
efforts on service delivery and improving the qtyatif service, while reducing the cost of
ownership (TCO) of their operating environmentsvééheless, Autonomic Computing
does not seek to eliminate the humans from the tieauaas some may misinterpret. It
simply tries to formulate a new infrastructure ihigh both human and machine (autonomic
process) work together. Its goal is to help the d&urexpert with his daily tasks and
workloads.

3.2 Origins and evolution

The source of inspiration for the Autonomic Compgtarchitecture is, as a paradox,
the human itself. The human body is a very complestem in which many of the tasks are
done in the form of non-aware actions. Reflexef @igcbreathing or heart pulsation are part
of our daily life and the health of the entire bathpends on them. Though, we never really
think about them or voluntarily control them. Thanme of the controlling entity,
autonomous nervous systems, speaks for itself. Hilman body is the perfect example
where autonomy and manual are combined. We brélatheatime without thinking of it
(autonomic), when we are hungry we move our mouthwe can chew (manual
intervention) and then the food gets digested (agaitonomic). Starting from this,
researchers and IT experts looked for a way ofyapplthe biology considerations to IS.
The objective is to provide IS with self-managemeagabilities, such as self-healing, self-
configuration, self-optimization or self-protectigime self-X factor). The first works were
done though in the area of self-healing as it éswuital part of a system. In order to optimize
and improve, we must first be able to sustain dtineaonfiguration. Relating to this, there
were several projects that had an influence infitlé of autonomic research, as presented
from the survey of [Huebscher and McCann (2008)].

In 1997, DARPA initiated a military project callesituational Awareness Systems
(SAS)[DARPA (2009)]. The purpose was to create qegis communication devices,
between the soldiers on a battlefield, so thatrmé&dgion about enemy positions, equipment,
tactics etc. were up to date between all the coanibat This way a knowledge base about
battle reports would be created and synchronizéddmn the participants involved. Data
was collected not only from the human part (sokjidsut from environment sensors,
automated pilot vehicles etc. Then, the commurdoatf the updated data should not be
interfered by the enemy, and should allow commuigoabetween all actors involved. For
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guaranteeing minimum enemy interception, they uselihop ad-hoc routing, a device that
sends data to a neighborly area only, and thearim the receiving devices acted as other
routing points thus creating chains of transmissiotil all the receivers have the data. This
problem of decentralized routing self-managemerg waeal challenge (with lag limits of
200 ms from the time a message is send to thetlimmessage is received). As for scaling,
it was considered for situations up to 10.000 devian the battlefield.

Another DARPA project relating to self-managememnsvihe DASADA. Its objective
was to research and develop technology that wollbdv ecritical systems to meet high
levels of service quality, such as: high assuradependability and adaptability. This would
be the first pylon of the architecture-driven agmio to self-management, and includes
sensors and probes for monitoring and system amtopti

In 2001, IBM suggested the term of Autonomic Cornmmyttheir whitepaper making
the correspondences with the functioning of the dnrhody. IBM stated that IS should,
besides the human-side control, implement autonomémagement capabilities. They
should be able to run independently regular maariea, configuration and optimization
tasks, with the objective of facilitating the workf IT experts (especially system
administrators). Four principles relating to sedimagement are defined: self-configuration,
self-improvement, self-healing and self-protection.

Then, in 2004, DARPA started a program called Relfenerative Systems (SRS),
with the objective of developing “technology forilbing military computing systems that
provide critical functionality at all times, in ¢piof damage caused by unintentional errors
or attacks”.[Badger and Todd Hughes (2004)] Foyrdtearacteristics relate to the project:

* The software becomes resistant to attacks andsdmgogenerating large number of
versions with similar behavior but significant @ifént implementation. This way,
attacks are prone to affect only small parts ofathiire program.

* Random or algorithmic planned binary modificati@me done to the actual code of
the software, thus security holes are harder td apd exploit. There is also a
charge reallocation module that shifts away frormage-prone causing resources,
that is updated with each resource usage basdteatate of the used resource (if a
resource is infected it shifts away while tryingéacover).

* An intrusion-tolerant replication architecture, ttlects as a backup for malicious
actions form the inside (for instance an intenttbrad modification, with the
correct authorization rights).

» A predictive module responsible for the detectidnpossible ‘inside hijackers’
based on their behavior, and capable of blockiegntfrom taking critical damage
actions.

In 2005 NASA put the bases of the Autonomous Naachifologies Swarm (ANTS)
project. Their aim was to launch in an asteroid b800 small automated spacecrafts, from
a stationary ship, for exploring the asteroid ba#.they expect to lose around 70% of the
spacecrafts, an important aspect was the abilityhef spacecrafts to communicate and
exchange messages. They from small zonal grouplk, amie leader that gathers the data
from its workers and decides what to do furthemplese or change area). With several
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groups like this, message exchanging is done betweecoordinated groups, thus creating
a hierarchical tree architecture (as small groupglavbe in turn clustered to a greater group
up to a ‘mother ship’ or ground control). NASA hased autonomic behaviors in the Mars
Pathfinder [Muscettola et al.(1998)], and showsagiaterest in the autonomic research
field as most of the outer space research is dgraaitonomic probes. One primary cause of
this is the long communication lag between eartiitrob centers and outer crafts, thus they
need to be capable of self-managing between theneawis issued by control centers.

Table 1:- Autonomic purpose projects

Project Name Project Year | Description
Initiator
SAS DARPA 1997 | Decentralized self-adaptive ad-hoc \ese
Situational Awareness mobile nodes that adapt routing to changjng
System topology of nodes and adapt frequency and
bandwidth to environmental and node topolagy
conditions.
DASADA DARPA 2000 | Introduction of probes in software systefor
Dynamic Assembly for monitoring, and adapting the system according
Systems  Adaptability to the monitored data.
Dependability and
Assurance
AC IBM 2001 | Introduction of self-management techniques
Autonomic Computing based on the functioning of the human body.

Based on four central self-x properties: self-
configuring, self-optimization, self-healing and
self-protection.

SRS DARPA 2004 | Military self-healing systems that reep¥rom
Self-Regenerative errors and hijack attacks.

Systems

ANTS NASA 2005 | Groups of autonomous spacecrafts, orgdniz
Autonomous Nang in local clusters hierarchies for exploring
Technology Swarm asteroid belts. The architecture takes into

consideration the loosing of 70% of the probes,
and must assure functionality within the
remaining 30%.

3.3 Principles and goals

The main goal behinds IBMs Autonomic Computingiative means more than just
relating to a single solution provider. The effshiould be collaborative such that everyone
can benefit from it, leading to an industry-stamdaranagement architecture with unified
concepts and resources, that works and interactsdban business and service policies.
Autonomic Computing proposes an architecture #wdd to the development of intelligent,
open, self-managing systems. As specified by IBbeli-managing system has three main
characteristics. It has to:

* Incorporate knowledge through knowledge bases,tatsostate, elements, context,
activity of the resources from the whole infrastue etc.

 Be able to observe any changes in the environnigntproactively monitoring
individual components and services, searching vedyisproving its functioning,
noticing change and the impact of change withinsgstem.
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* Have the ability of planning changes by modifyirtg state, modifying other
components of the infrastructure or taking actiaosording to business policies.

No matter how we approach self-management, thesdways a final judge of the
efficiency and effectiveness of an IT process, trad is customer value. It can be used by
measuring the time needed to execute a procesemage of correctly executed processes
or, of course, the cost to execute the procesM [IB006)] Thus self-managing systems can
and must improve these metrics, by helping impm@gponsiveness and quality of service,
reduce TCO, and enhance time to value through tvain naspects: Selective Process
Automation and Reduced Time and Skill requirements.

Selective Process Automatienusually these processes require multiple IT ggge
manage by: initiating the process, collecting & tfata, over viewing the problem records,
creating change requests etc. Most of the timeddta is not centralized, is incoherent,
found in multiple different sources (technical forg; poorly documented documents). Self-
managing capabilities help integrate all this dedathat the experts can access it in an
organized and clear form, helping them with makilegisions and better understanding the
management processes. Also, components are aplerftrm certain tasks independently
from human intervention, tasks based on the inftionawithin the system itself. This leads
to the reduction of the number of manual tasks Wighbenefits of a more precise execution
of the processes, more accurate data and a retidid experts.

Reduced Time and Skill Requirementthe problem so far with complexity is that it
needs higher qualified IT personnel, over longstitg and more difficult tasks. One such
task is the ‘assets change impact. This analyses bhanges in a system (e.g. OS
changing, installation of new services etc) imghetcurrent functioning of the system (i.e.
compatibility issues). The ‘diagnose problem’ igtpaf the capability of change impact
description. In a self-managing system, the knogeedvithin the system contains the
information about the expertise necessary to parftie change activities. This helps
reduce the complexity of tasks and the time spemixecute them, while also reducing the
number of required experts. In addition, it allothe IT professionals to focus on higher
value tasks, such as implementing business polaidsmproving the quality of service the
system provides.

The characteristics mentioned above translate tiitofour principles of Autonomic
Computing, each corresponding to a fundamental diteese areas have the role of brining
autonomy and efficiency, by improving system mamaget capabilities, where manual
processes and tasks are neither efficient nor tefiecThe self-managing capabilities
accomplish their functions by taking appropriattices based on what systems sense on
their environment. They are inspired by the prapsrof software agents, identified by
[Wooldridge and Jennings (1995)] which are:

* Autonomy- the capability of agents to work without extérirgervention, thus
presenting a self control over their actions aatkest

» Social ability— the capability to interact with other agentsthad same or different
kinds, by using an agent-communication languagel{AC

25



* Reactivity —the capability of perceiving the environment ofe tlagent and
responding accordingly to changes within this estvinent

» Pro-activity — the capability of agents to take actions basedgoal directed
behaviors.

The four fundamental principles of Autonomic Conipgtare also known as the
C.H.O.P.principles (Configure, Heal, Optimize and Protect)

Detection and prevention of errors
and failures

Adjusting parameters
Adding/removing system components
and resources

Self-
Healing

Self- Self-
Optimization Protection

Load balancing
Improving performances and ‘ Active and proactive protection

customer service ‘ against threats

Figure 7 : The C.H.O.P. principles adapted from [N&r (2008)]

Self-Configuration — enables a system to change its configuration aaapt to
changing conditions. Examples of such conditiomslma adding or removing components,
modifying resources, installing software, integrgtinew functionalities etc. A system
implements self-configuration if it manages to defitself ‘on-the-fly’. Similar to plug-and-
play devices systems must be designed to enablafabilities of this feature. In turn, this
will reduce human intervention, both on individw@mponents and over the system as a
whole.

Self-Healing — represents the capability of a system to prewmt recover from
failures or errors. There are two dimensions hame,in the area of prevention and the other
on the area of recovery. By prevention, the systam alert about upcoming problems,
usually the human side being the final respongtm¢ takes the decision of how the system
should change. Recovery means that the systemifeaslyabeen damaged and it describes
the strategies that can be taken for healing.

Self-Optimization — enables a system to continuously improve ane titself. It
enables pro-activity over existing elements, thnabéng their improvement, as well as
reactivity to environmental changes, thus enabhi@ption over given situations. Self-
optimization requires software and hardware toceffitly allocate and use resources with
minimum human intervention. IBM applies this withcal partitioning, dynamic workload
management and dynamic server clustering. Thigtended to a ‘meta’ level such that it
optimizes all the resource of the system, thusticrga sort of ‘logical’ workload manager.
Similarly, disk storages, databases, networks, CRAM memory etc. should be
continually tuned to enable efficiency
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Self-Protection— means that a system is able to detect, ideatiy heal potential
threats to its functioning and security. By diffece to the proactive aspect of self-healing,
self protection deals normally with exterior factdor internal ‘hijacks’), such as: viruses,
unauthorized access, network intrusion, denialepfise attacks etc. Today, such
capabilities are even extended to prevent physieagction, an example being the free-fall
protection that laptop hard disks can have, by teamdy covering their heads when they
sense a sudden change in motion.

3.4 Service management

The four principles are presented over the entjstesn as a whole. A real system
consists of multiple sub components, with differspecifications, organization, vendors
and communication ways. So, an approach of autanoomputing introduction over each
component is laborious and not feasible. Therefare,approach oriented towards the
evolution of service values with the autonomy Isvslshown to be more suitable. [Parshar
and Hariri (2007)]. It illustrates an adaption und¢he form of a control
scopef/functionality/service flows cube

Service Flows

Business
System

Multiple of
different types

Multiple of
same type

Single
Instance

Control Scope

: H
Sab- ' ssensfpe
component Entry Entry Entry Entry Entry

1 2 3 4 5

Closed

e Instrument : Clased Loop With
Mzl & Monitor el Loop Business
Priorities

Increase Functionality

Figure 8 : Autonomic Computing adoption model [Pdrar and Hariri (2007)]
There are three dimensions of the autonomic comguatiloption cube:

» Control Scope- Along the y axis, describes the increase insttape of autonomic
control, starting from sub-components up to thérettusiness system. The system
is organized into a hierarchical architecture (téchl component, instance of
several sub-components, then several instancelgrafit types and finally the
overall business system, as the highest entitpitirol).
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* Functionality -Along the x axis, describes the level of autonomg gan obtain.
Starts from manual, where no autonomy is presehe fext level uses little
autonomy with the introduction of monitoring. Tharhigher level is achieved by
analyzing the monitored events. The fourth leved idosed loop of self-managing
but based on the system only, leaving the highéshamic functionality to the last
level where business policies and priorities at@duced in the closed loop.

» Service flows- Along the z axis, the service flows describe th&teams capability
of offering new services. Service flows evolve gamith the control scope and the
functionality. Coordinating and integrating functg with processes (such as
change, performance, monitor, errors, security mament etc.), allows the system
to cover a larger area of services across all tftiferent) processes. The objective
is to offer the highest number of services possibleile assuring the minimum
specified service requirements. To exemplify, éngad group of data bases for an
enterprise, to offer a new functionality of archigiits data, requires service from
several processes: installation of the data basasagement of security with the
data base access, controlling the version mecharfisnbackups and recovery and
change management at service level (to authorizécealeployment).

The evolution of functionality of autonomic opedats with the processes and actions
from the IT experts and the systems is presentefGlayek and Corbi (2003)] under the
form of 5 autonomic levels, similar to the adoptimodel’'s autonomic functionality axis
(Figure 9). Described as an evolution, and notvaltgion, the objective is that enterprises
adopt autonomy not by reorganizing their systemsgtintroducing elements step by step
such that autonomic functionality increases levelldvel (and not by jumping from the
manual to the last autonomic level).

«MULTIPLE SOURCES
OF SYSTEM
GENERATED DATA

* CONSOLIDATION OF
DATA THROUGH
MANAGEMENT TOOLS

*REQUIRES EXTENSIVE,
HIGHLY SKILLED
IT STAFF

= IT STAFF ANALYZES
AND TAKES ACTIONS

» GREATER SYSTEM
AWARENESS

* IMPROVED
PRODUCTIVITY

PREDICTIVE
LEVEL3

+8YSTEM MONITORS,
CORRELATES,
AND RECOMMENDS
ACTIONS

« [T 3TAFF APPROVES
AND INITIATES
ACTIONS

«REDUCED
DEPENDENCY
ON DEEP SKILLS

« FASTER AND BETTER
DECISION MAKING

» BYSTEM MONITORS,
CORRELATES,
AND TAKES ACTION

[T 3TAFF MANAGES
PERFORMANCE
AGAINST SLAS

« [T AGILITY AND
RESILIENCY WITH
MINIMAL HUMAN
INTERACTION

Figure 9 : Evolution of autonomic functionality [Gaek and Corbi (2003)]

Basic - The first level, fully manual represents thetestaf systems today, where the
problematic of complexity is shown all the time.cRacomponent is managed by highly
trained and qualified IT experts, requiring a Iéthoman resources, with high costs, little
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interaction between them and prone to human efitte. human management also includes
the monitoring and gathering of data.

Managed— At the next level, the adoption of autonomy anel towards the awareness
of the state of the system and its components. Mbaitoring process is done in an
autonomic way, gathering information and data freeveral sources and bringing them
under centralized forms to the IT expert. This w#y time required by experts to
synthesize the information is greatly reduced.

Predictive — At this level, after being able to monitor andthget data about its
environment, a system is now able to also recogmidain configurations, predict
configurations according to past evolutions andrjg® advice with what actions the human
expert should take. Still, the system only raidegs it does not act by itself (the change is
done manually). At this level, IT organizations areeasured on the availability and
performance of their business systems and theirrr@ver investment. In order to improve
these, enterprises measure, analyze and managmadtian performance (by its critical
nature). Predictive tools are used to project itoreasurement and performance and to
make recommendations concerning future evolutions.

Adaptive — The fourth level of the autonomic evolution, gdesther from the
predictive level, enabling taking actions basedttts monitored and analyzed data. Here,
the system can also pick the best actions, andanpjanting such a level of autonomy the
human intervention is reduced to a minimum, theesgsheing considered as ‘agile’. At this
level, system functioning is usually based on Seniiicense Agreements. An SLA, is
defined here, as a compact between a customer provider of an IT service that specifies
the levels of availability, serviceability, perfoamce, reporting, security or other attributes
of a service, often established via negotiatiomftbe two parts. It basically identifies the
client’'s needs. IT organizations are measured dat@mend business system response times,
the degree of efficiency with which the systemsed; and their ability to adapt to dynamic
workloads.

Autonomic — The last level of the ladder, the system isyfalitonomic, its operation
being governed by business policies and objectids®rs themselves interact with the
system to monitor the business process or modifghjectives. Looking back, from manual
level where high skilled IT experts focused on egstonfiguration and data gathering, here
the staff can only focus on business needs, thablieg fewer staff with lower technical
skills. At this level IT organizations are measured their ability to make business
successful, and to improve their performance adegrib this objective. IT tools take into
account the financial aspects that are part oéthasiness activities. By advanced modeling
of the system the e-business performance is imgravieich in turn allows to deploy
optimized solutions with lower deployment times.

The autonomic computing adoption model allows botistomers and vendors the
integration of autonomic computing in flexible waysach one is free to decide up to which
levels their system should climb, based on the sieib@ costs and the specifications. Even
if it is tempting to say that we design the systemch it is on top of each axis of the
adoption cube, this could easily be misleadingwasdon’t always need it. For instance,
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while trying to obtain high autonomy with a datas&dor a commercial web site, the control
scope can stop at the data base component levarie T§no reason to extend it to the whole
system of web design. There is always a questiomaddnce and resource allocation
(including costs) when deciding in which of the #eracubes (from the axis intersection) a
system is placed.

3.5 Autonomic computing architecture

Success in meeting the challenge of system contplexbased on two main factors.
The first is the invention of new technologies, @peally the establishment of autonomic
computing and self-management specifications. Hoersd contains the architecture itself
of the self-managed system, as it needs to fdfill exploit the autonomic specifications
appropriately. The right architecture is the keytoviding the levels of autonomy within a
system. Again, the objective is not to create aedetbp an advanced form of Al, giving
computers human-like ‘common-sense’ or reachingdntavel intelligence with them (or
solving a problem of artificial intelligence). Tlgeal is to help humans, by offering them an
support with system management tasks. It is abmlvieg the systems so that humans can
better manage them.

IBM’s whitepaper [IBM (2006)] specifies three goalhen creating an autonomic
computing architecture:

* It must describe the external interfaces and behnswvequired of individual system
elements (at all levels)

* It must describe how to compose these elementsaddhey cooperate toward the
goal of system-wide self-management.

* It must describe how to compose systems from tekseents towards the objective
of whole-system self-management (how do componamné&act, are organized,
communicate etc.)

3.5.1 General architecture

The general architecture of an autonomic computipggtem is based on building
several level blocks, which are then composed $arasself-management capabilities. The
blocks interconnect via service bus patterns, atigwcollaboration and communication
using standard mechanisms, like web services. Tdrerseveral elements that integrate with
the service bus:

* Manageability endpoints- the standard manageability interfaces for managed
resources (touch points)

» Knowledge sourcesthe sources of data and information that theegystses

» Autonomic Managers the core entity of autonomic systems that impleisi¢he
autonomic loop

» Manual Managers- the human management related part of the aut@n®yatem

The composition of these blocks is shown, accordinthe IBM blueprint, in Figure
10.

30



Manual
Manager
Orchastrating
Orchestrating Discipling
Autonomic Knowledge
Managers Sef-  Sef  Sef- S Sources
ConfiguringOptimizing Healing Protecting

Taouchpaint

Autonomic

Managers -
Tauchpaint %

Managed @

Resources

Servers Storage Network Database / Application
Middleware
0 Iraligam
amnd

Figure 10 : The Autonomic Computing architectureBM (2006)]

The architecture presents five horizontal layerkictv are all coupled to knowledge
sources.

« Managed Resources The bottom layer, which contains any componednthe
system that needs to be managed. These compopemes¢urces) make up the IT
infrastructure. They can be of any type, softwarehardware, and even have
embedded self-managing characteristics (i.e. a bat® with certain intelligent
management loops etc).

» Touchpoint— Consists of the management interfaces that sed to communicate
with the resources. Touchpoints assure the comratiorc between the resources
and the superior levels of the autonomic compudirdpitecture. Touchpoints must
sense any modification or behavioral change wighrtftanaged elements and report
it to the touchpoint autonomic managers in turn.

* Touchpoint Autonomic Managers The layer the implements the autonomic
functionalities via the intelligent control loopBouchpoint autonomic managers are
responsible for the implementation of the C.H.Quihciples, by using a four state
intelligent loop: monitor, analyze, plan and exed{MAPE-K loop).

* Orchestrating Autonomic ManagefrsThe higher level of adoption for the CHOP
principles, with orchestrating managers that regreaveral touchpoint managers
according to different areas of the system. Theyalty implement an overall
intelligent control loop (the loop of loops).
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Manual Manager The last level, which proves that autonomic cotimguadoption

is done towards the evolution of current architextuThere is always the IT expert
that will benefit from all the four layers undertigaand manage the system at the
highest levels (business) using advanced and fsiarser interfaces.

Knowledge Sources The element that relates to all of the five layef the
architecture, and which contains all the informatand knowledge regarding the
system’s management. Knowledge sources are therateatement of the
architecture, and the information within relate &mtministration policies, system
topology, architectural organization, configuratigrarameters, symptoms and
diagnostics, business rules and best practicesTlkécchoice of implementation of
the knowledge bases is not specified by IBM, ascam have several distributed
sources or one central source. Either way, thia dynamic component of the
architecture, as, similar to maintaining any knalgie base, it must be up to date,
synchronized and provide high availability.

The architecture provides a consistent view ovenfigaring the computing

environment on every aspect, from the technologioatponents to the IT process services.
ITIL describes the notion of &onfiguration Management DataBase (CMDB}) a
technology that tracks the configurable elementa afystem and the relations that exist
between them. Along with configuration and changmagement, CMDB is one of the
fundamental elements in the evolution of autonosyistems, and several industry players
provide their own implementations [IBM (2010)].

3.5.2 Managed resources

Managed resources make the first layer of the aubi; computing system

architecture. These resources can be of any typer dardware or software. Resources are
the most basic element of an autonomic system ianthe same time they, are the base
elements (as it is over these resources that anmpne adopted). They are divided into
several categories: [Normand (2007)]

Simple resources when the concerned elements are hardware (sighysical
servers, routers, printers etc.) or software (apfbns, data bases, OLAP cubes
etc.)

Combined homogenous resoureesr meta resources, that describe how the simple
resources combine together into logical resour€es. example, several OLAP
cubes concerning archive processes can be groupit a logical application of
archive in a hierarchical way. An important aspgeste is that combined resources
are homogenous (meaning several resources of the type are combined under a
higher entity)

Combined heterogonous resourcessame as the category above, just that the
combined resources are of different types.

Information Systera The whole IT system can be seen as a single nasdoo0,
similar to the combined resources. Actually it iscambined heterogeneous
resource.
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These categories are prior the one important aspiechanaged resources. In the
autonomic architecture they are presented as depammponents, but usually they coexist
and are related. Thus IBM doesn’t specify in thaepkint how they are organized, a
common way is to assemble them into hierarchicafigorations.

3.5.3 Events

An autonomic system is in a state of continuous itbdng and gathering of
information regarding its ‘existence’, and, accoglito specified rules and policies takes
actions based on this information. Events are ekibd over this monitored information.
According to IBM, there are two main types of eetimeless events and timed events.

Timeless eventare events which don’t depend on the time when theytiédggered.
One example is the filter pattern.

» Filter Pattern — the simplest of schemas, it verifies each eventsde if it
corresponds to the defined filter. If there is atahaone or more action rules are

triggered (Figure 11)

N [ 1 000
Trigger time

| Event Selector 1: [ |
. Response

Figure 11 : Simple filter pattern [Biazetti and Gda (2005)]

Timed eventsare events which are time constrained. There everal patterns for
timed events, such as:

» Collection pattern— events are collected periodically over a defitiege interval.
At the end of the period, the collected pattermaspared to the existing filters.

(Figure 12)

m 2 3 4

Event Selector 1: L]

Figure 12 : Collection pattern filter [Biazetti anézajda (2005)]

* Duplicate pattern- a schema specialized in identifying duplicatednds. If there
are several identical patterns during the defirgg tinterval, only the first one
(from the occurrence time point of view) is tregté rest being ignored.

» Threshold pattern-represents a schema of states. As events areeddbresholds
are selected (based on static (min, max) or dyndmverage) values). During a
defined time interval (fixed or gliding), these éBholds that are taken into
consideration for the schema matching. (Figure 13).
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Event Selector 1: [
Threshold: 4 events

1\/ 2-/ 3\/ 4\/
Trigger time

Figure 13 - Threshold pattern filter [Biazetti anGajda (2005)]

* Sequence patterr a schema used for detecting the presence/abseneghef
regular or irregular sequences of events, ovefiaatktime interval (Figure 14).

e TG WINCIOW ey

Event Selactor 1:
Event Selector 2:

Trigger

time

Figure 14 : Sequence pattern filter [Biazetti andajéla (2005)]

(3.5.4 Manageability endpoints

Endpoints are the level of interconnection betwiberresources and the superior levels
of the autonomic architecture, specifically the omaimic managers. A manageability
endpoint (or touch point) exposes the state andagement operations for the resources in
the system. It communicates with the autonomic marsa though the manageability
interface. Figure 15 describes a touch point adegri IBM's specification:

Touchpomt <

V' oo s
State, Configuration
. Relationships: Hosts, Users

Detalls

Managed
| Resource

Loge Events
Commands

Configuration Filag )

[ managea
Resource

)

\\_'\

~==__[ Managability
7 Intertace

Mechanlsms:

Figure 15 : Autonomic Computing manageability endipb (touch point) [IBM

(2006)]

Several components are described.

» Sensors- used to obtain the information and data fromrés®urces. There are two
states of functioning for a sensor: passive antyeach passive sensor will only
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collect the information without taking any furthaction to make this information
available. It will respond to information requeBtam the autonomic managers. An
active sensor, besides collecting the data, wslb dde in charge of sending the data
to the autonomic managers, without their speciliest.

» Effectors— used to perform operations on a resource. Effedtteract directly with
the managed resources, and, similarly to sensaveg, two operating modes: passive
and active. In the passive mode the effectors metity with given instructions
from the autonomic manager. In active mode effsctose complementary
information, such that they can trigger actionseblasn the information received.

* Managed Resourcethe actual resource on which the sensors aneffibetors act.

 Managed Resource Propertiesall the information that describes the resource, it
properties (parameters, state, configuration) atsd rélation with the others
resources (servers, users etc.)

* Manageability Interface Mechanismscontain the elements that are responsible for
driving the interface. The use of standard manatigainterfaces, such as the Web
Services Distribution Management (WSDM)[IBM (200b# one key aspect of the
autonomic computing architecture.

The manageability interface mechanisms are furtherussed because of their vital
role in enabling autonomic computing. Advanced na@itms for communication between
the interfaces were founded along with the initiatiof autonomic computing, based on
either adopted existing standards or the developmé&émew standards for exchange
management. The need of inter element and res@oroenunication, along with allowing
autonomic managers to execute their functions (tadng, configuration etc.) led to the
development of the WSDM standard. It is ratified the Organization of Advanced and
Structured Information Standards (OASIS), providingtandard for a common interface for
managed resources.

Further on, by collecting and aggregating log filkesormation for use by the
autonomic managers (especially for problem idesaifon and system recovery), a standard
was developed for event representatitve: WSDM event format (WERqually part of the
OASIS standards. By comparison, normally a lotimktis spent by system administrators
to look through hundreds of log files, in differdormats, on different machines etc, and
correlate the information manually. With the help the WEF standard, a unified
representation of these logs is done (nativelyyocdnversion), which in addition can be
used with autonomic managers. This results in @ldoadvantage. First, having a unified
form of representation, already gains the admatistrvaluable time from doing it himself.
Second, by integration with the autonomic managaren more time is gained as many of
the tasks will be executed in an autonomous manierlBM survey carried in 2005
recorded up to 40% time reduction spent in prob#Eermination and resolution, in
enterprises which adopted the WEF standards. Merethis figure was the result of the
adoption of the standard (first advantage), witteoyt autonomic implication. In addition to
the time reduction, it eliminated the critical rumé errors, improved the availability and the
guality of services (the ultimate goal), and mirded the delays with client production
schedules. On top of this, the implementation dbaomic managers further improves the
system, allowing the functions to be executed intelligent loops.
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Another standard for the manageability interface the Solution Deployment
Descriptor (SDD) [IBM (2008)]. The solution is faged on the self-awareness of software
resources, as it enables software to identifyeitgtions and dependencies within the system.
This leads to understanding how elements are cadbamd more important allows the
development of impact strategies (how change affdbe systems). Self-awareness
information facilitates installation validationsemgendency checking, dynamic changes
support and finally high availability. IBM survegarried in 2005 showed that organizations
using SDD technology realized up to 30% reductiorihe time of solution deployment,
while equally gaining up to 50% in the productivitiypackaging staff.

Several elements are specified with the developwieméw standards, such as:

» Symptom specification along patterns and schemas of events, symptooddsbe
specified in a common manner for problem deternonadr resolution activities

» IT policies specificatior a unified format for representing IT policieslarusiness
objectives

» Change request managementonsisted methods to treat changes within &syst

* Information consolidation- a standard approach to obtain unified infornmtio
consolidated into a single CMDB

3.5.5 Autonomic computing managers

Autonomic computing managers form the third layértlee autonomic computing
infrastructure. The autonomic computing managehéscore of the autonomic computing
adoption, because it is responsible for automatimg IT self management functions
[Parshar and Hariri (2007)]. Basically it is an lempentation that automates management
functions and externalizes these functions accgrdin the behaviors specified by the
management interfaces [IBM (2006)]. It implements iatelligent control loop, as seen
from the architecture, via which it collects théommation concerning the system, analyzes
it, elaborates plans based on the analysis outjgliegecutes the changes according to these
plans. These four actions form the MAPE-K loop (Mon Analyze, Plan and Execute over
a central Knowledge source). Figure 16 shows thiédibg blocks of the autonomic
computing manager according to IBMs specificatiomsth the connections to the
manageability interface via the sensors and effecto
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Figure 16 : Autonomic Computing Manager [Miller (208)]

%3.5.5.1 Monitor

The monitor function has the role of gathering,raggting, correlating and filtering
data from the managed resources, via the sensoageahility interface until a symptom
that needs to be analyzed is recognized. Symptoesaastructed based on the monitored
data and express the current state of the systesymfptom doesn’t necessarily mean a
problem as it may be misinterpreted. For exangpgmptom would be the query response
time when performing data retrieval operations oxettata base, or the quantity of used
RAM memory on a physical server. The elements d@hatobserved during the monitoring
phase include topology information, events, varimedrics, configuration parameters etc.
During the monitor state the manager can eithen lbePUSH’ or ‘PULL’ mode, according
to the sensors. ‘PUSH’ means that the sensorscéire aand they send information to the
manager. ‘PULL’ means that the sensors are pasaia that the manager itself retrieves
the information from the sensors.

Monitoring involves capturing all the elements ddsng the properties and
characteristics of the environment (either physaabirtual). The sensors that are used to
perform the actual operation of information retakwan either be hardware (i.e. a
temperature thermometer for measuring the CPU leel) or software (i.e. the MS
Windows Task Manager, for the resource usage witheat processes). A first phase is to
filter out the elements that are non-interestingtiie autonomic manager. For example, it is
pointless to measure the CPU temperature whenaimitpRAM allocation policies. This is
why, most of the time the type of sensors and thaeitored elements are resource specific.
Accordingly, autonomic computing architectures iifgntwo types of monitoring
[Huebscher and McCann (2008)]:

» Passive Monitoring- as a monitoring that is done ‘on-demand’, usupdyformed
by the IT expert. For instance a ‘top’ and ‘vmstad@mmands under Linux, which
display the CPU and Memory usage statistics. Alsteu Linux, the ‘proc’ folder
contains all the runtime system information that ba of interest for anyone trying
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to manage the OS, such as: the hardware configarafithe machine, the mounted
devices (media stores, disks, USB devices etayank interfaces etc.

» Active Monitoring—implies that the monitoring of resources is doo®@omic at
software level by the modification of the applicats implementation. For
example, when monitoring an OS, such modificatimrsmeant to capture function
or system calls that are able to return the interg#nformation. Active can be seen
as an extension towards autonomy, as is no lofgelTt expert that handles the
task. As an example, the ProbeMeister [Object Besvi& Consulting (2002)] is
able to insert probes into Java byte code (meaapgication behavior can be
modified during execution by the insertion of otfara code).

One important question with monitoring is: from #ets of performance measures and
tools, which are the most interesting for managindynamic environment? Interestingly
[Zhang and Figueiredo (2006)] observed that onlgnaall subset of available metrics
provides 90% of the needs. The tendency is towadtiye and dynamic monitoring to
facilitate autonomy. For instance, the proposit@nQMON by [Agarwala et al.(2006)]
consists in an autonomic monitor that adapts thaitmong frequency and data volumes,
with the purpose of minimizing the continuous moriitg overhead while focusing on
utility and performance data. It also points owttimonitoring Service Level Agreements is
an important factor for the quality of service asldould always be considered while
monitoring systems.

53.5.5.2 Analyze

This function has the role of analyzing the symmonbserved by the monitor state.
For example a symptom that indicates an increatiecimuery response times of the OLAP
bases on a server might be an indication of a teettrease in the servers performance (or
the adding of supplementary servers) so that resptimes are kept within the required
specifications. Based on the analysis outcome, wijcanalogy are the diagnostics, a set of
plans are made for the next phase. The role o&tiadysis is also predictive. Based on the
results from previous loops, the autonomic compuiranager can predict future behaviors
and suggest configuration modifications within slystem in the analysis phase.

Analysis includes two ways of functioning, similey the monitoring: passive and
active.

» Passive analysigefers to diagnostic assessment. Based on theanedisymptoms
a list of diagnostics is build that can be usedhier by the human expert. It is like
going to the doctor and having a machine tell el diagnostics, after which the
doctor prescribes you with the medication. It iBechpassive analysis because there
is no action proposed or taken, thus the MAPE-Kplas broken from the
autonomic point of view. In this case we can spefadelf-diagnostic.

» Active analysisadds action taking to the operation of diagnossseasment.
Alongside the list of diagnostics, a list of possibctions is integrated. Based on
these actions, the MAPE-K loop works further whieit planning and execution (of
the ones that can be rendered autonomic, of course)
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Analysis is crucial in the autonomic process, angriesented as the most important
phase. Failure or incorrect data can lead to ingr@gtions and even system destruction
(e.g. an airplane trajectory analysis that insteacdomparing meters with meters compares
meters with feet).

13.5.5.3 Plan

Planning has the role of assuring a planning giyater the actions send from the
analyze state. Planning uses policy specificatmibuild the plans, and it can vary from
simple changes to a single resource to complexgdsato multiple resources and resource
groups. There are two possible scenarios for ptanactions. Either the plans are already
known, in the case which the role of the blockoiglhoose the right plans and to send them
to the execution. Or, either some of the plansrateknown so strategies must be build
according to the required modifications. For inst@nlet's consider a requirement for a
restart of the logical server and the physical rireclon which it is running. For stopping
them first the logical server will be stopped, thbe physical machine. When restarting,
first the physical machine is turned on and thenldigical server is started.

Planning involves, in the broadest sense, taking @onsideration the data from the
analyze phase, and translating it into the requitkdnges for the managed resources.
Sometimes overlooked, this phase actually is resptanfor the outcome of the changes.
Analysis indicates what to do, execution providas actual execution mechanism but is
planning that establishes how to do it. Consider fillowing example: on a server a
restarting of services is required due to an appbo upgrade. As services depend one upon
the other, the element of planning which indicakesorder of starting them is vital. Failing
at this means failing at reputing the system or{i8tejanovic et al.(2004)].

There are several types of representing plannidigiee. The simplest would be the
definition of Event-Condition-Action (ECA) rules, hich act upon both analysis and
planning. They can directly provide the plans fr@pecific event combination. ECA
policies take the form of “when event occurs andditboon holds, then execute action”. For
instance, “if the average query response time foOBAP base is over 5 seconds, and the
amount of allocated RAM memory for this base iobeb% of its size, then increase the
allocated RAM memory by 10% if its current valueThere are several examples of such
policy languages and applications in autonomic adimg, such as [Lymberopoulos et
al.(2003)]. One of the issues with ECA policiedhat they scale very poorly. With large
systems where there is a consistent growth in theber of policies, coherence between
them becomes very hard to assure. Another liroitatif the ECA approach astateless
configurations. A stateless configuration implikattthere is no information on the state of
the managed resource and the autonomic manages oglly on the imputed monitored data
for analysis and planning.

Further, the authors of the study suggest thatfir better to render processesteful
by keeping information on the managed resourcdsstate, which in turn can be updated
progressively through sensor data and also carsée o enable reasoning. This led to a
more complete state approach: keeping the stateeaéntire system along with the state of
each managed resource, thus leading to the sal eatbitectural model-driven approach
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An overall system is created by the autonomic managsually called tharchitectural
mode] and that reflects the environment, behavior, irequents and goals of the autonomic
system. The model is in turn updated with the naved data, and any decision or action
that it proposed is bound to reflect the latestngea (thus avoiding synchronization
problems). One of the main advantages of the miodetd architecture approach comes
from its mirroring capabilities. This way, a guates for a good outcome of a plan of
changes is assured, by already successfully teftexghanges on the mirrored model. Any
failure detected in the mirrored model would stiop thanges from taking place in the used
model, while the used model would have never stpperking and providing services.
Even if it can be interpreted that the use of tlwelah-driven architecture is opposite to the
use of ECA rules, it is not entirely true. Actuallhe two share common points. For
instance, any failure or ‘healing’ functions of ti@del would be represented as ECA rules
(as the action to be taken or simply a rollbaclcfiom).

Policy-Based adoption planning usually uses pdi@eabled via ECA rules, which
determine the actions to be taken under certaiditons and events. Generally they are
elaborated either by system administrators or siomast translated from the technical
documents. This is the simplest approach to eldibgraplanning strategies and is
confronted with the problem of coherency. Thisgealled by [Lupu and Solman (1997)], as
an event my satisfy the conditions of two differ&@A rules that run in parallel, and the
outcome of one rule is an action that contradicth the other satisfying rule. More difficult
is the detection of such situations, as most aftlagise at runtime (and not at conceptual
level). In such cases a human expert intervenaeduired to modify the rules in the loop
and solve the observed conflicts, each time. Onother hand, an architectural model is
bond to represent a system, containing two elemehés system components and the
component connectors. A system component is anagaghresource, with no specification
to the level of detail (be it an entire physicatvee machine or a simple data base). The
connectors are the formalization of the connectimgtsveen the components. The nature of
these relations is not specified, therefore commecttan be seen in any direction
Nevertheless, the architectural model does notritbes@ precise configuration, rather it
offers a number of constraints and propertiesahatstem must fulfill in order to be labeled
as an implementation of the specific model.

One question of architectural model-based planrgngf course, how to represent the
model, what language to use? The answer lays Avithitecture Description Languages
(ADLs), such as Darwin or Acm®arwin is one of the first ADLs, as a result of the wofk
[Magee et al.(1995)]. The formal representatioraislirected graph in which the nodes
represent the managed resources and componentthearafcs represent the connectors
between them. In this case the connectors destirébéinks between service provider and
service demander components. The example givenstemd a number of service offering
servers and a humber of service requiring cliehite idea is to guarantee that every client
demand is satisfied within the threshold of theviser levels. If the current number of
servers is unable to provide these services, neverseare added in order to return the
system to a valid model state. With this appro&ehne is a copy of the architectural model
in the knowledge source of each managed autonoesource. By distribution of the
managed system model, the system avoids the ddsviofaproblem detection and failure
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with the entire system, which a central architesdtunodel is prone to. The disadvantage of
the distributed approach is keeping up-to-dat¢hallcopies from all the managed elements
(usually achieved by autonomic broadcasts of ttestaversion of the model, implying that
we can reach any component starting from any atbemponent in the architecture graph).
Another ADL isAcme.lt is an adaptation framework that uses an architeictnodel that
detects any need of adaption within a system [@Gatad Schmerl (2002)].

13.5.5.4 Execute

The fourth function of the autonomic manager isxtecute the plans received from the
planning phase. The changes which affect the maheggources are performed using the
effectors. An important part of the execution isoalo update the knowledge base with the
latest changes to assure consistency.

Autonomic managers generally use policies, spetifios, goals and objectives to
drive their functioning. This means that the kna¥ge IT experts have on system
management should equally be present in the kngelbdse. The knowledge extends the
capabilities of an autonomic manager, by specifiovkedge types such as: new symptoms
definition, new diagnostics etc.

In its current presentation form, the autonomic poting manager offers flexibility to
the degree of autonomic adoption. System admitisgacan freely choose what functions
and to what extent are they executed in an autonsnmaanner. For instance, one may
choose to only implement the monitoring phase b&e@wonly needs raised alerts regarding
the state of critical elements. The potential axtior changes are done only manually by the
IT experts. Another scenario can be autonomic aolomiver the planning and execution
phases. The human expert specifies the modificattbat must be made and leaves the
autonomic system to plan them in the correct caghelrexecute them accordingly.

3.5.6 Manual manager

The manual manager is an implementation of the Wderface (UI) that allows IT
experts to manually perform some of the managefiueations and to supervise the entire
autonomic process. Being on the top layer of th#raamic architecture, the manual
manager collaborates with the orchestrated autanamanagers or with other manual
managers (that is other IT human experts). It guaplies that there is always a human
expert that interacts with it and no autonomic $aste done at this level. A manual manager
can also enable human experts to delegate managemmeetions to the autonomic
managers. User interfaces are very different angt dapending on the purpose of the
management process. Still, there is an effort tdwathe usage of common console
technology management, with the goal of creatingoasistent human interface for IT
infrastructure components.

Autonomic capabilities of self-management systerasfopm tasks that are either
autonomic or delegated by the human experts, acaptd policies, goals and objectives.
Certain tasks may be chosen deliberately to be hiraadled by the administrators, and the
interaction between them and the system is graatfjyoved with the use of common
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console frameworks that exploit industry standamdd promote consistent presentation to
IT professionals. The functions of these consotesdéverse, from simple setup operations
to configuration operations and run-time monitorargl control. The role of the managing
console is to help with tasks and activities relate service management and service
delivery, by aggregating service related informatidhis information is extracted from
various knowledge sources, such as: the CMDB, tipea states, policies, goals and
objectives. The aggregation operation is very irtgrdras it is based on the upper levels
information with activities delegated by the humexperts. As the level of autonomic
adoption increases, so does the level of delegatd (passing from low to high level
tasks).

The efficiency and client value of an integrateliliSon console is measured in the cost
of ownership (by the level of efficiency with itglministration), and the decrease of the
learning curve when confronted with the additionnsfw elements to the environment
(software products, hardware resources etc.). Aebéitegrated console leads to gaining
substantial time for the users (both administrasord clients) and avoids (or reduces to a
minimum) the learning curves for new products. €hexmon console architecture is based
on standards (i.e. the Java API extensions JSR J%R, 127), and it can be reused and
extended to offer any required functions, basetherexpert’s needs.

3.5.7 Knowledge source

The knowledge source (KS) or base (KB) is the amfréhe autonomic computing
manager. It is presented as any implementation i@gastry, dictionary, database or any
other repository that provides access to the inftion according to the interfaces of the
autonomic architecture [IBM (2006)]. However, tHadprint does not provide information
of how the knowledge source is organized (singletreéized source, distributed sources
etc.) nor how the information is represented (dadaliables, ontologies etc.). Nevertheless,
what is specified is that several aspects of theremmic architecture should be contained in
the KB, such as [Normand (2007)]:

 The topology of the concerned autonomic resourceh sas the architectural
organization or the hardware and software the resauses. For instance, an OLAP
server with several OLAP bases is described in khewledge base with its
resource consumption (RAM memory, CPU, storagedaippaand its links with the
organization of the OLAP bases (which bases ardherarchive, which are for
reporting purposes etc.).

e Activity and logging of the concerned autonomicogse, meaning that all past
events and activity is saved. This in turn is sefeml according to needs and
specifications: monthly, trimestrial, archive etc.

 Management policies, meaning the totality of busingolicies, service level
specifications, best practices, advice concerniggpurce allocation, parameter
configuration etc. This type of information origtea from multiple sources: readme
documents, technical forums, IT professionals oxpegence and practice, etc.
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IBMs description knowledge source points towardsodaborative direction, where
different sources from different autonomic managens communicate and aggregate over
the hierarchical levels of the AC architecturebésically extends the capabilities of an
autonomic manager. An ACM can load knowledge frewesal sources and choose what is
relevant and what should be ignored. This way stiecter of the possibly automated tasks
increases over actions such as symptom pattergmi@m or policy application.

Even if the knowledge source is presented as thet lné the autonomic computing
manager, it impacts the entire AC architecturesThiwhy the existing literature expands its
borders and speaks of knowledge base represenfatidine entire autonomic system. The
organization of the knowledge sources within theltknowledge base is left to the choice
of the implementation of the AC adoption. Startingm the diversity of the knowledge
available, the survey of [Huebscher and McCann &J0fresents several methods for
representing knowledge in autonomic systems, frdnchvwe remind:

e Utility — an abstract measure of the customer benefit.eTher several ways of
measuring utility, such as the amount of availat@sources or the quality and
availability of a resource. For instance in an OLgdPver where resource allocation
is an issue between the OLAP bases, the utilitgaisulated as a mixture of the
amount of allocated resources for each base arfth#@scial costs, its importance
and priority and the average query response amdlasibn times obtained with that
allocation. Another example is in a resource piomisig system, where the utility
is computed as a combination between the costafeabd workload redistribution
and the cost from the power consumption [Osogarai.E005)].

* Reinforcement Learning is used to establish future actions and polibeesed on
previous management activity. One of the most dagys of reinforcement
learning is to try different actions and obserwgirthesult and consequences [Sutton
and Bart (1998)]. The advantage of reinforcemeatrieg is that it doesn’t require
explicit models of the managed system, from whdse use with autonomic
computing adoption [Dowling et al.(2006)]. The digantage of reinforcement
learning is its poor scalability with large systeméere there are a big number of
states and the capability of learning from prolimgeriously impacted. Because of
this, several hybrid models have been proposeéduoce the time to converge or
the number of states with the system [Tesauro.(@04l6)].

» Bayesian Techniques Refer to probabilistic techniques for self-managetnas
actions and decisions are taken in autonomic waged on probabilities and
chances. In [Guo (2003)], it is shown how Bayesraiworks are used for
autonomic algorithm selection with the purposeioflihg the optimal algorithms.
Also, reinforcement learning feedback loops basedcast assumption has been
used to attribute costs to self-healing equatiamsfdilure recovery, presented in
[Littman et al.(2004)]
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3.6 Integration with artificial intelligence

Artificial Intelligence (Al) has a strong integration with autonomic computing,
especially with the knowledge base and feedbac&aspAl can be used to the prior phase
of transforming the non structured knowledge whdarives the ACMs into structured
knowledge that the ACM can understand (machine nstaiedable format).

3.6.1 Concepts

The definition of Artificial Intelligence has beehe object of numerous works from
both scientists and philosophers. In the anciereG, Aristotel described the human being
as a ‘rational animal’ and established the studylogfc by formalizing the syllogisms,
putting thus the bases of what is nowadays catiggligent reasoning [Mozes (1989)]. The
objective of Aristotel’s works in this area wasuonderstand and explain how the human
mind works (thinking and reasoning). A syllogismai$wo-proposition logic, also known as
the premises, that lead to a third propositiony &lsown as the conclusion. An example is
shown below:

Table 2- A syllogism example

Minor Premise All humans are mortals
Major Premise All Greeks are humans
Conclusion | All Greeks are mortals

The first two are the premises, a minor and a maj@;, and are always considered as
true, thus verify the outcome of the conclusionisTWas the first formalization of the
human deduction ability, and by extension of ouowledge. According to [Badiru and
Cheung (2002)], it was much later on, in th& t&ntury, that new approaches were made in
this area. An idea that our thinking and reasomiray be formalized under mathematical
form was issues by Thomas Hobbes, also known agréimelfather of IA. He concluded that
if a machine is capable of doing complex mathemabbperations, then it should be equally
able to duplicate and imitate the human thinkiniyaséor.

Yet, the real advancement with IA was yet to coméhe 19 century, when the bases
of the first computing machines were developed. Hmglish mathematician Charles
Babbage layed the foundations of a calculus machimger the influence of Blaise Pascal's
and Gottfired Leibitz’s works. In 1833, he was wiak on a programmable analytical
machine which was able to take decisions (the ttoadilly IF-THEN-ELSE) similar to a
nowadays computer. Another English mathematiciaagr@es Boole, formulates the bases
of today binary logic, corresponding to the twdesatrue or false, 1 or 0. It was the birth of
the digital logic. [Alesso and Smith (2006)] indies that in 1931 Kurt Gddel has
formulated the incompletion theory, that was a magmtribution to the mathematical (and
afterwards the computing) worlds. His theory shdhat for certain problems there is no
solution, thus creating spaces of unresolved pnableGodel is also called the father of
computing as we know it today. In 1938, Claude $hamakes a proposition towards using
boolean logic in a machine (or computer). Furirein 1945, an American (of Hungarian
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origins) physician and mathematician, John von Neum proposes the fact that (now well
under development) computing machines should beabtepof more than rendering
predefined operations and processes. He proposesnfiiementation of simple logic to
allow machines choose their ‘execution paths’ fissweral alternatives. It is Alan Turin that
will consolidate the bases of the Al, and is alsown as its father. The concept of Turing
machine combined with the Von Neumann conceptssléadhe development of the first
programmable machine: the computer. We can seeigard- 17 the evolution of Al
throughout history from Hobbes to the creationhaf tomputer.

[ By
MCCARTY |
e
| voma |
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BABBAGE
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Figure 17- The history of Al [Normand (2007)]

In order to compute the level of ‘intelligence’ afmachine, Turing has developed a
test, also known as the ‘Turing test’. The perfano® of an intelligent machine was
computed by its capacity of handling a normal hurnanversation with another human
partner. The human would state facts, ask questionb try to get answers from the
machines, whereas the machine would try to resporal fashionably manner to all the
requests, asking in turn questions and performagaganing on the learned facts. A recent
example of such behavior was made with Anéficial Linguistic Internet Computer Entity
(ALICE) [A.L.I.C.E. (2010)]. ALICE makes use of the LISBnctional programming
language. Functional languages allow the formatimabf concepts, and were developed
form the early 50s, with the inventor of the LISthduage John McCarthy. Other similar
functional languages are Prolog or Camel.

Today, Al is part of several domains, which leadttodevelopment and application
cases. Among these, we mention:

* Natural Language Procession (NLR$ mainly used in text mining for understating
the meaning of words and sentences (semantics)e Sunits applications are
automated text translation, grammar and semantieyzers, orthographical
assistants or event voice recognition.

» Visual Intelligence- used especially for form and visual pattern recagmi(such
as face recognition); recent advancements use #gain eye vision.
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* Robotics—construction of more complex robots with automatmvement gestures
and sensors, reaction and feedback to the envinoinete

» Learning— a more sophisticated domain, split into supedviaed non-supervised
learning. Supervised learning is based on exigtimgwledge and case scenarios.
Non-supervised learning bases on its own feedbemteps, thus it must ‘create’ the
knowledge.

* Reasoning- describes two research areas: deduction andgtreeness. In the first
case, based on a series of given facts and usingni can deduce a list of
conclusions. With pro-activeness, an intelligenstegn, in addition from the
deduction, will act based on these conclusions.

* Knowledge Engineering related to the NLP, this research area of 1A relateall
aspects of knowledge transformation from non-stmeézt (in any form) to
structured machine understandable format.

3.6.2 Multi agent systems and autonomic computing

In the context of autonomic computing systems, &l is done withMulti-Agent
System (MAS)A MAS is a system composed of a suite of inteligparts (agents) that
exchange messages between them in order to help soimplex problems [Wooldridge
(2009)]. A MAS is usually used in situation wheresiagle monolithic structure is not
enough to solve the problems. The advantage oA& M that it allows the resolution of
very difficult problems, on distributed systems, igfh otherwise would have not been
possible. The disadvantage is that the architecisirenuch harder to implement and
maintain.

There are several characteristics of a MAS, thet mgzortant being:

» Decentralization- there is no ‘mothership’ or single controllingtigy that follows
the functioning of the system.

» Autonomy- agents are semi or fully autonomous. Semi-aumoms agents function
in dependence with results from other agents, whilly autonomous agents are
capable of running all by themselves without arheointerface.

* No entire visibility— no agent has full visibility over the entire agegstem. The
area of visibility of an agent is proportional te communicating agents.

The application of MAS with autonomic computing éxplored by [Tesauro et
al.(2004)] with the Unity software architecture, evl the authors show the similarities and
some of the advantages and disadvantages usintytheThe traditional IBM adoption
model is around a central management point, whetieasUnity architecture aims at
achieving self-management of distributed autoncsgitems. What is noticeable with this
approach is that each autonomic element is “gaakdrself-assembly”. This is described as
each autonomic element knows in start only a héyell description of its goal (e.g. be
accessible only 24/7) and the contact informatioenthis (in the so called registry). An
entire process, from registry contact to servianitication and specific roles follows such
that the managed element is able to identify ieHje tasks related to the overall goal.
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An architecture for self optimization for a datat scenario is shown in Figure 18. It
implies the existence of a shared resource pomdeiithe usage of several application
environments with the goal of optimizing the resmurallocation for each of the

environments.
Resource
Arbiter

UV wﬁi\

/'

Application U.(5.D Application U.(S. D)
Manager | 1™ Manager (S,
Router Servers |F{outer| | Servers

Application Environment 1 Application Environment 2

w

Figure 18 : Self optimization architecture for a da center scenario [Tesauro et
al.(2004)]

U is the service utility function for each applicatj and it depends d§ the level of
service for the environment, ab the demand for services in the environment. Asitha
constant changing function, there is a constand h@éalance the resource load such as that
the sums ofJ is maximal. This is the role of the resource arbitvhich allocates resources
based on each ones demand and its service lewalb. dpplication manager disposes of an
agent that modifies the application parameters,uesig or freezes resources and
communicates with the arbiter in this process. djwgroach is easily scalable, suitable for a
dynamic environment, where applications come and Tg® arbiter has an autonomic
computing manager that decides through the looméweresource allocation, while taking
into consideration the messages from each appitatitonomic manager.

3.7 Conclusion

Autonomic Computing was presented in this chapsea @ossible solution for the IS
management key problem: system complexity. We haesented the main autonomic
computing concepts, with the four autonomic purpogbe CHOP) and the AC adoption
model for the different systems and levels of aattbom. Next, the core of the autonomic
model, the autonomic computing manager, was ddtadle the entity who implements AC
via a closed intelligent loop: the MAPE-K. We hastaidied how AC has already been
applied, and how the field of Artificial Intelligee and the Multi Agent Systems provide an
alternative approach of autonomic systems.

The question that we were trying to answer, aslawith the previous chapter, is if
autonomic computing is suitable for IS managemmthelping the IT experts with those
low level tasks by passing them to the machine. ddramon applications such as IBMs
DB2 optimizer [Markl et al.(2003)] or the MicrosadBQL Server ‘black-box’ [Mateen et
al.(2008)] show the orientation of the industry &ods task automation, and reinforce the
fact that solutions such as autonomic computing/igle alternatives.
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As presented from the autonomic manager descriptlom heart of the ACM, and
subsequently the entire AC architecture, are kndgéebases. IBM specifies their existence,
but doesn’t impose a certain format or standarkhofvledge representation. This is why in
the next chapter we explore the AC knowledge mamagé aspect and the representation of
the knowledge bases with the help of semantic welriologies, namely ontologies.
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4 Knowledge Management

“A little knowledge that acts is worth infinitelyare than much knowledge that is idle.”

K. Gibran
4.1 Introduction

This part revolves around all of the elements priesk so far, as it focuses on the
knowledge engineering aspects: acquisition, tramsition, formalization etc. Knowledge
engineering is a very vast subject and covers r@hsawhere information treatment is
required with information systems. Everything frdext documents, data base records to
web sources, ontologies and ultimately human kndgdeis encapsulated by this research
domain. This chapter comes as a logical continndtiothe previously described items, and
specifically the core of AC adoptions.

The organization of the chapter focuses on a dpdoifm of representing knowledge
(which is used with our approach): ontologies. Waadly present the work that was done
with ontologies in collaboration with DSS and AChig is very important as it was the
starting point of this thesis.

4.2 The semantic web

One of the forms of implementing knowledge basesdab semantics (ontologies). As
this is the technology that we use with our appnpae make a detailed state of the art in
this section to understand where it started frasnactual state and future directions for its
development.

Web semantics is based on tverld Wide Web (WWWThe WWW is an enormous
source of knowledge, size being its greatest p@ndrits greatest weakness. Power because
if we search long enough we might find just abowgrgthing about anything. Weakness
because much of this mass of information is neisheictured nor organized. Sometimes we
search for hours to find the required piece ofimiation, sometimes we won't find it at all,
sometimes it is contradictory etc. So, face to thallenge, web semantics tries to bring
order into chaos. Tim Berners-Lee describes theasémweb as a ‘web of data that can be
processed directly and indirectly by machines’.zfi et al.(2009a)] empower this view
over the importance of web semantics and focusetherterm of linked data, with the
references and best practices of publishing andexiimg data on the web.

4.2.1 Semantic web concepts

The first attempts towards linked data dates fr@#51 when [Bush (1945)] described
the ‘memex’, a machine that was able to manageatgrand update) links between
documents, existing in the form of micro magnegipe. From this work, later in 1965 Ted
Nelson [Nelson (2010)] put the bases of the noti@nthypertext” and “hypermedia”, to
further work with Andries van Dam to develop thestiihypertext editing system at Brown
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University in 1968. The same year, finishing a wetirted in 1962, Douglas Engelbart
presents the ‘Mother of all Demos’, the first paldiemonstration of a hypertext interface as
part of the NLS system (an oNLine System for limkhypertext).

The major milestone contribution (and the fathetaofay’s web) was made about 20
years ago, when Tim Berners-Lee presented an ettdryper-based initiative for global
information sharing, while he was working at CERDERN (2010)] [Berners-Lee (1989)].
In this first article, he focuses on expressing svalylinking information systems, with all of
their elements: people, groups of people, softwardules, documents, hardware etc. It was
the first step towards linking data that didn'tdre to the same specific domain, but was
required to work together. The article also emptessithe introduction of hyper text and
common keywords.

In their book, [Alesso and Smith (2006)] link thieth of the web with the moment at
which Berners-Lee introduced the first notions amdtocols: URLs, HTTP and HTML.
These are the three main bricks for what the webday.

URL (Universal Resource Locatorpermitted to link each document with a unique
location on a network, allowing the localizationtéT ML documents in that era. Nowadays
an URL is used to identify any web page, every bawing its own unique URL (e.g.
http://www.sp2.fr). Having a unique reference facle page permits to link them with one
another and eliminates any ambiguities when aaugdsiem. The format of the URL is
described by the RFC 3986 [NetworkWorkingGroup &00

HTML (HyperText Markup Language)s a simple form of representing and encoding
documents, in a formatted way. It has been devdlojpem the SGML (Standard
Generalized Markup Languagpjesented in 196By Charles Goldfarb, project manager at
IBM. SGML is the first formalized markup language and wasdu®m exchanging
documents between printers. One of the key points MTML is that it allows not only the
formatting of text when interpreted and displaygdabweb client, but also allows users to
click on hyperlinks pointing towards any resourcthér http pages, images, sounds, videos
etc.)

HTTP (HyperText Transfer Protocol)is as the first (and current) protocol for
collaborative, distributed hypermedia systems, ®atnog to the RFC 2616
[NetworkWorkingGroup (1999)]. It is a simple bagicotocol for assuring client-server
requests (e.g. a web browser as a client requagsonses from a web page stored on a
server). A series of status codes are used toatedtbe functioning of the protocol, the most
known being: 302 Found, 403 Forbidden, 404 Not Boun

In 1994, based on the first web bricks, Berners-pats the foundation of th&/3C
(World Wide Web Consortiun)W3C (2010e)]. It is the main international start$a
organization for the WWW, in charge of maintainstgndards such as HTML, XHTML,
XML, RDF, SOAP etc. Any new format has to pass dligh five stages before reaching the
W3C recommendation label. These are: working d(#fD), last call working draft,
candidate recommendation (CR), proposed recommendat(PR) and W3C
recommendation (REC). Yet, due tot the constantlwtiem of standards, a W3C
recommendation is not final, having the possibility reach a new version of the
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recommendation if sufficient matter has been inioedi to make the difference (e.g.HTML
1.0, HTML 1.1, HTML 2.0).

With the creation of the W3C consortium, the growththe web and advances with
this technology were exponential. If back in 20{I3aconta et al.(2003)] evocates more
than 3 billions of documents with 500 million of ems, nowadays, in 2010,
[WorldWideWebSize.com (2010)] estimates over 2lidiil pages with more than 1,8
billion internet users (26% of the worlds populajio

4.2.2 Actual state

[Berners-Lee (2006)] outlined a set of rules foblmhing data on the web in a way

that this data becomes part of a single global dptee. These are known as the ‘Linked
Data principles’, and are listed below:

The usageof URIs (Universal Resource Identifieray a name for ‘anything’. In
analogy with the URL, URIs form the bigger clask.URLs allow the unique

description of web pages, URIs allow the uniquecdpson of all things providing

a unique identifier for each existing concept (ebgok, author, house, dog,
www.sp2.fr). The picture below shows this relation:

Figure 19 : The URI URL relation

Use HTTP URIs, such that the resources are avaitabkveryone. For example, if
we use the URCarFordFocusto describe the ‘ford focus car’ concept, it carrkvo
fine locally only, but it will not be available toothers. A
http://www.mycarexample.com#FordFodu&l will allow the identification of all
ford focus cars via the common http link, so tHeneo ambiguity.

Use W3C standards when looking up and recoveringtieg URIs. For example,
using theRich Description Format (RDFJo describe the URIs and the links
between them, or thBPARQL (RDF query languag) retrieve URI information.
This allows the definition of new URIs which reterconcepts already described by
existing URIs.

Last, URIs should not be isolated, but should exigt regard to other URIs, thus
relations between URIs is a must (hgp://www.mycarexample.com#FordFocus is
a http://www.mycarexample.com#qar

Still, even with these rules of describing web déitaling the required data is always a

challenging task, as we don’'t know where and hovotk for it. This is where search
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engines develop, with both syntactic (majority) ainantic capabilities, such as google,
yahoo or bing. Even a new branch of meta searcinescare developing, that permit
parallel searches on several search engines aathe time. To keep the information up to
date and the web ‘actual’ softbots are used to andrindex permanently the web pages.

We have mentioned the terms syntactic and semanttien speaking of data retrieval
over the web. Most of the current search enginessystactic values, with some meta
information via key words associated to the pag@sh page has a list of associated tags,
and the inverse selection is done when recoveriigl af web pages corresponding to a set
of given key words. This process works well, buhstimes can be tricky. The catch is that
it never provides with the information, but rathéth the web pages potentially containing
the information. There is no relation between tHasavords, and sometimes search results
can completely ‘miss’ the target (e.g. a searctsie2 Solutionsvill return results from the
Microsoft Windows XP SP2 package rather than th2 Sélutions company). Nevertheless,
current search engines such as Google [Google YR@Udpt sophisticated algorithms
including smart indexation, linking tags or pagekiag to identify the potentially good
results.

Concerning the semantics aspect, engines suchveer et [PowerSet (2010)], Hakia
[Hakia (2010)] or Swoogle [Swoogle (2010)] offems® semantics capabilities, relating the
search queries to the existing links between thieesponding URIs. Swoogle is specially
dedicated to searching over ontologies, thus owdl farmatted data that respects the four
rules of linked data. Some of them may even beldeps responding to semantic questions
such asHow old is Angelina Joliehut these aspects are far more complex and gethato
fields of natural language processing and semaotigprehension. Moreover, these search
engines are yet in their incubation stage, thusasheling constant need of advancement in
this direction.

One may ask: why speak so much of the web? The ensasimple: because all
information is out there. We try to manage an ¥W&-need all the information required to do
so, we need to adopt autonomic computing — we tleechost suitable form of representing
the knowledge bases. Knowledge representation @nvéb is the key, thus the relation is
direct and essential.

4.2.3 Limitations

The current state of the web and the distributeal@dge has several weak points,
some of which will be improved with larger adoptioh web semantics and linked data
practices. In the actual context of this thesiss¢éhweak points should be seen as equivalent
problems with managing IS.

Quantity of dataThe most common problem of information managementhie
guantity of information available. The number ofbmpages increases greatly each year,
thus any approach of treating all data is constchioy its mass.
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With the adoption of linked data strategies, somthe information can be reduced at
the interesting semantic data only, offering sigaifit reduction in the terms to search and
facilitating the indexing of the new pages.

Information completionthe second major problem derives from the quamtitdata
and concerns the completion of the information witlgards to the interest of the one
requesting it. Completion refers to the aspect ioflifig all the pertinent required
information. When searching and managing best ipescfor managing a decision support
system, we expect that the information concerng DS and not other types of IS. This is
not always the case, the page ranking algorithratogy working in the same way. Some
piece of information that almost nobody has memitibifeven if it may be critical) will
likely be skipped when searching. At the other emdjiece of information that is very
common and that everybody is aware of will alwagshibought first. This is logical from
the search point of view: one may not build thensiey of a house without the foundation,
roof etc., but without the chimney the house isuatile as it will fill it with smoke from the
fireplace.

[Triou et al.(2007)] present a rapport of 1 to Hedween what is called the visible web
and the invisible web. The visible web is the plat is indexed and referenced with a high
page rank by the search engines (what everybodyw®nand the invisible web is the part
with very few references (what only few people kijow

By increasing the number of links between the waes, according to the linked data
principles, we greatly increase the chances thairtformation concerning with our needs
will be recovered.

Search limitation — when asking for information sometimes we aresdawith a
ridiculous number of results. A google search fiecision support system management’
brings over 14 millions results. It is impossibiee to just click open each link (1s per click
= 162 days 24h a day 7days a week), not even sppeakianalyzing the content within
these pages. [Groison (2001)] shows that that 9Dfteocusers don’t search after the second
page of search engines, and that 95% only makéesivayd queries. Thus the pertinence is
well reduced and limiting the number of responsesery difficult. With web semantics
search limitation is hard to achieve, due to tlgh lmumber of direct related topics. This can
be reduced working over information quality.

Information quality can be seen as the pertinence of the informaliani$ brought to
the user when searching. By allowing the expressiomore complex requests (i.e. the
combination of ‘OR’ or ‘AND’ keywords or the use special characters such as “). These
‘artifacts’ permit in the same times the reduct@inthe number of results and potentially
increases their pertinence. Nevertheless, theditiéscare only used by 5% of the users,
from the same study of [Groison (2001)].

The real problem with quality is context awareneghe search engines, and this
existing problem is the lock to the evolution ofoirmation management today. The key is
web semantics.
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Example the search of ‘Decision Support Systems manageénneturns over 14
million results, but with no semantic implicatior®r instance, a technical article with the
title: Improving Cache Allocations with Essbase &#farehouses will never be found with
this search, although the issue is very well knoaviDSS experts. It is a specification of a
generalization: Essbase is a specification of theegal term Decision Support Systems.
Without the link specified, the search engine wit detect it.

Web semantics and linked data come help solvexamgle above, by creating links
between the Essbase software to the general Decssipport Systems concept. This is by
far the most important advance with web semantissthey permit both topology links
(generalization — specification) and inter condeis.

General data managememan be seen as the sum of all the above probleissthe
user’'s experience with searching the needed infbiomaThere are neither clear guidelines
nor methodologies when searching for it. Web seitsnand ontologies bring some
answers, but opened issues still remain.

4.3 Ontology

The concept of ontology has existed from humanqaityi. It comes from the Greek
terms onto, which meansbeing, and logos, meaning science. Thus ontology means the
science of being, and was introduced by Aristafigstotel (350 BCE)]. Throughout the
ages the usage of ontologies flourished withinpiégosophical world.

The evolution of information system brought ontedsgto the attention of the IT
experts, as a very powerful way of expressing kedge, especially over the WWW.

Definition. In 1992 T. Grubber defined an ontology, for IT, aspecification of a
conceptualization, ‘a description (like a formaksjication of a program) of the concepts
and the relationships that can exist for an ageat@mmunity of agents’ [Gruber (1992)].
He points out that their main purpose is to en&b@vledge sharing and reuse. An updated
definition of the ontology is given over 15 yeaasel, for the specific domain of computer
science by [Liu and Ozsu (2008)]. Here, an ontoltdgfines a set of representational
primitives with which to model a domain knowledgediscourse’.

4.3.1 Ontology concepts

The development of an ontology passes through akstges of evolution: controlled
vocabulary, thesauri, taxonomy and the completettre of an ontology. This evolution is
shown in Figure 20:
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Figure 20 : The evolution of ontologies [Lassila drivicGuinness (2001)], [Davis
(2006)]

The controlled vocabularys the first abstraction towards an ontology reprgation.
A controlled vocabulary provides with a basic wdyegpressing interoperability between
several domains, thus describing a set of commorsvand concepts that are generally
available (e.g. a physical server means the antaahine in both a hardware ontology and a
software ontology). Actually, its definition is &tl of terms, where a term is a particular
name for a concept. The strictness of this definiis given by the vocabulary registration
authority, with two general rules that must be eespd [Pidcock (2003)]:

» If there is a term with the same name for seveiffdrént concepts, then its name
must explicitly solve the ambiguity.

* If the same concept is referenced by several tetrag, one of the term is chosen as
principal, whereas the others are defined as synerof this term.

Example.Consider the following two phraseBhe cache allocations for the cube are
not optimal and | really enjoyed watching the Culbde word cube in the two phrases
doesn't reference the same concept. In the firsagqghit indicates a specification oflata
mart whereas in the second it indicatesnavie with no relation whatsoever between the
two. The other way around, when speaking of spetifin of data marts, we can consider
that the termsmultidimensional basandOLAP cubeare synonyms.

Glossary and Thesaurit’s the second advancement towards ontology.diditeon to
the controlled vocabulary, the terms from a glogdeave meanings associated to them.
These meanings are described in several ways,lygu&luman natural language for easier
understanding.
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A thesaurus is an advanced dictionary with semastations between the terms, such
as: synonyms, antonyms, homonyms etc. There isxplic# definition of hierarchies, but
certain of the term links provide the deductiorgeheralization-specification. An example
of thesauri is WordNet [Miller (2010)], a large ieal database for the English language.
According to the latest statistics, v3.0 of Wordientains almost 206941 concepts.

Taxonomy is an explicit hierarchical organization of a gas/. Taxonomies were
introduced in the 18centuryby Carl Linnaeus [Linnaeus (1731)], with a studeoplant
hierarchies. The main element of the taxonomy ésghneralization-specification relation:
iSA.

Example.The image below shows a very simple the taxonontuofians.

Human

Man Woman
/'isA ?isA\sA /isA \isA

Grand

San Father Fathar Mother Daughter

Figure 21 : Human taxonomy example

There is the overall generalization claklsimans with a division betweeMan and
Woman (a Man is a Human, a Woman is a Huadnderneath, the hierarchy expresses
concepts regarding the organization of a famal\56n is a Man, a Mother is a Womgic.).

In addition of the direct tree parent-child relatigheisA relation propagates on all the
levels of the hierarchy tree. ThusFather is a Maranda Father is a Human

Ontology the top level of the evolution, an ontology depsiothe taxonomy by
allowing inter concept links, not only hierarchidiaks.

Example.In the taxonomy example, the only arrow propentiese theisA The figure
below indicates some new links that transform th@nomy into an ontology. We can see
the existence of two new propertisgatherOfandisMarreidTowhich link concepts on the
same level of the hierarch}A Father is a father of Soim this direction only A Father
isMarriedTo a Mother,and this works in the opposite direction too asdaid by the
arrows,a Mother isMarriedTo a Father.
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Figure 22 : From taxonomy to ontology example

4.3.2 Structure

Let us reconsider the definition of the ontolotye formal, explicit specification of a
shared conceptualizatiofGruber (1993b)], [Gruber (1993a)]. Each of thensdats in the
definition indicates a specific part of the struetuof an ontology, and impacts its
architecture.

» Formal indicates that the ontology should be in a stahd@eally machine
readable) format that anyone is able to understand.

* Explicit means that the concepts in the ontology must beritbed each and every
one explicitly. Implicit relation deductions areadated via inference engines, but
the concepts must be explicitly described.

* A conceptualizatiomepresents an abstract model of a domain, thusaiheepts that
are used to describe a domain.

» Specificationshows that an ontology should is able to instamtihe general
conceptualization of the domain, and thus the §ipatibn is a complete description
of the domain at a given moment.

» Last, sharedis the key element, indicating that the ontologgdd be available to
everyone and everyone should be able to bringoitgribution to it. Therefore an
ontology express group common knowledge and natithehl single knowledge (it
can but it is not its purpose).

The elements from the definition above indicateadiethat there is no correct or best
approach when building an ontology, as it is a comity effort. The ontology model
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depends on the purpose, objectives and type of idioamal application we try to build, and
this proves to much to handle from start. The mead building an onotology is somewhat
comparative with a living being (as it develop<lifs thus being continuously predicted
towards change and modification. All these aspects well emphasized by [Noy and
McGuinness (2001)] in their guide of starting deypihg ontologies.

The elements that built an ontology are split ititeee categories: concepts, relations
(properties) and axioms (rules). From [Pretoriu@0@] the components of an ontology are
organized in:

» L —the lexical input for ontology concepts andtielss, defined as string sets

» C-—the totality of concepts that describe the dpetdomain

* H - the taxonomy of the concepts from C (g¥erelation)

* R-the relations that exist (apart ie@& taxonomy relation) in the specified domain
* The relations that link the elements from L witle ttoncepts from C and relations

from R.

e A —the list of axioms or rules used to describéediit constraints and deduction
elements.

* | —the specification of the concepts (also knowthaggroup of individuals)

The central component is tleencept Relating to [Bouaud et al.(1995)], a concept is
defined by one term, used to describe an objeicité@mtion or in extension. Intention means
describing the object by using the relating prdpert(e.g.John is very intelligent)
Extension means describing the concept by spedgifitsr rapport with the generalization
(John is a Father From this point of view there are three relasidvetween concepts:
subsume, part agindinstance

The subsumerelation represents the base of taxonomies, dsgrihierarchical
structures. A concept C1 subsumes another conc2pt C2 has all the properties and
characteristics of C1. For exampMan subsumes$-ather, as all characteristics of a father
are characteristics for a Man. TRart of relation describes aggregation over the concepts.
For instance, SingleChidlFather or TwinFather iathcthat they are a type of Father, and
together aggregate as Father. Finalgtanceexpresses the instantiation of the concept (the
leaf of the tree), such albhn Doe is an instance Fathewhere John Doe is the actual
person.

Properties are characteristics of the conceptsienontology, and are defined ower
domainanda range.The domain indicates which concepts have the réispeproperty,
whereas the range describes with which conceptsnitial concepts are linked (by the
property). For example, theFatherOfhas the domain dsather and the range &onand
Daugther

Properties allow concept distinction and help elate ambiguities througtefined
and un-definedconcepts. A defined concept implies the existeofca set of properties
(sufficient constraints) that permit the identitica of concept specifications. Alongside
there are the necessary constraints that are ceorgyroperties the concept must have, but
don't suffice to identify the concept specificatidro continue with our example, tkather
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is specified by thesFatherOfproperty which restricts that: for a concept toabtather it
needs to have at least one link with 8wnclass via thésFatherOfproperty.

One important aspect of structuring and definingpprties within in an ontology is the
‘property of properties’a property being defined as having several t{gesber (1993b)]:

» Symmetry- if concept C1 is related to concept C2 by prgpe, then C2 is linked
to C1 by property P. E.g. theMarriedTo property:John is married to Mary then
Mary is married to John

» Transitivity— if concept C1 is related to concept C2 by propBr and concept C2
is linked to concept C3 by property P then C1 ikdd to C3 by P. E.g. the
isFriendOfproperty:John is a friend of Mary, Mary is a Friend of Jatlen John is
a friend of Jack

* Functionality -a functional property can only have single valua éime. E.g. the
isMarriedTo property, as a person can only be married to arsop at a given
moment.

Last, the definition ofixioms or rulepermit the transformation of implicit in explicit
facts with the ontology. [Staab and Maedche (206BYw the importance of using axioms
and rules, especially with large scale ontolodiesheir turn, axioms are organized by their
role (e.g. the hierarchical relationsather is a Manindicates an axiom over theA
property). Rules in turn are declared as X -> Y wgh¢ represents a list of conditions and Y
represents a list of facts that are deduced frasettonditions. For examplé€ John is the
father of Jack and Jack is the father of Joe, thamn is the grandfather of Jo€his allows
the ‘population’ of theGrandFatherconcept.

The complexity of the ontology concepts indicatat tthere is a need for at least some
guidelines for building ontologies. Therefore, Tru@er in [Gruber (1993b)] distinguishes a
list of evaluation criteria for ontologies:

» Clarity/Completenesi#nplies that the ontology should ‘speak for itseliius should
be clear to anyone who uses it. In addition, amlogy should be complete form
the definition point of view so there are no undefl concepts from the domain it
represents.

» Coherenceimplies concepts and axioms are logical and are destying one
another. It is also a measure of evaluating thétgud the ontology.

» Extendibilitydescribes the level of ‘standardization’ of an ¢ogy. This translates
by how easy it is for others to reuse it and/oeedtit by adding new concepts,
modifying axioms etc. This reinforces the collalime aspect of ontologies. In
most cases, the creation of a new ontology fromtebris useless, as there are
existing ontologies that can be reused.

» Hierarchy granularity refers the level of detail that an ontology hashwiis
taxonomies. The deeper the taxonomies are, theshitjle granularity is and the
easier it is to add new concepts and reuse existing.

* Minimum semantic distandeetween the children that are siblings (share #mees
parent), expresses that similar concepts shoulkepé together. One guideline is
that a parent should have no more than twenty rerild
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4.3.3 The web pyramid

The web pyramid or the semantic web layer cake intagduced by Tim Berners Lee
with the W3C. Its purpose is to describe the vemidayers and steps towards the
formalization of data over the web, allowing itdiecome semantic and, ideally, trustworthy.
The web pyramid is shown in Figure 23.
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Technologies encapsulated in practical components

Figure 23 : Semantic Web stack or layer cake [Semyaet al.(2009)]

The evolution of the levels in the layer cake isnparable with the evolution of the
knowledge representation formalisms. It starts fthenmost basic levels, from the first URI
concept formalism and goes all the way up to tlefoand trust levels. We detail them with
regards to the technologies used by our approatbl@gies).

URI and Unicodewere the first steps towards the formalizatiothef web. As shown
earlier in the semantic web introduction, the UBhd URL) were the first meta-data that
allowed the unique identification of a concept.

XML — XML (eXtensible Markup Languag@y3C (2010f)] is the first structured form
of representing knowledge on the web. It derivdtedh SGML in order to suit the web
knowledge representation needs. XML is standardrffmrmation transfer and document
specification, and is still highly used today (iISOAP or RPC [W3Schools (2010)] Web
Services are XML derived and exchanged messages ana format).

The drawback of XML is that it represents purelytadatructures, there is no
intelligence associated with the represented elésrard there is no notion of semantic data
with simple XML. For the restriction of the datawsitures and the format of various XML
documents XML Schemas or DTD (Document Type Definitiosis used. This provides
constraints over the content of the XML document.
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Example.An XML representation DTD for the human kind ingdithe presence of the
xml tags of the elements human, man or woman éte.0TD will also constraint each man
or women to have an age and a name property, adst®v:

<human>

<man hasAge="30" hasName="JohnDoe"/> <!- valid -->

<woman hasAge="28" /> <!- non valid as it requirethe hasName property-->
</human>

XML Query[W3C (20109)] is a querying language which faatlts data retrieval from
XML documents (but also databases, remote web dectaetc).

RDF (Resource Data Format)s the language that introduces semantic capaisiliti
An overview of RDF is shown by [Grobe (2009)], wiite purpose of solving the XML
semantic ‘handicap’. In [Wang et al.(2005)] RDFdescribed simplistically as sets of
resources that connect to other resources throumbegies. Resources and properties are
identified as anything that has an URI or a valksgned.

RDF is the first ontology description language;tesanes used for the description of the
domain are known astatementsand are expressed under the formtrgslets (subject,
predicate, object)The three correspond to the elements of a simpiesee (subject,
predicate and object) , and RDF sentences can fressed graphically, from where the
nomenclature o0RDF Graph An example of a graph describing a person is showrigure
24. It is composed of two statements (tripléd&hn Doe, isFatherOf, Jack Doapd(John
Doe, isMarriedTo, Mary Doe).

haselohnDoe

/ase#isFatherOf

base#lackDioe

\MarriedTu

base#MaryDoe

Figure 24 : RDF simple graph example

Again, similar to the XML, simple RDF poses no resion over the data that is used
to build the sentences. Therefore, in analogy WithXML SchemaRDFS (RDF Schema)
[W3C (2010c)] was introduced, allowing specific abalaries to be used with RDF
sentences. RDFS is an extension to RDF and it allim expression of taxonomies as its
biggest advantage over RDF, with the introductidntie propertiessubClassOfand
subPropertyQf Another major RDFS contribution is the introdoatiof domain and range
definition for properties, including the major datges (char, string, int, date etc.). In
addition, a list of specific vocabulary properti®e added, such as tBeeAlsoproperty
allowing the reference of semantically related emts or thdabel allowing an equivalent
name (not unique) for the object.
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The drawback of RDFS is that it lacks the represtent of axioms and rules and their
support with reasoning (inference). ImprovementsRIDFS were proposed to try to
overcome this, such as [Delteil et al.(2001)]. cAla proposition for an interchange format
Ontology Interchange Language (Ol[Bensel et al.(2001)] was made in order to hedp th
development of RDFS, by permitting description togiethods for increased expressivity.

Ontology (RDF-S, OWL, SPARQL, Rules) is the superior level of expressivity in
rapport with the RDFS, by the introduction OWL (Web Ontology Languag@)vV3C
(2010b)]. OWL derived from RDFS by adding sevegabilities, most notable axiom and
rule inference and inference engine capabilitieewdtdays OWL developed to its 2.0
version with very high expressivity, thus openirge tdoor to new possibilities for
developing and working with ontologies. The usafdRolesin the next cake layer is the
natural extension that makes OWL so powerful. Gndther hand standards as SPARQL
are present for data retrieval from ontologies.

Figure 25 shows a comparison of the evolution advkedge representation forms
(with OWL on top). RDF is at the bottom with itspadility of representing a semantic
network, then RDFS with frame capabilities and fin@WL with the power of description
logic.

Description
Logics

Frame

semantics

Semantic
Network

visibility

Figure 25: Evolution of the knowledge representation forms guded from [Ding et
al.(2005)]

A more detailed discussion over ontologies is dartee next sub section, dedicated to
OWL and its technologies.

Proof and Trustis the last layer of the pyramid, indicating th¥timate challenge’ for
knowledge formalization which is the proof and tbeels of trust. With the expansion of
semantic web and usage of linked data, the natjwastion is: how much of this data is
valid, where does it come from, can we trust it? [Segaran et al.(2009)] express it,
working with real world data is full of surprise®ne may end up false, incomplete or
completely useless data. The advice is always $b b®w the knowledge sourcelindly
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crawling through linked data is an exciting waypi@gram, you never know what you will
get.

With the introduction of standardization througle #W3C, some trust problems can be
resolved. The W3C a reliable source of informati@xamples of well known trusted
vocabularies are: RDFS, FOAF [Mika et al.(2005)]Dublin Core [Dekkers and Weibel
(2003)].

4.3.4 OWL — web ontology language

OWL is the most cmplete language of describing Kedge in the current web
semantics context, using the advantages of RDF BRB¥S and bringing several
improvements, as recalled by [Horrocks et al.(2D&3ich as:

* The declaration of property types: symmetry, triaigy, inverse or functionality

» The declaration of complex classes as a resulbwibined logical operators: union,
intersection, disjuncture

* The classification of individuals to classes depegdon their properties, thus
restricting the direct instantiation process. Thientifies the defined and not
defined classes. There are two types of restristiamecessary and sufficient
(defined class) and necessary.

* The support of declaration of axioms and rules tedconnection with inference
engines, generating new sentences from the existiag.

The main elements of the OWL vocabulary which peth@ identification of the basic
concepts (class, individual, property) are showthe Figure 26 (adapted from [Antoniou
and Harmelen (2003)]):

rdfs:Resource

N AN

owl:Class owl Namedindividual owl OkjactPropery owl DataProperty

Figure 26 : OWL main concepts derived from RDF aded from [W3C (2010b)]

 owl:Class- used to describe the hierarchical taxonomies.

» owl:Namedindividual the class instances, which are derived fronggeeric rdfs
resource.

 Two types of properties, both used for class m&sin definition and concept
linking.
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o owl:DatatypePropertywhich is used to link individuals with literal tgp
(string, integer, char etc.)

0 owl:ObjectPropery— expressing links between individuals and classeb
other ontology individuals/classes

The relations and declaration of concepts with OW@ to the definition of three

sublanguages, with the version 1, the separatiderier being expressivity and the
application scenario [Grau et al.(2008), W3C (201:0b

OWL Full

Figure 27 : OWL 1 Sub-languages adapted from [W3ZD{0a)]

OWL Lite — the simplest form, suitable for beginning workiwith OWL and
aimed at reducing the computational complexity. Targuage lacks the inference
and advanced classification support, but it compesswith simplicity and fast
computation times.

OWL D(escription) L(ogic)— provides the maximum expressivity while keeping
reasoning and inference capabilities with axiomd arles. It includes all OWL
constructs, remains computational accessible fioenpint of complexity and is
recommended for advanced ontology description. With approach, we use the
OWL DL logic and the OWL 2 QL (see next paragrapiofile.

OWL Full — provides the maximum expressivity (such as ligkindividuals to
classes by object type properties). Basically angthcan be expressed.
Nevertheless this comes with the cost of decidgbithus having ambiguous
sentences. Moreover, inference engines don't peowddpport for OWL Full
ontologies, thus no reasoning capabilities arelaiviai.

With the advancement of OWL, OWL 2 presents thiferént profiles (derived from
the previous separation) as described by [Gral(8088)] and [W3C (2010a)]

OWL 2 EL — based on the EL++ family of description logis, main purpose is to
assure the efficient reasoning with large ontolsgileus performance is chosen over
expressiveness. OWL 2 EL ontologies are suitabielfssification (class-subclass
and individual-class belonging inference).

OWL 2 QL - based on the DL-Lite family of description logare suitable for
conjunctive query answering in efficient time (Ipgse). It is used when large
ontologies must be queried, but with simple dates@s (lightweight ontologies).
Most of the time there is a passage through relatidatabase representations of the
ontologies.
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* OWL 2 RL- designed for advanced reasoning with rules tirdarward-chaining
rule system. It is suitable for lightweight ontoleg with large number of
individuals, thus the necessity of operating dlyeaith the RDF data sets.

With our approach we have used the OWL DL sublaggudhe list of OWL DL
constructors is shown in Figure 28, whekendicates the classe§ the description of
classesp represents individual® object properties] datatype propertie® data typesb
data rangey is a value and is a hon-negative integer.

[ Classes |
A
intersectionON(Cy ... CR) | C1 T+ T1CR
unionQHCy ... CL) CyU--- LG,
conplement Of(C') =i
oneOf(o) .. .on) {on LU {on}
restriction R
someValuesFrom(C) 3R:C
allValuesErom/(C) YR.C
hasValue(o) R:o
minCardinality(n) >n R
maxCardinality{n) <n R
cardinality(n) =k
restriction T
someValuesFrom(D) ar. D
allValuesFrom(D) wI.D
hasValue(o) Tip
minCardinality{n) 2nl
maxCardinality(n) <nl
cardinality(n) =%uT
Data Range
B
oneOf{vy ovg) I {wg f Ll {un}

Figure 28 : OWL DL constructors adapted froftw3C (2010b)]

We notice the presence of restriction on both tygfgzroperties (object and datatype).
OWL 2 supports several advanced restrictions toddttatype properties, one of the most
notable being the capability of mathematical equadixpressiosn over datatype property
values (e.g restriction T withreaterThan(n), lessThan(h)which was first introduced with
OWL 1.1.

For a complete example of an ontology we recomntbedfamous’ pizza ontology
described by [Noy and McGuinness (2001)], whiclovad the reader to go through all the
steps oftreating your first ontology

4.3.5 Rules and inference engines

The complexity of OWL DL arises questions regarditgyv modifications affect the
expressivity, completeness or consistency of ogiek In order to answer them, reasoning

65



and inference engines were proposed, such as IPeitet et al.(2007)], Racer [Haarslev
and Moller (2001)], FaCT [Horrocks (1999)] or FaGT{Tsarkov and Horrocks (2006)].
An inference engine is defined as a software progable of deduce new facts or
knowledge from known facts by using inference rules

Inference engines take into consideration sevekdht®p when reasoning over
ontologies:

» Subsumption- the general-specific relation between conceped for taxonomy
and class subclass classification (#gn subsums Father

» Equivalence- identifies two concepts as being conceptually same (e.gMan
equivalent wittHumanMal@.

* Instantiation—identifies an individual as a member of certamsskes depending on
its properties and the class restriction axiomg. g@hn Doeis aFather because he
has arisFatherOfrelation value).

» Correctness- expressing the intentions of domain experts

* Minimally Redundancy- reduces to a minimum the usage of non desirable
synonyms.

* Rule chaining- allows the creation of new knowledge from thestig knowledge
by the specification of rules. Inference engines @bvle to decide the dependence
between a group of rules (i.e. results of a rueewmed as premises for other rule).
Moreover, they are capable of deciding the consistémpact of running a set of
rules over an ontology.

Inference engines open the doors to an intensile usage. The authors of [Patel-
Schneider (2007)] describe the impact of rules, sl certain sets of rules can be ontology
safe, starting from DL-Safe rules [Motika et al@8)] and implementing with SWRL rules
[O’Connor et al.(2008)]. Several questions for egsing OWL rules are presented by the
authors, from which we mention:

* Horn or disjunction rules 2 starting with simple Horn clauses leads to a
conservative state for the ontology

e N-ary or unary and binary predicatess by cause of maintainability and
implementation, unary and binary predicate rulesthe best way to express rules
with OWL.

» Dataytpe variables- the integration of data type variables with OWiles due to
the specific owl:DatatypeProperty, enabling mathitzahexpressiveness.

» DL-safe or weak-safe? the preference is towards DL-safe that doesotaté the
concept constraints, thus keeping a consisterd sfdahe ontology.

Rule semantics and syntax are offer different staidyas. From the point of view of
syntax, there are several standardization attefaptsile description, such as: SWRL, RIF,
Jena or SPARQLUpdate.

SWRL (Semantic Web Rule Language3 the first extension for OWL for rule
expression. An application environment SWRL APpiiesented by [O’Connor et al.(2008)]
and presents tools such as the SWRL Tab [O’Cor2@0§)] for OWL IDEs. SWRL was
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intended to be the semantic web rule languageaydliray high level abstract syntax for Horn
clauses.

Characteristic to SWRL is that rules are expresseterms of OWL concepts, are
saved as a part of the ontology and reasoningtivtin is supported by the major inference
engines. Several SWRL extensions were developet, @s1the SWRLB which permits the
expression of more complex rules including mathéahexpressions, string operations,
argument binding, or ELP [Krotzsch et al.(2008)].

Example.All humans which have the name starting Wlilc and their age is greater or
equal than 18 are considered to be adults.

Human(?x) »

hasName(?x, ?name_of_x)  swrlb:startsWith(?name, 6Nic”) »
hasAge(?x, ?age_of_x) ~ swrlb:greaterThanOrEquagé? of x, 18)
N

Adult(?x)

One of the disadvantages of SWRL implementationthés capability of explicitly
selecting the order of rule execution, as rulesecanth the ontology and are executed as a
whole in a single passage.

RIF (Rule Interchange Format)was intended to be the world wide standard foe rul
expression with information systems (knowledge basepert etc.). There are two
approaches with RIF: RDF-compatible and the firdieologic. RDF-RIF is a working draft
(June 2010) [W3C (2010d)] and its mapping is ovBFRyraphs. The expression of a rule is
in XML syntax, similar to the XML transformation af SWRL rule. The first order logic
presents the rule in a Prolog style.

Example:ln a first order logic the previous example rulewaobe:

Forall(?x, (Adult(?x) :- And(Human(?x) age(?X, “15*sd:integer) name(?x, ?name)
startsWith(?name, “Nic"xsd:string) )))

RIF is suitable for RDF, but it lacks the extens®/L support.

Jena Rulesare supported by the rule engine used with the &emology interface
[Grobe (2009)]. Jena rules are expressed over DE/@®WL graphs, and are described
using sentences (triplets) from the ontology andtert built-ins [Jena (2010)]. The format
of the rules is very similar to the SWRL rules.

The advantages of Jena rules is that they are mgpited apart from the ontology (i.e.
text files), which allows a better control over tleder of execution of rules, their
representation and their storage. Moreover the destom built-ins allow the definition
your own built-ins, thus extending the expressiapabilities of the rules.

Example.The same Adult rule expressed with Jena is:

(?x rdf:type :Human)
(?x :hasAge ?age_of_x) greaterThan(?age_of x, “288t:integer)
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(?x :hasName ?name_of_x) regex(?name_of_x, “\bNir\w
N

(?x rdf:type :Adult)

The disadvantages of Jena are that it is a spdidfinat, based on the Jena Rule
Engine, and that only Jena implementations can ma&ef these rules.

SPARQL Update and future version of SPARQL. SPARQL is the W3C
recommendation for the semantic web query langyager RDF/OWL graphs). Its main
purpose is the efficient querying of OWL DL ontakeg; with subsets such as the SPARQL-
DL [Sirin and Parsia (2007)].

The drawback of SPARQL is that it assures dataieratt only, not allowing
modifications to the inquired graphs. Thereforetergions such as ARQ and SPARQL
Update were developed, allowing the modificatiodeslétion, insertion) of triplets with the
triplet stores. The main advantage is that theseatipns are possible both on the asserted
and the inferred model. The future version of SPARRO, is supposed to support these
natively, a moment at which we can call a true egjeince between SPARQL for web
semantics and SQL for relational data. An inquiry llow SPARQLUpdate is used to
modify relational data is shown in [Hert et al.(BJjl with the similarities between the two
technologies.

Example.the Adult rule expressed with SPARQL Update:
INSERT

?x rdf:type :Adult.

}
WHERE

{

?x rdf:type :Human.

?x :hasAge ?age_of _x.

?x :hasName ?name_of x.

FILTER (?age_of x >=18 && REGEX(?name_of x, “\b\e&”, “i")
}

We notice high similarity with the SQL syntax. Evéninitially SPARQL was not
designed for rule implementation, it can offer adalternative for new users. Nevertheless
it doesn't rely on an inference engine; all rulentcol is left to the one declaring the rules
(no rule checking, no chaining engine etc.)

A disscusion here is required over the meaningutifstAs rules expressed under the
same syntactic form may have different meaningd, that is where semantics play their
role. Unifying the ssemantics of rule is difficaid is usually applied to a very specific area
or domain. Such an example, for gene regularit@tvarks, is shown by the authors of
[Agier et al.(2007)] who propose a framework forfyimg rule semantics, for this particular
domain.

68



4.3.6 Tools and applications

This subsection presents an overview of the maihnelogy adoptions of ontologies,
along with some very popular tools used for ontgldgvelopment. Most of the applications
are from the research field, but some have managegenetrate the industrial world,
indicating the potential of the semantic web fosibess.

Oracle 11gthis version of Oracle introduces a semantic meduith support for RDF
and inference capabilities for RDFS and OWL. Daiarging is done both with SQL and
SPARQL syntax (via the SEM_MATCH keyword) [Das (2)0 This is the first major
editor adoption of the semantic technologies, shgwiheir potential with large scale
implementations. A set of best practices for wogkimth RDFS and OWL is provided by
[Oracle (2009)], such as tuning considerations, BD&le bases, user defined rules and
inference benchmarks for large scale ontologies.

A guide for developing semantic web applicationghwOracle is given by [Wu
(2007)]. It shows that the semantic capabilitiesenaready present in the 10gR2 version,
and how the 11 version developed them further fecadable solution of managing millions
of triplets with: the introduction of semanticatiperators, support for OWL sub languages,
partial DL semantics or the Jena model Oracle adapt

TopBraid Suite — initially an open source project, TopBraid iswna professional
commercial reference for working with ontologiesevdloped by TopQuadrant.
[TopQuadrant (2009)]. It points out Top Braids mge towards bridging the gap between
the business collaboration needs and technologyugh semantic products and services.

Sesamds an open source Java framework used for queingstoring RDF data. It
was initially developed by Aduna for an EU reseaphbject On-To-Knowledge. It is
presented as the choice for exemplification by {Bag et al.(2009)] due to its
administration interface, usage simplicity and mgrperformance.

OpenLinkVirtuoso is a very high scalable object-relational databagstem with
support for both relational SQL and RDF, SPARQLragens [TopQuadrant (2004)]. It is
produced and sustained by OpenLink, who plays goitant role in the Linked Open Data
community. One important application of VirtuosoDBpedia, the ‘wikipedia’ of linked
data. The DBpedia community and the efforts andigations around it prove the interest
of linked data adoption for web semantics, curgeestiunting over 4,7 billion pieces of
linked information, from fields like: geography,tertainment industry, social networks and
scientific publications [Bizer et al.(2009b)].

Freebasesimilar to the open link virtuoso, the freebasealate allows the integration
of linked data. Users can add data and link torottaa building a web of connections.
Danny Hills from Metaweb said, speaking about fessl) that ‘it is more valuable to
operate across multiple systems, opening up sifodata and creating interconnections
between them’ [Farber (2007)]. Thus, the purposdredbase is to build all these links
between the data, from multiple data sources, lgtoaunting more than 10 million topics,
3000 types and 30.000 properties [Freebase (lassad 2010)].
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Jenais an open source Java framework for working withFROWL. It is developed
by the Hewlett Packard Semantic Web Research, asd Istrong community around it. The
main advantage of the Jena API is its complexity flmeedom of working with the semantic
technologies [Grobe (2009)]. Several aspects maka dhe ideal choice for experienced
and professional users:

*  Full built-in support for both RDF and OWL syntax

* Integrated inference and rule based reasoners @iigtt connection to existing
reasoners such as Pellet). There is also a Jaraahinference engine that provides
a powerful alternative for deducing knowledge.

e SPARQL and SPARQL Update/ARQ query support. Thenstr development
community around it led to the implementation of @Rand SPARQL/Update
support to extend the capabilities of working watitology models.

» Two high-performance persistent solutions for sigidntologies,

o TDB - the triplet graphs are stored in several indefdled on the disk,
providing a fast access and high performances. iBhadvised for local
accesses.

o0 SDB- the ontology models are stored in relational DlBas the graphs are
stored in data bases either locally or remotelyhds the advantages of
portability, but with slower performances.

On the other hand, its greatest power is alsorgatgst weakness, as the complexity
Jena provides requires a steep learning curve @ibiksiowledge over several technologies
from the third party providers [Segaran et al.(2D08nother weakness is that for reasoning
is done only with models loaded in the RAM memo8rdcle (2009)], thus restricting
inference capabilities for large scale ontologieghe same context of large ontologies, it is
advised that form a certain point (> 5000 concefitsy best to pass through a relational DB
representation of the ontology (once all the infees are made), to greatly improve the
information retrieval process (SPARQL vs SQL) [Neand Freytag (2005)].

KAON (Karlsruhe Ontology and Semantic Web framewpris an open source
framework for working with onotlogies, developed twe University of Karlsruhe. It was
introduced in 2002 [Bozsak et al.(2002)] as an agadally research product, and provided
as a visualization and development tool for marthens [Stojanovic et al.(2004)], [Bozsak
et al.(2002), Maedche et al.(2003)],[Noy and Mc@eiss (2001)]. It was presented with the
objective of efficiently working with large scalatologies.

It provides a backend KAON Server for persistentolmgy storage and access, a
KAON API for application development and an intedéeor working with web services. Its
objective is to provide ontology interfaces for wmsed semantics-driven e-services.
KAON is based on RDF, the server being an RDF apfitin server.

Protégéboth an open source API and a knowledge acquisdimmhmanagement tool, it
is maybe the most used tool throughout acadentids.duild by the Stanford University
School of Medicine for medical purposes [of Medeibniversity of Standford (2010)].
Highly supported by a large community, it provideseral features such as:
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* Native support for working with the all the knowntology supported syntax: RDF,
OWL, N-triple, Manchester etc.

* Plug-in development for assuring high visualizaticapabilities of represented
knowledge, such as OWLViz or Jambalaya [CHISEL @Q0Visualization is a
very important aspect of working with ontologiespgct treated by [Krivov et
al.(2007)], with an overview of the main tools aftdmeworks that serve this
purpose.

» Capability of storing ontologies by connection t89(support for the main DBs
types: SQL, mySQL, Oracle, DB2) or by several fflarmats (XML based
RDF/OWL, n-triple).

» Support for graphically working with SWRL rules,tlvithe SWRL tab [O’Connor
(2008)].

* Native support for reasoning engines such as PdHaCT or Jess [Wang et
al.(2004)] and possibility of connection to anyesxrial reasoner.

» Collaborative development of ontologies, enforcihg purpose of the linked data
initiative, of a collaborative web [Tudorache (20j07

 Change management and ontology evolution trackiungh sghat history of the
modified data is kept [Liang et al.(2005)]. This as ‘sensible’ point as time
evolution is a hard subject among ontology devatape

Alongside the Protégé editor, there is an entird Aged for backend support for
working with RDF/OWL graphs, with the possibilityf adding new plug-ins to protégé
based on the developers needs.

4.3.7 Limitations

Despite of the elements presented above, the wetarges remains more of a
‘research’ project, adopted in specific environrsenather than on global scales. There are
still several limitations to the current semantiebwtechnologies that leave place for
improvement (in comparison with the old relatiodata base model). We mention some of
limitations expressed in the literature with theentihat some of these may be in the process
of being solved.

Expressivity— OWL DL addresses a fairly small space, the dneescription Logic,
in order to preserve the reasoning capabilitiess Timits as seen earlier the area of
sentences that can be expressed. This is partsbived via the usage of rules, but the gap
remains (e.g. inferencing with OWL that a persothvei first and last name has also a full
name) [Grau et al.(2008)]. Reasoning must be datte e@herent models, and the current
web knowledge is full of inconsistencies and incehee.

Advanced inference- ontology models, in order to be reasoned upost ine treated
as a whole (e.g. loaded into memory [Jena (20183]yeasoning can’t be done unless all the
triplets are provided. This is costly for large Iscantologies. If we are to represent the
entire web and transform it into an ontology, tlieference engines should find ways of
solving this problem.
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Mathematical operations- the lack of advanced mathematical support isea r
problem, when dealing with numerical values andpprties [lannone and Rector (2008)].
With SQL models, the presence of operations sucA\&S, COUNT, SUM or numerical
computation formulas permit users to transform datanalytical forms (data warehouses).
With OWL models, basic SPARQL provides none of ¢hgictions. The SPARQL ARQ
extension provides support for COUNT and AVG opgerst but in a restricted format (no
combinations are allowed) [Sirin and Parsia (200@)j the other hand, as a positive point
the usage of string functions (such as regex)ppaued with the new SPARQL extensions.
Announcements from the W3C acknowledge these misselsthe 2.0 version of SPARQL
should have a much better mathematical support.

Query chaining— strongly used with SQL, queries in queries adiranced operations
(such as AVG, SUM etc.) are not supported, notwallg the combination of a higher
exploration of the triplet space. This restricts thformation that can be extracted from the
ontology. We consider the following example.

Example.From a Human ontology we want to select all thih&ainstances that have
exactly 3 children. This is not possible explicitijth OWL (even with the ARQ support).
We show the differences between an SQL query andR@ query that isn’t (but MUST
be) supported:

Table 3 : SQL vs ARQ query chaining

SQL syntax ARQ Potential syntax (not supported)
SELECT Father FROM DB_Father SELECT ?f WHERE

(SELECT Father, COUNT(Child) AS cqd {
FROM DB_Father GROUP BY Father)| ?f rdf:type :Father.

WHERE cc=3 LET (?cc := SELECT COUNT(c)
WHERE

{

?f rdf:itype :Father.
} GROUP BY ?f )
FILTER (?cc = 3).
}

In completion with the limitations above, [RectardaStevens (2008)] present three
main key issues with adopting OWL in knowledge dnvapplications in a large scale
environment:

Predictability the question of software reliability with new teckogies is always
posed by the industry. How reliable are OWL sohuichow rapidly failures can be solved
and how debugging can be done with software agpits using ontologies is still
guestionable with RDF/OWL. The main sources of liaidity are:

* Explosion of reasoning and classification timeshwsmall changes to the OWL
model.

» A single inconsistency error (e.g. declaration areder value in the place of a
double for a datatype property) leads to the flihe entire knowledge system.
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Usability — OWL ontologies are hard to understand as theyire a prefect knowledge
of the model and the eventual associated rules.

+ OWL ontologies are classification depended; reagoclassify ontologies from
scratch, thus demanding only occasional connectimmsthe newly inferred
knowledge. When working with large scale ontologig® results are only seen
periodically after an entire series of changesss€ifecation with large ontologies
after each modification is not feasible due tohlyh classification times.

» Hidden models that result from inference. The OWloms have global impact. A
local control over the results of axioms are veaydhand sometimes not possible
(cannot classify only a part of the ontology)

* Unlike RDFS, OWL bases its assumptions on what @gba said, thus the inverse
development logic must be adopted for modeling OMitologies.

Rich meta-data— many ontologies exist only to index their mestaj becoming
marginal and depended on the annotated ontologis iBhcontrary to the purpose of
ontologies: collaboration. The standardization lvé £ssential information is not always
assured. This is actually the standardization problwhere everyone defines his ontology
and sets of associated ontologies, which in tummaie in its ‘corner’. The ‘reinvention of
the wheel’ is a predominate process when buildintplogies, with more duplicates than
actual innovation.

4.3.8 Perspectives

Back in 2007, Berners Lee gave three dependingtéhres to the development of
information representation via the web. These @@ collaborative web, the semantic web
and the web of confidence [Daconta et al.(2003)]:

Collaborative Web.

|

Semantic Web

v

{Web of Confidence

Figure 29 : Web evolution in the vision of Tim Beens-Lee adapted from [Shadbolt
et al.(2006)]

The collaborative web is highly adopted today, vitib social networks and internet
communities such as Facebook, Yahoo, Youtube ott@wiEveryone is able to share the
information, respond to what others think, get amtact with them etc. The collaborative
web is strong, but information remains unorganized.

The next step is the semantic web, the purposeVeE ®eing to provide a solid and
robust platform for a future semantic web globab@tn [Grau et al.(2008)]. This will
come with:
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* More syntactic extendibility, such that OWL offers a macro-systeitowing
everyone to define their custom syntactic shortcuts

* Querying— though semantic query, users are able to acgestlyethe information
that they are looking for. Transforming users’ dedmm into the appropriate
SPARQL queries (provided the semantic data exsts)challenging task.

* Rule Integration—with all the available rule profiles a decisioneova global
standard is a must. The RIF fromat seems to beltisest to this. Rules carry with
them the issue ontology consistency.

* Non-monotonic extensionte enable OWL to solve advanced modeling problems
(i.e. exceptions)

The web of confidence still remains a fantasy [$&geet al.(2009)], but once the
semantic web has been adopted, users will thentalziencentrate more on confidence and
trust.

4.4 Ontologies, information systems and autonomic cotimzu

We present further how semantics was put to usk #towledge Management in
Information System and Autonomic Computing adopsofutions. This represents also the
specific foundation of this thesis.

4.4.1 Data modeling vs ontology modeling

Before approaching the two application areas, apesison between data modeling
and ontology modeling is made, starting from [Vrarid et al.(2010)]. Data models include
data bases or XML schemas, usually describing thectare or integrity of data sets.
Several points of comparison are identified, al®ved:

Genericity—data models apply very well to closed, singulardiapfions. A data model
(e.g. data base) will work very well for the speciflesigned application, and will likely
never be used by another application. The notion‘coflaboration’ and information
reusability is a weakness of data models. Ontologyglels benefits from the collaborative
aspect, as information is shared and data is limiezd. An ontology model suits the
application and the community, increasing reusgbitind improving the model (as a
collaborative effort).

Changes— data model are static. The structure of the mddesn’t accept change
easily. Reorganizing a data base model is a lab®rtask, and can lead to unpredicted
results. As reinforced by [Maedche et al.(2003}jtotogy models are very suitable for
changing models due to the fact that knowledgeyisathic. The drawback is that an
ontology model is harder to maintain at changelleith an increased risk of incoherence.

Operation levelgefer to the level of abstraction. For instancghwase models rules
are expressed on a low-implementation level (eaja dype or key restrictions). An
ontology model permits the extension of rules talsanigher levels (coherence, identity,
knowledge deduction etc.)
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Expressive poweis perhaps the strongest argument in favor oflogyomodels. Data
models include expressiveness of data integritya(tdaes, key integrity etc.) but provides
no support whatsoever for domain conceptualizatBlements such as class definition,
property restriction, taxonomy hierarchy are pdrbotology models. On the other side,
higher expressivity implies higher complexity.

Purpose — inevitably influences the model choice. Depegdion user needs,
application objectives, client requirements, etither of the models can apply. Questions
posed are: what is the level of granularity of itm@rmation, is there a need for semantic
expressiveness, how simple is the domain we wamioiel. Ontology models even if they
are intended for high reusability, in practice gpde be sometimes domains specific, and
their usage with other domains (other than intehdetierates ambiguities. It is like trying
to put a four finger glove on a five finger handc@n fit but there will be some problems).

Extendibility from this point of view data models lack, as onlge nodel is chosen,
extensions are not likely to happen. On the otlter, ®ntology models prove to be easier to
be extended (as it is their purpose).

4.4.2 Ontologies and knowledge management - OKMS

The literature contains several cases of usinglegits with knowledge management
in Information Systems. In [Maedche et al.(2003)f tauthors study the impact of
ontologies for managing knowledge with enterpriggesms, in what is called @ntology-
based Knowledge Management System (OKW&.0OKMS is similar to the classidahta
Base Management System (DBM#&)ere data bases are replaced by ontologies.

The first step with an OKMS is to identify the neauf the enterprise applications and
their compatibility with ontology models. The prebi being standardization and large scale
adoption, enterprises prefer using classical DBMI8t®ns. The propositions of [Motik et
al.(2002)] provides a suitable concept-modelingraaph for business wide applications,
while pointing out that the two systems (OK and BBpuld work together, interconnected
and not apart. In order to do this several requereisimust be assured, such as:

 Unambiguous Semantics system description should be clear without
inconsistencies or ambiguous semantics.

e Object-Oriented Paradigm -knowledge modeling should follow the object
modeling approach. The object —oriented approactery intuitive, permits the
organization and separation of blocks and entexpsisuctures, can be easily
visualized and is simple to understand.

» Meta concepts- Defining hierarchy relations and inter conceysténce relations
reinforce the use of meta concepts with entergfi8e The modularity aspect is
deduced from metaoncepts, keeping a clear separation of modulesrameasing
reusability

» Lexical Information— one of the key reasons for ontology usage. Exprgshe
elements of an enterprise system rely on diffesentantics and meanings. Having
a lexical vocabulary ensures that there are nomdiststandings when speaking of
these elements.
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» Light-weight inferences- the ability to deduce pieces of information frahe
existing one. Enterprise knowledge is not alwaypliex and depends on the
validity of other knowledge. With inference ruléise problematic of scalability and
coherency should always be taken into consideration

Another important aspect that the authors apprdacthe migration towards the
OKMS, as the information already stored in DBMS trhues transformed into meta-data and
expressed with ontologies. This is a high time oamag process, from where the
requirements of the usage of semi-automatic tramsfion tools. The general architecture
of an OKMS is shown in Figure 30:

Front-end applications

Enterprise knowledge portal
[\l Ontology ;
{lmanagement ; _ S Offme
' GUI User profile ||Query, browsing, plugin
editor and editing
officers
Core integration layer
(including agents and intelligent services)
Ontology User profile Document
API API API
Ontology server Wrapper Document
o a server
e e Relevant, existing applications
; File
Production Databases| Human systemn
Development Groupware resource
Database server applications

Figure 30 : Architecture of the OKMS [Maedche et.62003)]

There is a separation between three layers, somagh@spondent to a front, middle
and back end of a software application.

The front end(on top) provides on one side access to users pvbobt from the
knowledge and on the other side access to the lkumel experts that are in charge of
managing the knowledge base.

In themiddle end(in orange) we find the db and ontology wrappéeriiaces, as well
as the ontology server and the document serverserbentain the information relative to
managing the enterprise, in the non structured f@omecuments) and in the structured from
(ontology). The correspondents APIs (document,logtoetc.) are part of the layer.
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The backend layefat the bottom) provides with the existing appimas and DBMS
system. It contains the information that is to ta@slated into the ontologies, both manually
and automatic (where applicable). The objectiveoisto replace the DBMS but to make the
two work together.

With this architecture, [Maedche et al.(2003)] stsbn two processes: multiple
ontology handling and the ontology evolution praces

%4.4.2.1 Multiple ontology handling

In order to pass from the DMBS to the OKMS, a psscef ontology mapping is
required from the existing elements and the newepts (the passage from data to meta-
data). Usually an OKMS contains more than just @melogy, the case in large enterprises.
Therefore there is a problematic of assuring hgtmeity between multiple ontologies, with
a proper interconnection and reusability. The awgthimentify three approaches for
combining ontologies:

Ontology inclusion— which means the inclusion of other ontologids ithe working
ontology. This is the simplest of the approaches, ereates dependence trees (similar to
SDKs libraries inclusion system). There are twondracks: (i) the included ontologies can
only be included in their ‘full’ and (ii) the infamation is ‘read-only’. (i) means that for the
use a small group of existing concepts, we havienfmrt the entire ontology not only the
useful concepts. (i) refers to the fact that impmperation are write ‘proof’, therefore if a
concept is missing we have to create it in the ntipg ontology, even if it conceptually
belongs to the imported ontology.

Ontology mappings a more complex approach, which takes concepts the source
ontology and converts them through mapping to gstidation ontology. This can prove to
be more efficient when only the needed conceptsnagped. The problem is scalability and
flexibility of with the mapping processes. A charigea base (used recurrently throughout
mappings) source ontology can trigger large remmapprocesses.

Source data mixingis the most complex approach. It implies buildimgcommon
central ontology from several data sources, eaahgus completely different ontology;
Such operations are very costly, and informatidneeal is assured bynediators which
have the specific role of formulating queries oyer common ontology.

The ontology mapping process consisting of 5 stifpbsand normalization, similarity
extraction, semantic mapping, execution and pastgssingLift and normalizatiorhelps
the first transformation from the lower level of Dd&hd non structured documents to the
ontology level providing the first completely sttued format. Next, thesimilarity
extractionassures the base and derivate vocabulary thatbwilised. Concepts that are
similar, identical or related are specified herdvanced computations are required to build
the similarity matrix. Thesemantic mappinglescribes the source-destination concept
relations, which in turn are part of a mapping togy (the meta mapping rulegxecution
is the actual transformation process which loadsdéstination ontology, and can be either
static or virtual. Static execution implies a sedfansformation from the source to the
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destination, and future changes to the source agyohre not visible to the mapped
ontology (unless a new execution is specificallydegjaPost processings the last stage
where any eventual post loading operations arepadd.

54.4.2.2 Change management

The second aspect of ontologies with enterprisewledge management is the
evolution of knowledge. As [Maedche et al.(2003)¢gents it: Knowledge Management
Systems are not developed to remain stable. Ragkgeral factors make them subject to
continual change’ In [Zablith (2009)] the author remind the two imads for ontology
evolution: the user manual modification and theagit, machine learning, evolution. A
more detailed view of the ontology evolution isajivby [Haase et al.(2005)], focusing on
keeping the consistency of the models, after clmnigas been performed.

An overview for the various phases when updatingm@ology, from the knowledge
discovery to the validation of the built ontologyshown in Figure 31

Discovery [Heﬁresentatioﬂ] [ %??ha;ﬂngc: } [Pmpagation } [\mplememaﬂun] Validation [~ :

Core component

Figure 31 : Stages of ontology evolution [Maedchieag (2003)]
There are three main stages: discovery, core coemp@md validation.

Discovery refers to the processes of inserting into the logio new interesting
knowledge. This is either a machine based process @liscovery of web services) or
human driven (e.g. specific information from readtoeuments).

The core componenincludes four sub processes. First we haverépeesentatiorof
the discovered knowledge under the form of thetejsontologies. Second, tlsmantics
of changerefers to observing how the new changed informafimpacts the existing
ontologies, if inconsistencies are created, etcirdThif the changes are valid, the
propagationis in charge of updating all the depending ont@sgvith the new information
(i.e. update all the ontologies that include a d¢eahontology). Last thénplementation
decides which changes will be ultimately acceptétl wser control. The knowledge expert
can either accept or reject changes, reinforcimgféict that the human knowledge expert
always has the ‘last word'.

Validation — the last stage, once a list of changes has aempted for an ontology,
collaboration occurs and the entire community nagsee with the implemented changes.
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4.4.3 Ontologies and autonomic computing

We have seen how ontologies can be an informatimsehfor knowledge management
in IS through the OKMS model. Ontologies have beessented by different authors as one
solution for representing the knowledge base withtoAomic Computing adoptions.
Nevertheless, we mention that references are noynthus we are exploring a somewhat
‘virgin’ domain.

The first step towards using otnologies with AG@@ne by [Stojanovic et al.(2004)], by
presenting a model expressing correlation for atwsok dependency application.
Ontologies are presented as the backbone for atimelengines, and are exploited for their
expressiveness and inference power. The authonmstifidehree advantages of using
ontologies:

* Interoperability - ontologies provide a common shared understandinghe
domain, both by humans and by machines. AC sysiechsde several managers,
which communicate between them and with the humand, require a common
standard knowledge representation.

* Machine understanding- derives from interoperability, as software islealo
process ontology data. This provides autonomicorgag and several user tasks
(even high level tasks) can be performed by thehinas instead of the user.

» Higher service levels with semantics, the spectrum of provided ses/iseich as
verification, justification, configuration etc.) icreased, expressing the four
principles of AC, allowing the system to assurelft@an improved functioning.
Providing new services is actually the argument tihe authors use to reinforce the
usage of ontologies.

The specific use case is done on correlation esga® the four states of the ACMs
need constant correlation due to the usage of E@S rThree types of usage are identified:
(i) data filtering ignoring redundant or useless informatidin thresholding, e.g. raising
alerts when a measure passes defined limits; g@iuencing- organizing execution of
actions based on their dependencies. Each of tiveee correspond to an ACM phase
(monitor, analyze, plan).

A division into three layers is made in order topmess the MAPE-K loop, with
presentation of the ontology modéie resource laye(monitor), theevent layer(analyze)
andthe rule layer(plan and execute). This is shown in Figure 32.

A resourceis a general concept that can fit to anything spsble for management
(physical server, machine, data base etc.). Itoimtpd out that unless resources share
information with the other resources, and providgobal system self awareness, the goal of
the AC is not reached. The possibility of orgargziesources in hierarchies and of using
inheritance between generalizations and specifieatiis presented as a very powerful
argument for using ontologies.
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Figure 32 : Layers with the MAPE-K loop phases [§#taovic et al.(2004)]

Eventsformalize the changes that occur to resourcest afdke times used to identify
when something ‘bad’ happens, assuring diagnoftiom where the analyze phase). Event
analysis is not trivial, and requires that the ingata is formally organized (not the case
with data models). There are two aspects herdof(ihalizing event data with ontologies
and (ii) building a meta ontology of events, asrmsethemselves are part of different
categories, are interconnected etc.

The rulesare dividend int@orrelation rulesandaction rules

» Correlation rules decide weather or not there is a need for actidii whe
diagnostics from the events (planning). Correlatiaes usually reduce the number
of events that will be triggered, providing a filtenechanism for unnecessary
actions or changes. In turn correlation rules démee bestatelessor state-based
Statelessrules express punctual actions, such as threswioldtion. They are
applied at a specific point in time for a stati@alysis.State-basedules are used for
analyzing events over time (e.g. the number of diraemeasure has passed the
threshold in the last week and its average value).

e Action rules trigger the decided correlation rules actions, allguto resolve
problems (e.g. restarting a suite of software oy due to crashes). Action rules
replace a part of the human actions by executirignamic actions and provide
with feedback on the new state of the system. i, tinis knowledge is both useful
for the human expert and provides an additiona i@sfuture ACM loops.

Starting from this idea of combining ontologies aA@, [Gonzales et al.(2007)]
showed an integration of the two for device comroatidon within residential homes. Their
application was on how to manage new devices wagidential environments, such as
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PDAs, smart phones, laptops, surveillance camsssors. The approach is based on the
OGSi [Alliance (2005)] specifications for the netlk@nvironment. The architecture is built
with the help of intelligent agents that interactthwthe environment and with the
communication devices.

For each new device that is to be integrated with hetwork, a process of
communication between the autonomic agent and ih@amy is done, expressed in three
sequential steps:

» Agents gather information about the environmenth&monitoring process, and in
concordance with the OGSi framework. This informattontains elements such as:
devices, platform characteristics, installed sofengtc.

« The agents access the ontology repository andhét riew information to the
existing ontology. This is basically a process ridtantiating existing classes with
the specific environment.

» The agents offer the new information by an uniggentifier (URI), so that the
service provider can offer the clients the new isess (with the highlight on the
shared aspect of ontologies)

All of the information, including software, devigeservices, the OGSi platform and
users profile is modeled with the help of ontolsgi@he MAPE-K loops make use of
SWRL rules to integrate the state passage. Theabbnshitecture is shown in Figure 33,
with a separation into three layers: resource, tsvand rules, and the integration of the
ACM.
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Figure 33 : Ontology and AC adoption application@ritecture [Gonzales et
al.(2007)]

The ontology repository is in link with both thengee server and the home central
gateway. The ACM is in the middle of this gateway grovides the integration of the new
devices through his loops.

Another approach for combining AC with ontologisgdetailed by [Normand (2007)],
over a study case of network devices failures witlirge companies. Here, knowledge
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engineering at the intersection of Artificial iltgénce, Web Semantics and Autonomic
Computing systems.

The focused autonomic principle is self-healingthespresented solution identified the
source of failures (network failure, printer no d¢en working etc.). The topology of the
network is modeled with an ontology (very suitafsm this point of view), along with all
the elements that defined the company (such as,usgministrators, departments). The self
healing principle is assured by the usage of séatanomic managers (corresponding to
the each printer in the network), that implemersipacific MAPE-K loop. Then, all these
‘small’ entities would aggregate to a global ACMdttouchpoint ACM). The architecture
model is presented in Figure 34.
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Figure 34 : Autonomic Computing MAPE-K loop globarchitecture [Normand
(2007)]

There is a distinction between the dynamic (thelpassage) and the static (system
description) knowledge. The presented solution pswates into a single program,
reinforcing the idea of a common central contrditgnThe Jena framework is been used
for the implementation, and rules are presenteceutide form of ECA over the Jena
inference rule engine. The presented system ddtgottypes of diagnosticsimple(direct
ECA analysis) andcomplex (combinations of several diagnostics which leadntore
specified diagnostics). For this, the SWAM ontolagreated and integrates the presented
knowledge base.
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There are several general problematic points with dntology and AC approaches,
over which authors in the literature agree. These a

» Debugging difficulty with the ontology tools; delmigg a knowledge base software
implies a complete knowledge of the architecturd tie elements. This has also
been reported by [Stuckenschmidt (2008)]

* Rule system stiffness - a higher number of rulegldeto a higher complexity
leading in turn to difficult rule management

e Standardization — as several formats and toolsised. For example, there is still
no standard for rule interchange. Neverthelesscave conclude that OWL is an
adopted standard for ontology representation.

4.5 Conclusions

The chapter described the main aspects of knowleteagement, with a focus on
web semantics and ontologies and their applicatith IS management and autonomic
computing. We have seen how the information evolved the development of the WWW
and the main standards for knowledge formalizatiOntologies were presented in the
center knowledge formalization, with technologiastsas OWL, SWRL or SPARQL. From
their description, we understood that they represemiable choice for knowledge base
implementation, and that data base models sufferéas where ontologies have proven
themselves (such as scalability or data model Hlktxi). We equally have seen that the
semantic technologies are in plain developmenth whte Web 2.0 and that industrial
maturity still requires more time for large scaldoptions (such as the Oracle 10g RDF
support).

The last part was dedicated to the application wiologies over the autonomic
computing adoption model, as we explored the ways/hich semantics enhance ACM
knowledge bases and consequently IS managemermisbtugly (or not), there were not
many references that combine the two, mainly du¢h&r level of maturity (the final
version of AC was elaborated in 2006 where as Be@sion of OWL was finalized by the
W3C in late 2009). Nevertheless, these existing<s/prove the interest of the approach and
offer many ways to explore, such as the one ofsimtisupport and data warehouse
management which we describe further in the lagptr of the state of the art and in direct
link with our problematic.
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5 Decision Support Systems and Data

Warehouse Management

“Give me what | say | want so | can tell you whagally want”

The data warehouse expert motto, W.H. Inmon

5.1 Introduction

The last section of the state of the art focusea specific type of information systems:
Decision Support Systems (DSS). They are preseimtedpposition with operational
systems, with their specific characteristics ang afafunctioning. Most of the observations
relating to autonomic computing and web semantiesetaken and presented in the context
of DSS, and how literature sees this combination.

The first subsection presents the general concépbe DSSs, such as data warehouses
or OLAP, with definitions given by various authoed the specifics of the DSS
architecture. Then, we concentrate over the cothedoDSSs — the Data Warehouses (DW).
Following, the management DSS procedures are pebeim comparison with the
management procedures presented in the first secfiche state of the art. Next, we
concentrate on measuring performance for data wasss and on how DSS focus is not on
technical performances but rather on the qualitgatice and user satisfaction. Last, an
overview of how AC can be adopted for DSS is shémllowed by conclusions including a
general view of the combination of AC, Ontologiesl SS.

5.2 DSS concepts

Definition. Decision Support Systerase defined as a specified class of computerized
systems that supports business and organizatiasihdss-making activities, presented as
an interactive software to help decision makerses&auseful information from various
sources [Builders (2010)].

DSSs are based on two areas as mentioned by [Shah(2002)]: the theoretical
studies of organizational decision making in the B0s and the technical work carried at
MIT in the 60s [Keen and Morton (1978)]. The desigh DSS is split into three
requirements:

» Advanced complex database management capabilitifs access to both internal
and external data

» Powerful modeling capabilities due to a complexeysmanagement model

* A simple and intuitive GUI enabling report geneawati easy querying, graph and
image capabilities etc.
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The first explicit DSS specifications date from #aly 70s, when [Gorry and Morton
(1971)] presented a framework of managing infororatsystems, raising the ‘levels’ of
information processing as shown the following table

Table 4 :Decision types over information typé&orry and Morton (1971)]

Strategic Management Operational

Planning Control Control
Unstructured E-commerce Career paths Grievances
Semi-structured | Forecasting Budgeting Assignments
Structured | Dividends Purchasing  Billng

Three managing activity types are identified byNRAnthony (1965)]: (i) strategic
planning concerning overall objectives and goaiy,nfanagement control as middle goal
oriented activity and (iii) operational control d#ect specific task control. Moreover, a
description of the main decision problems is shdyriSimon (1977)], from programmed
(structured, routine) to non-programmed (non stmext, hard to express in a standard
form). This separation was later replaced with passage from non-structured to well
structured information. According to these criteaaDSS is defined as a computer system
which deals with a problem where there is at leagiiece of semi or non structured
information. This implies the involvement of botarhan and machine in the process.

With the evolution of knowledge management, esfiigaidth the internet and the web
semantics, DSS gained a new perspective, due tadoament interactivity and the
interconnectivity between enterprises and orgaigizat In 2001, [Courtney (2001)]
proposed a new decision-making paradigm for DS®rwh Figure 35:

Problem Recognition

Y

Results Perspective Development
[ I I 6} | B ‘ Ethics [ Aesthetics l
y
Actions Perspective Synthesis
h
y

Figure 35 : The decision-making paradigm for DSS ¢Grtney (2001)]

The proposition implies the development of multigberspectives Rerspective
Development from the point of view offechnical (T), Organizational (O), Personal (P)
moral Ethicsand presentation Aesthetics. This is embeddebdamtental model, such that
recognition of the problem is put in a specifiedspective. After the analysis through the
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Perspective Synthesiactions are taken and results can be noticetlallpj the technical
perspective was the main concern for problem réisoluas it was connected to the actual
data (database and data models). With modern DSffoaghes, the organizational
perspective seems to take its fair share, due tovlauge interconnection. Therefore, the
tendency for efficient decision making seems tothm same as for the web semantics:
collaboration.

On the aspect of collaboration, even 20 years agth the customer-supplier
interchange over DSS environments, Michael DellOC& Dell Computing said*All
aspects of the relationship — such as real-timedefleom our manufacturing lines about
quality, cost data, product roadmaps, inventorpinfation, and order demand information
— are included in the valuechain@dell.com. Thisvalt us to bring our suppliers inside our
business and treat them as if they were part ofammpany. This is an illustration of the
virtually integrated business in which suppliersddatustomers are connected in real time”
[Dell (1989)].

5.2.1 The four DSS pylons

With the development of DSS four main tools arentdied as primordial for building
the system. These amata warehouses, on-line analytical processinggAB), data mining
and web-based DS8 good presentation of the Bl and DSS soluti@specially for small
and medium sized enterprises is done by the autiidGrabova et al.(2010)], with details
over web based DSS, advanced OLAP (like MOLAP orLXP) and data warehousing
with in-memory and vector data bases.

55.2.1.1 Data warehouse

The origins of the data warehouse are data babadkgies, specifically the relation
data model proposed by Codd in the early 80s [G&8@0)]. Codd spoke of three types of
data dependencies: (i) ordering, (ii) indexing &riylaccess path. An ordering dependence
expresses a hierarchical relation between data Isioflee indexing dependence indicates
that the index is more than just an optimizationhteque; it is a link between the
application and the data models. The access pgéndence expresses how different data
sources are accessed by the application, whenaraaft with changes.

Data warehouses evolved since Codds early mod#hvane promoted by authors such
as Inmon [Inmon (2005)] or Kimball [Kimball (1996#s a very promising solution for
supporting decision making by integration of themgtional data. The two authors present
the two main different approaches for data wareinguisvhich will be discussed in more
detail in the data warehouse section.

Definition. The definition of the data warehouse, accordingntoon is that it isa
subject-oriented, integrated, time-variant, nonvitéa collection of data in support of
management decisiofismon (2005)]:
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* Subject-oriented the data is organized form the point of viewboiness needs
and objectives, rather than from the technicalesygperspective. This indicates that
data warehouses unlike databases are businessivabiented.

* Integrated — the data is expressed in a standard format whithwslit to be
interchanged between various machines

» Time variant— indicates that the temporal axe of data is alwagsent, allowing
overviews over data history and data changes

* Nonvolatile— the way that a data warehouse is build allowa tabe either added
(insert operations) or queried (retrieve operadioBsisting data cannot be modified
(update).

Data warehouse opened the door to the developmemS&s and to the next
generation DSSs. It is also the core of any detisistems. This is why our focus with this
thesis is on data warehouse management. A moreledetstate of the art for data
warehouses, its characteristics and the differpptaaches is done in the data warehouse
section, after the presentation of the rest odB& pylons.

55.2.1.2 On-Line Analytical Processing - OLAP

Introduction of the concept of on-line analyticabgessing (OLAP) and its standards is
shown with the development of the data warehouseeq, as it became an important part
of the data warehouse. [Janus and Fouché (200€)iled®LAP as a technique for data
aggregation which allows users to dig and drilbitansactional data in order to solve
business needs. The key elements of the OLAP defiralso describe the characteristics of
its implementation, as follows:

» Data aggregationmplies the existence of a hierarchical structamd organization
of data (e.g. a data cube with several dimensiooggr which mathematical
operations such as sums or multiplications carpipdiea.

» Dig and drill refers to the capability of ‘navigating’ throughtd both between the
same levels of data and, more important, between virious levels of the
hierarchies. This is done with simple and intuitimterfaces and under acceptable
retrieval times. Moreover, it permits the constimctof custom reports further used
by the user.

» Solving business needds what the objective of OLAP is, that is resgiog to user
business problems. The reason that one would navigeough all that aggregated
data in all directions is that he searches an espilan to one or more problems
which have occurred (e.g. why did women shoes shigs 50% last month on the
western side of France?).

Usually, data throughout enterprises is not stare@ single isolated format. It is
spread over several different data sources, moiteofimes incompatible with each other.
One of the objectives of the OLAP technology ismtake this data available in a single
format (e.g rapport). Compatibility with data meahst data from a specific repository
should be correctly interpreted and used with thelity of the other repositories. Consider
the following compatibility example, adapted fromdilvaganam (2007b)]

88



Example An executive of a sportswear company is intecegidind out which are the
5 most popular sport items by customers with the lagtween 14 and 20 years. Customer
ages are stored as birth dates in the purchasebasband as absolute values in the sales
data base. A data incompatibility arises betweerntwo, even though they express the same
thing.

As mentioned earlier, OLAP is a part of the dataelause architecture, yet it is not
always compulsory to build a data warehouse for BL&nalysis. This is due to the
existence of the so called OLTPs (On-line TransacRrocessing) which store data from
the operational systems. In fact, OLTPs are theesasnany other databases, with the main
difference being the way in which data is storedTBs are designed for high transactional
speed and very quick data access (instantaneo@WP is designed for analytical needs,
therefore data architecture and organization isemamportant than data access time,
because of which data schemas such as the stgn@esiemployed.

Five steps are described for data to be transforfineed OLTPs to OLAP and further
on to business rapports, derived from the multidiga warehouse process layers, as shown
in Figure 36:

Transform and Import to == -
Egﬁ%?ﬁ;"“s Standardize OLAP Build Cubes ';fg’d"m
Data Database i i

Scheduled Automated Processes Extract Data from OLTPs

Figure 36 : Data transformation from OLTP to OLARotbusiness reports
[Mailvaganam (2007b)]

First, data is extracted from several transactibaaks, and then it is transformed into a
standard assuring compatibility. Next, the unifdéada is imported to the OLAP data bases,
which in turn are used to build the multidimensioa@alytical cubes, which finally are the
source for business reports.

55.2.1.3 Data mining

Data mining, as a technigue, was introduced to awgrand increase the power of
OLAP and data warehouse tools, leading to a momgptex data analysifata miningis
seen as the analysis of large data sets with tiectole of discovering data patterns of
interest, such as data evolution [Mailvaganam (20J0TCombining data mining techniques
with data warehousing is presented as indispendablausiness intelligence solutions and
DSS.

The objective of data mining with DSS is to: €¥plainoccurred events, by inspecting
the data from the data warehouses or specificalliding data reports that would be of
interest; (if)confirm- once an explanation is found it can either béfied by other methods
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or by an external decision factor; (iigxplore which permits the discovery of new
information from the existing data, in turn leadiognew analysis.

There are two main methods of data mining analydescriptive and predictive
[Berson and Smith (1996)], which apply to the dasasehouse architecture:

Descriptive analysisor analysis classification, aims at identifyimggsific information
from the data warehouse, as if trying to find ‘theedle in the haystack '.Classification
allows the organization of data according to theruseeds, different from the data
warehouse or OLAP bases architecture. Common teggbsi for descriptive analysis
include: clustering, factorial analysis, hierarehiclassification or association.

Predictive analysidgs completely different, and focuses on evolutiom prediction of
data from the data warehouse, based on the aleastgnt data. Data warehouses always
implement a time axis. This analysis is more comphs apart from direct prediction, it also
enables chance percentage and probability stadicevents to occur. Predictive analysis
includes techniques such as: liner regressionsjsidac trees, neural networks or
probabilistic analysis. A good example of predietianalysis with a high degree of
probability is meteorological forecast.

The two types of analysis are based on severahigeds and tools, from which we
remind [Maisons (2006)]:

* Rule discovery- refers to two aspects of rules with data minifige first is the
validation of rules that are introduced to the eys (analogy with the consistency
rule engines of the semantic web technologies).sHwend is the deduction of new
rules and information starting from the existingeon

» Decision trees— as part of the predictive analysis, they enagecific criteria
analysis (including probabilistically techniqueBjecision trees are usually used to
identify the paths that lead to the solution(s)te problem, and are also able to
give the ‘best’ solution under given circumstances.

» Signal Processing implies the application of various filters to @asuch that the
retrieved data express specific inter links.

» Fractals — based on the mathematical notions of fractalsy thre used to find
irregular data classification (in opposition to tiegular classification techniques).

* Neural networks -ene of the most advanced techniques of data minisgired by
the human brain activity, neural networks are uggdknowledge discovery and
autonomic machine learning. As data pours into diatga warehouse, learning
methods are embedded with the neural network sbthea machine is able to
‘understand and predict’ the environment and tr@ution of the data warehouse.

Business use cases can be designed in perspectiagat mining techniques, Figure 37
showing this passage, from the two data miningdygfeanalysis:
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: Business Use Case
Analysis

Assign keywords io fext,
for future text mining

Figure 37 : Building business use cases from dataing algorithms [Mailvaganam
(2007a)]

The objective of the data warehouse is to providarahitecture such that experts can
focus on the analysis process itself rather tharh@m to format and integrate data. As
Inmon said:“The data warehouse is integrated so the miner cancentrate on mining
rather than cleansing and integrating datlihmon (1996)].

15.2.1.4 Web based DSS

The evolution of web has led in the*2dentury to the development of a new ‘breed’ of
DSS: web based DSS. A web based DSS is referraccamputerized system that delivers
decision support to the interested user (so farddifinition of the DSS) by using web
interfaces such as web browsers via the TCP/IPTRHprotocols [Shim et al.(2002)].

The architecture of a web based DSS is serverentcllThe server implements a CGl
(Common Gateway Interface), that handles Struct@edry languages (SQL), post-SQL
processing and of HTML formatting. The client candny interface that allows the user to
connect to the web server via the internet (usumlyeb browser interface). This kind of
architecture allows for a more loosely coupled apph of the DSS, and more important
allows different users from different locations émable collaboration with the DSS.
Moreover, the development of a web based architector the DSS enables a better
dissemination of ‘best practices’ elaboration addption, while decisions prove to be more
consistent especially with repetitive tasks (e.amager from a company already has taken
a similar decision, thus when another manager dhvakeal with the same situation, he will
also rely on the community).

As vendors saw the opportunity of developing webeldaDSS, a series of tools and
products were elaborated to this end. The prob&nalways, with collaboration is the lack
of standardization and the increased complexitghE@mpany build its data warehouses
internally with little (to be understood none) exi@ relation (i.e. one may adopt a pure
Kimball approach; another would make use only ¢& deses, another of OLAP cubes in an
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Inmon architecture etc.). A web based DSS shoutdnaatically imply the existence of a
standardization and the will of sharing the ardttitee with the interested parties.

Technical aspects such as charge load and scBlatdo is an important aspect of web
based DSSs. Data warehouses are constructed tpebiically scalable and flexible, to
handle huge amounts of information, and even teuszeptible to architectural changes.
Over a web architecture, the server should alwayavailable 24/7, handle great numbers
of concurrent requests, respond in acceptable ftiares cope with the constant growth in
data.

The architecture of a web based DSS consists mes tayer design (generally valid
for most of the actual web applications), as showlrigure 38.

Internal B i _-%t_, External
Dat == — — Dat
| ata 1 s ata

Database/
Data Warchouse

provide access to

Web Services
DSS Software System

v

implement
Dialog Manager

‘ Ajax-Enabled Applications

| Internet Users |

Figure 38: Web-based DSS architecture [Boreisha and Myrondvy2007)]

» The data layeincludes the external and internal data as wethaglata warehouses
that are build with this data

» Business logiexpresses the best practices, rules and procethurése business
process. It is implemented via web services whichvige access to the DSS
repositories.

* Interface layer— the front end of the DSS, from where users dew veports or
eventually modify existing information via the wetere it is exemplified by ajax-
enabled applications which assure the communicdt@ween users and the DSS
access web services.

What is important to notice is that this is a sesworiented architecture (SOA). The
usage of web services with the DSS decision marngesses enables a clear separation of
components, well defined interfaces, program lagguand platform independence,
scalability, easier deployment. Therefore, therggetowards web based DSSs relies on the
promises of global interoperability, the ‘dream’tb& decision analyst, such that data from a
data warehouse is compatible with data from angraflata warehouse.
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5.2.2 Data warehouses

Data warehouse was presented earlier as the &t for DSS, influencing the
development of the OLAP technologies and the mepoent web based DSS. Besides the
characteristics and elements that compose thewdathouse, an entire discussion is made
in the literature between the two approaches tosvitedarchitecture: the Inmon approach
based on a well established taxonomical foundadioeh the Kimball approach for a more
pragmatic, on the fly, approach.

A schema of the data flow including the data wausles is shown in Figure 39.
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Figure 39 — Data flow chain [Group (2011)]

Reporting

55.2.2.1 Data warehouse concepts

The data from the data warehouses suisnadytical data If in the early days of DSS
operational data was used as analysis support,daysa very clear separation between the
analytical and operational data is made. This sdijoar is based on several considerations
[lnmon (2005)]:

» The data used for operational systems is physichffgrent from the data used for
analysis

* The technology used for operational systems is dorehtally different from the
technology used to integrate analytical data

» The processing characteristics for operationalesystare different from the ones
for analytical processing.

» There is a clear separation between the operatémththe analytical community

One of the most important criticisms (brought imthg by himself) brought to
Inmon’s definition of the data warehouses is thevadatile aspect, which draws e huge gap
between the operational world. This gap was togelato be ignored, and led to the
construction of théperational Data Store (ODSJs a data structure ‘nearer’ to business
[Nelson and Wright (2005)]. An ODS is defined asirstegration data base which provides
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data for analysis and reporting, similar to theerof the data warehouse itself but for
operational systems. Inmon’s definition of the OD&rives from the one of the data
warehouse with two key differences: (i) specifistary of data up to a given limit (e.g. last
3 months) and (ii) a much higher data insertiogdency (e.g. 10 times a day).

As pointed out by [Inmon (2005)] data warehousernisarchitecture, a set of rules and
practices on how to store and use data for analyparposes with DSSs. A common
confusion is made between this ‘meta’ aspect oA derehouse and the physical aspect.
The physical side of DW includes elements suchdasa marts, multi dimensional data
bases, data cubes etc. Metaphorically, these ardribks that build the data warehouse
building.

Data marts— a data mart is defined as a repository of datheged from operational
data and other sources with the purpose of semipgrticular community of knowledge
workers [SAP (2010)]. In the data warehouse contesita marts are the pieces of
information contained in the DW, thus extraction amformation retrieval from a data mart
means extracting a part of the DW. A data marsisally a purpose specific data repository.
A simple example of a data mart is a Microsoft X&lget containing various aggregated
data from operational data bases. XLS is widelgagpramong enterprises DSSs.

Multidimensional bases / data cubase a type of data mart but with a more specific
architecture. Unlike traditional bi-dimensionalagbnal data bases, multidimensional bases
express data over several dimensions (or axis).spkeifications of the multidimensional
cube data stores are [Abell6 et al.(2003)]:

» Explicit separation of the cube structure and @stents
* Complex dimensions

0 Level structure

0 Instance structure

o Mathematical formalism for level structure

o Dimension attributes excluding hierarchies
* Measures and dimension member symmetry
» Complex measures

0 Structured measures

o Derivate measures

0 Measure operation mixing (e.g. additivity)
e Query formalism

0 Algebra or calculus

o0 Ad-hoc queries

0 User defined queries (i.e. aggregates)

A multidimensional data model expression from Qgaslshowed in Figure 40:
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Figure 40 : A multidimensional data model [Oracl2@10)]

At the top of the hierarchy we have ttbe a logical expression of the measures over
the exact same dimensions. Underneath there artodgimal Measuresand Dimensions
Measures have the role of filling the data chunkk the collected data (e.g. price, product
etc.). Measures are further on organized by dino@issia unique set of values that are used
to specifically identify data. Usually, dimensianslude a time axis, which provides for the
evaluative analytical side. In turn, dimensiondude three aspectfimension Attributes,
Levels and Hierarchiessomewhat similar to an ontology model. The hidrs express
how aggregation levels are constructed (e.g. TinG@uarter — Month — Week). The level
indicates the depth of the hierarchy element ingamison with the first parent (e.g. Time =
Level 0, Month = Level 2). Last, logical attributpsovide additional information about the
data, with various purposes (e.g. display labst,day of the week etc.).

Example. Consider a multidimensional data cube, contaimmigrmation’s about PC
sales over each month, in various cities across wbed. We notice the intuitive
multidimensional perspective, with the big cubeclicalimension intersection crates a
smaller cube (chunk of data) that can be retridwedrossing the respective dimensions
(e.g. 5,986 was the average sales for the ExecBtivan Tokyo for the two months January
and February).

&

@Q&O ((g‘ \[2"}0 &'@

89 g0 P e
Feb-01 W

Jan-01 / / / /
Standard PC 4585 |14,496 | 56,447] 7,248 /
Executive PC 2,347 | 19,868 5596 | 9,934 /
Ambassador PC 2,347 |50,402 ba,7a3 |50 /

Figure 41 : Multidimensional cube example [Oracl@@10)]

No matter the DW approach or architecture, there faur certain facts to be
considered when working with DWs:
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* The methodologwsed to build a DW is completely different fronetbne that
builds applications

* DWs arefundamentally differerfrom data marts

» Deliver promise- meaning that the expectations and assurancea giy early DW
developers were fulfilled

* DW containhuge quantities of dafahus giving a new side to the data management
field

The general process of working with data warehousedescribed as a multi tier
system in which data from one layer is derived fibmm data from the previous layers. The
raw data from the initial sources generate rectigrerarious derived data. This process
however doesn't treat the design of the data warshon its fullness; bur rather offers
partial solutions to given problems. Problems ofadeompatibility and interoperability
between layers are prone to exist. Figure 42destrihe process with five consecutive
layers:
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Figure 42 : Multi tier data warehouse layers [Mazast al.(2005)]

The Source Layercontains all the raw data, both internal and exleto the system,
extracted from data bases, official documents, muk@owledge etc. This data, in its
current state, is not fully interoperable due ® fiormatting and expression. The data
standardization process is done with the help ®@EfiLs Once the data is formatted, it is
loaded by the ETL into thBata Warehouse Repositoriebhe Data Cubesare next build
from the DW repository and finally in the last paasarious analysis tools are used to take
decisions using the data from the data cubes (tiegpdata mining etc.).

%5.2.2.2 The data warehouse architecture - Inmon vs Kimball

Literature offers two main visions over the dataretuse architecture, one from
Inmon and one from Kimball. Even if they keep immuoon the general facts about data
warehouses, they are fundamentally differéntThe data warehouse is nothing more than
the union of all the data marts..Said Ralph Kimball back in 1997, whereas Bill Immo
said in 1997°You can catch all the minnows in the ocean andlstiiem together and they
still do not make a whaleflnmon (1999)].
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Ralph Kimballsees the data warehouse as more of a gatherthg dfata sources; the
argument is that the data warehouse architectweprasented by Inmon, is complex,
difficult and expensive to build and requires mubbught and investment. The Kimbal
design has its roots on the star schema data bastuse, with fact tables and a full list of
dimension tables that link to these facts [Chauidéual.(2001)]. The granularity between
the fact tables is assured with the use of confdrdmmensions. A conformed dimension is a
unique set of data attributes that are preserg\vieral databases from the data model, while
keeping the same architecture (structure, attrfyutemain values, etc). Data redundancy is
somewhat expected with data warehouses, due t@adgesgation and drilling side, to
provide fast access.

The Inmonapproach is more towards the architecture anattanization of the data
sources (data marts, cubes etc.), with no redurdtgat scalable granularity and integrated
data design. Thus data marts are focused to humalyti@al needs, reinforcing the
objective orientated DW. Moreover, the Inmon mostkeidies the integration of metadata
and unstructured data with data warehouses, alithghe lifecycle of the data.

The main differences between the two approachepragented below, as shown by
Inmon himself in [Inmon (2010b)]:

* Long term vs short term if the objective of the data warehouse is speked
development and short term results, then the Kihayahitecture is recommended.
A long term complex architecture better suits tmadn model.

» Scalability —the Kimball model is a tight model; hardly suitalfide major changes
in the architecture (similar to the data base nm&)deéDnce the model has been
chosen, any changes to the model imply a serieglifitult tasks and can
sometimes lead to the entire reconstruction ofddia warehouse. With the Inmon
approach, there is a better control to this du¢hto existence of the meta data
model. The architecture contains granular, relatgdtional structures of data.

» Single truth versior Kimballs requirements for data duplication indécthat there
is no ‘single version of truth’, whereas Inmons mlodlways keeps a single truth
information. This is why the latter is slower andnm difficult to build, because it
brings everything into a big, non redundant, unipioture.

* Change requirement the foundation of the Kimball model isn’t suited evh
requirements change over time. It is more like aigue period of time for given
static specifications. The architectural model mnbn is more flexible and even
encourages change requirement allowing the impreweraf the model up to the
point where a ‘best suitable’ architecture is found

» Concepts -the components of the Kimball architecture are Viewy (tables and
indexes), keeping simplicity with the data. On dther hand, Inmon’s model is
more complex as it also integrates unstructuredviedge, textual data, archive
storage and metadata. This enables for a moretrabeltstecture, including the full
data lifecycle, the integration of both structuse! unstructured information and a
more suitable way of a prone-to-changes design.
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Seeing the comparison above, it all comes dowrh¢oneeds of the application, the
more complex the more closer is to Inmon’s architec(which is also the architecture used
the work presented in this thesis).

5.2.3 DSS and data warehouse characteristics

DSS evolution lead to the changing of DW charastes over time, translated through
the change in the approach of DSS and buildinglttita warehouses. As expected, derived
from operational systems, the parallel betweernwhehas always been a comparison point
when presenting DW specifics.

From a general point of view, there are five chimastics that identify an
informational system as a DSS [Holsapple and Waim£1996)]:

» Inclusion of a base of interesting knowledge

» The ability to acquire and maintain that knowledge

* Representation of the knowledge in customized ways

» Ability to select subparts of the knowledge for gmetation of the user or for the
generation of new derived knowledge

* Interaction with the decision makers in a flexibled natural way.

To these five elements, a list of requirements tf@r high-level DSS is added, as
follows:

» Collection of data from multiple different sourc@ocuments, data bases, human
knowledge etc.)

* Formalization of data — data collation and fornmajti such that the data is
represented in a singular standardized form.

* Robust tools for monitoring, reporting and analydislata

* Well trained DSS experts with the correct skillsl @xpertise

The characteristics presented above are as medtgereeral and permit the inclusion
of a system in the DSS category. This is usefubdsow what a system is designed and
used for (i.e. not using the good system for tlygiired job). On the other hand general lines
provide further a series of specific propertiesjotseparate the decisional world from its
operational sibling. A good starting point the gegian shown by Inmon in Figure 43.
Inmon shows this list to prove DSS and analyticaladrequire a completely different
approach than operational systems. The most ititegedifferences are discussed below:

DSSs aresubject orientedwith the goal towards the quality of service aowdrds the
business needs; operational systems are applicapeeific, focusing on application
requirements

DSSs represent thevolution of values over timas data warehouses always keep a
temporal line. Analytical data expresses the natiohprediction over data, data tendency
and evolution. Operational data is accurate, cpording to a specific moment of access.
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PRIMITIVE DATA/OPERATIONAL DATA DERIVED DATA/DSS DATA

* application oriented * subject oriented

* detailed * summarized, otherwise refined

» accurate, as of the moment of access * represents values over time, snapshots

» serves the clerical community * serves the managerial community

* can be updated * is not updated

* run repetitively = run heuristically

* requirements for processing understood * requirements for processing not
a priori understood & priori

* compatible with the SDLC = completely different life cycle

* performance sensitive * performance relaxed

» accessed a unit at a time * accessed a set at a time

* transaction driven = analysis driven

= control of update a major concern in = control of update no issue
terms of ownership

* high availability = relaxed availability

» managed in its entirety * managed by subsets

* nonredundancy » redundancy is a fact of life

» static structure; variable contents « flexible structure

* small amount of data used in a process * large amount of data used in a process

* supports day-to-day operations * supports managerial needs

* high probability of access * low, modest probability of access

Figure 43 : Analytical data versus operational dafimmon (2005)]

Building a DSS and the data warehouses have adtitféife cycle than the traditional
Software Development Life Cycle (SDLS}ylusinc (2008)]. With classical SLDC, the first
step is to gather the requirements, then to expghess with programs and data sources and
then implement and offer the solution to the us@te data warehouse lifecycle implies
first the construction of the data warehouse agchitre, then the development of the
program that uses the data warehouses, and ladesieeiption of the requirements. This is
due to the fact that when working with data waredesy one doesn’'t know exactly what
information he wants. The paradigm of the data hause user is:Give me what | say |
want so | can tell you what | really wanfihmon et al.(1999)].

Data warehouses are presenteg@dormance relaxe@ds opposed to the operational
data, where ‘instant’ response times are a muss. i$lone delicate aspect, and will be more
detailed in a following subsection about perforneaneasurement. The general idea is that
performance measurement with DSS varies stronglyt, ia objective and quality oriented,
and is not ‘stressed’ by the real time constraiNsvertheless, there are limits (e.g. if a
manager has his report in a few minutes, it will consider it as a performance problem,
but if it takes an hour to generate it then it nhilgd).

The accessed datsith DSSs is in the form of small chunks. ‘Mini-@#8) of data are
requested by the DSS users as opposed to opelatibese data accesses are done by units
(i.e. line of a table).

The quantity of data that is stored and used with the data veauges is much larger
then its operational correspondent, as data wasglsouse all the operational data and
aggregate it over time. Therefore, working with adatarehouses data implies using
strategies suited for large data amounts.
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The patterns foresource utilization(especially hardware) with DSSs are completely
different from the ones with operational systemsisTis mainly because DSSs are not used
constantly all the time. There are periods of maximcharge and periods of complete
inactivity, based on the specifications of the egstThis discontinuity in utilization makes
the prediction of the system usage harder, assit fieeds to learn the utilization patterns.
Figure 44 shows this behavior:

operational data warehouse
100%

A0

Figure 44 : Hardware utilization patterns for opetmnal and data warehouse
[Inmon (2005)]

The operational system is constantly used, wittstzont data transactions and retrieval,
having a full resource charge at all times. Ondtieer hand, data warehouse is only used
during the utilization periods, or the critical pels. During these periods resources should
be allocated to the data warehouse, such thatrpsafaces are at their best, where as during
inactivity periods, resources should be kept atnti@mum required. This constant resource
balancing is more detailed in the management proesgas it is one of the missing points
with data warehouse systems today and a solid agurfor not mixing the two
environments on the same machines.

5.3 Management procedures

Management procedures and best practices with DS8laborated with regards to the
DSS characteristics presented previously. It iardleat some of the standard procedures for
IS don’t apply for DSS (e.g. data access managemehile are perfectly valid (e.g. system
monitoring).

The first important question that must be answevrken speaking of DSS management
is: who is the DSS user? [Inmon (2005)] descrilesuser as the DSS analyst, more of a
business person rather than a technician (unlilegadipnal systems). His primary job is to
define and discover the knowledge in the decisiaking process, and his objectives
constantly change. The DSS user is a researcheyslasking for more data, based on the
data that he has. He states thah! Now | see what the possibilities are, | cait y@u what
| really want to see. But until | know what the gibdities are | cannot describe to you what
I want”. This way of thinking is (i) legitimate, as this how an analyst sees them, (ii)
global, as all DSS users think the same and (ipacts directly how data warehouses and
applications are developed, as opposed to thditmadi SDLC.

Once the data warehouse is build, the first stepnahagement is the awareness
towards its state, explicitly: monitoring of itsw@onment. You can't manage what you
don’t measurdGloberson et al.(1991)]. Inmon presents a chstkhat any DSS analyst

100



should be able to fully comply with in order to &is a good management (or at least that
the management doesn’t get out of hand):

* Growth management, when, where and why data grsagbcurring

» Identification of which data from the data warel®isused

e Calculating the response times on the users reports

» Knowing who is using which data from the data warete, and how much of this
data is used in comparison with the users thatigirey it

* Knowing exactly when the data warehouse is iniigcal periods and in its non-
utilization periods

» Calculating the level of usage of the data warebpmsrapport with how much data
is used and how often it is requested.

As data warehouses are in constant growth, theinagement must follow the
performance guidelines. Response times in DSS e#R as time relaxed, as opposed to
OLTP. Yet, time relaxed doesn’'t mean not importadhe may wait for a report to be
generated in 10 minutes but maybe has not willingait for it for 2 days. The simple fact
of considering only the technical response timénaut integrating the quality of service is
inexact for DSS performance measurement.

There is a clear separation between two main atibn purposes that a data warehouse
has, based on the life cycle of the data. Theseutiliaation purposes are: (i) active day
usage and (ii) night usage [Chaudhuri and Daya@ )19

» Day usage- represents the period in which DWs are usedjf@rying and report
generation. A high level of user activity is showuring these periods and the
response time is critical, as to suit the user etgoeies. During day usage, the data
from the data warehouse is up to date until theipus day (operational data form
the current day is not integrated).

* Night usage- or also known as the batch period, in which thea dearehouses
integrate the operational data from the day thatjbat passed. These operations
usually are very resource and time costly, as caebenstructions and recalculations
are being executed. During this period there igglly no user activity on the data
warehouse, as any rapport generated would be iistens From which the need
that during night, resources should be allocatea manner that the reconstruction
operations are over until the morning (the stathefnext operational day)

The separation of these two periods implies thep@oio of different management
policies during day and during night. Unfortunatetiie real implementations of data
warehouse management don'’t in most of the casesitédk account this separation as our
studies at SP2 show. One-time resource configurgiibthe deployment of the application)
is a common practice, and changes to it occur atign problems have already impacted
the functioning of the system.
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5.4 Performance measurement

Performance measurement with DSSs brings into slison, along the technical aspect
(from operational systems) the user satisfactigreets(form the business objective oriented
point of view of analytical systems). There are toain types of performance [Agarwala et
al.(2006)]:

* Raw technical performance related to the technical indicators for meagurin
system performance (such as response times foveeng data from the data
warehouse, for report generation, data calculattor)

» Objective performances relating to user expectations. These measuesssaally
based on predefined policies and rules that ineieetather or not satisfactory
levels are achieved by the system. (e.g. resp@mseint rapport with the importance
of the data warehouse or with the user activity).

One of the most important measure indicators wipgalking of DW performance is
the QoS (Quiality of Service).

Definition. The QoS is defined by the levels of satisfacti@n® the users in rapport
with their expectances, and usually is computethagapport between the actual value of
the metric and the objective defined value of thetrio. The exemplification of the QoS
computation with regards to two involved factonsppty and level of usage, is shown for a
data transmission environment by [Agarwala et @D@)]. It leads to a definition of the QoS
as shown below:

Monitored Value

S =
Qo Specified Value
and
00S _ X1 QoS; * Scaling Factor
global —

n

The basic single parameter QoS is computed by appart between the monitored
values and the specified expected values. If separameters are in charge of offering a
global QoS, then a scaling factor is multipliedhwi#ach individual QoS, and in the end an
average of all the scaled QoS is computed to olzaimverall system QoS value. As an
example, E.F. Codd elaborated a series of practime®LAP bases, which translate to a
general well known rule (by DSS experts) that 804he OLAP queries should have a
response time under a second [Codd et al.(1993)].

The data warehouse quality model is goal orientet raots from the goal-question-
metric model. Whether metrics satisfy or not thalgiteterminates the quality of the DW
[Vassiliadis et al.(1999)]. Data warehouses musvigde high QoS, translated into features
such as coherency, accessibility and performangdyuidding a quality meta-model and
establishing goal metrics through quality questidriee main advantage of a quality driven
model is the increase in the service levels offécethe user and implicitly increase in the
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user satisfaction. QoS specifications are usuadigcdbed by what is known &ervice
Level Agreements (SLAs) and/or Service Level Qbgesc(SLO).

Definition. SLAs (or Documents of Understanding) are contraotgween the
consumer and the supplier, indicating the busim@ssess, supported services, service
parameters, acceptable/unacceptable levels, tiabilor actions to be taken under various
circumstances.

They can equally be made between the IT departfasna service provider) and the
other departments (as clients), including ‘punishthand ‘reward’ clauses relative to
degree at which SLAs are met [Lewis and Ray (199B)k reward may be missing, but
SLAs contract violations are well established. SLiAgyeneral are clients oriented, with
specification of business objectives over technitaéctives. SLAs can cover aspects such
as: problem and error fault, configuration, accountsecurity management etc. SLOs
derivate from SLAs, and concern the more techraspkcts.

With DSSs and data warehouses, one important dneeevgervice levels are crucial is
the utilization periods, in direct link with the wer to the question: what is used, by whom
and when? Data warehouse high charge periods aoffisd with SLAs. When building a
new DSS and putting in place the data warehoudstacture, the utilization periods are
specified for the various applications. For insgngased on application purpose we can
have: the budget application which is used betwberf"' and ' of each month, the sales
applications which is used in the last week of eawnth, the marketing application 2
months / year during the reduction periods etc.iriedn of such SLAs permits the
determination data warehouse importance and priatigiven times.

The key to enterprise performance management idetttify an organization’s value
drivers, focus on them, and align the organizatiordrive result§Oracle (2008)]. This is
the most simple to understand and yet hardest ttanghplement, as Oracle specifies a
series of six management processes and the assb&ry metrics. These are: (i) gain to
sustain, (ii) investigate to invest, (iii) designdecide, (iv) plan to act, (v) analyze to adjust
and (vi) record to report. To exemplify, the designdecide performance indicators are
presented in the table below:

Table 5 : Design to Decide Performance Indicatof@rpacle (2008)]

Perspective Business results Business drivers

Financial Economic added value (EVA) Customer perspective metrics
Shareholder value Process perspective metrics

Customer Customer satisfaction Process perspective metrics
Revenue growth
Brand value

Process Productivity, operational excellend8rowth/learning perspective

benchmark (time to market, cost, qualityjnetrics
Costumer profitability Revenue from
products
Growth/learning| Skills/competences match Economic added value
IT effectiveness benchmark

Impact (monetary, time, quality) ¢
improvement initiatives

=
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There are two types of metrics, one for the restilbusiness (how to measure the
output) and the other for what drives the businEss.example, from the customer point of
view the most important performance indicators @re satisfaction, the growth of the
revenue and the value of the brand, all of thesenlifrom a process perspective.

5.5 Conclusion

In this section we have presented and understooide support systems and data
warehouses, over the main references and chasdict®riThe natural question that is posed
is whether or not technologies such as autonommpeoting fit with this specific type of
systems.

There is not much reference in the literature tmagament of DSSs with autonomic
computing, maybe due to their ‘subjective’ natuvkost of the works is done with data
bases and DBMS, as they easier to express witlttolgetechnical tasks. Technical is the
keyword, as it is much easier to express techmieads and render them autonomic than
analytical decisional operations. In [EInaffar bf2003)] and [Lightstone et al.(2003)], both
authors focus on the data base aspects, but alsboméhe analytical side of autonomic
behaviors.

More specific, a list of several shortcomings iswh by [Elnaffar et al.(2003)] when it
comes to analysis, and which are presented beloav @erallel between DBMS and DSS
management:

» High human input and intelligeneetranslated by the lack of introduction of human
experience with the management process; an autondegision process lacks the
implementation of the humane expertise, by mainseaof standardization and
information formalism.

* Dynamic adaption- perfectly valid for the operational world, espdy by real
time tuning advisors. The non-continuous aspect®®$® relax this shortcoming,
but with regards that data warehouses data chanmgertheless (even if more
seldom than operational data).

* Lack of analytical capabilities- complex analytical models, rules and advanced
prediction systems miss form the AC implementatidiiss means that at least one
of the base objectives of DSS is not met by theecttitAC implementations.

» Lack of Prevention derived from the lack of analytical capabilitiesy ‘healing’
operation will be executed after the problem occBrgvention is implemented at
best at a base level, and complex prediction owssiple problematic behaviors is
missing.

» Standardization- interfacing an autonomic DSS with other systenwwvgs to be a
hard task. On this subject several recent worke leeen made especially with the
development of web based DSS which allowed a Igoselipled architecture and
the passage through web services.

From the definitions and applications areas of AG clear that its objective is towards
operational systems (at least for now). The foouer dechnical parameter monitoring and
improvement or the ‘real-time’ continuous natureaof AC implementation reinforces this

104



trend. Analytical objectives are hard to expresd emplement, and AC looks especially
towards the simple tasks (the low level managenaesiis). Adopting AC to DSS is a dream
objective for any DSS expert and would provide estone for the future of DSSs and data

warehouse management.
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6 Solutions and Problematic

“Removing all the possible causes of errors doeantbmatically deliver success”

Anonymous
6.1 Introduction

This section introduces the context of the thewigh regards to the industrial
environment (the SP2 Solutions company), the rebdaboratory (LINA-COD), and to the
problematic, needs and objectives raised by theatartds (industry and academics).

The chapter first offers an overview of the SP2u8ohs company and of its current
offered solutions. Then we show a list of industissues in relation with the elements
shown in the state of the art. Third, we preseatd¥asi-equivalence of the industrial issues
in terms of academics points of research and pnudttie. We conclude by mentioning the
main objectives of this thesis, in order to solvedt least try) the mentioned problematic.

6.2 Industrial climate — SP2 Solutions

76.2.1 Presentation

SP2 Solutions has claimed its place as the firfiivaoe editor specialized in the
monitoring and optimization of DSS. Thanks to astant innovation effort with the main
objective of improving the service provided to tB&S users, SP2 places itself as an
decisional actor who helps enterprises with thattitadecisions. With a team of excellent
Bl experts and R&D engineers, SP2 offers severalices, starting from the proposed
software suite: Bl Copilot [SP2Solutions (2010)]:

» Technical Assistance- assistance with the installation and maintenaofcd|
solutions such as BI Copilot.

» Externalization— expresses the needs of companies to use exsemade providers
to manage their DSS, because internally the operas too costly or even
impossible to assure, due to human resources. 8&23 ¢t analyze the DSS and
offer regular or on-demand rapports of audit artdriuprevisions.

» Advice— a service offered to come to the help of comgmnby analyzing the
information gathered and offering access to a netwb Bl experts, in accordance
to the company’s situation and needs.

» Training — assures training over the usage of various Bitisos, both for regular
Bl user and for the technical Bl staff of companjdesmands of competence gain
and advanced detailed expertise).

* Integration— capability of the proposed solution to be péytiar fully integrated
with the DSS of the customer
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6.2.2 Offered solutions

The formalized solution proposed by SP2 is a soitsoftware products, called BI
Copilot, with the objective of improving the managent of existing decision support
systems. There are six benefices and innovativepuwiith Bl Copilot:

Unified vision of the DSS all elements that concern the DSS management are
gathered under the same interface and the datansolidated and stored to a
unified CMDB. This enables increased visibility Wwithe decisional system,
decreases the time spent by Bl experts with theks and enables cross analysis.
Decision oriented- the solution is thought with consideration te ttharacteristics
of DSSs. It contains connectors linking with thenpipal Bl software, integrating a
specter of responsibilities such as: techniquefandtional, support and user; and
takes into consideration DSS management constraititdts usage periods.
Continuous improvementassured by integrating user feedback over thenpace

of produced results. It also offers real-time vilgjpover the efficiency of the DSS.
The main benefits here come from the capabilitthefsystem to self-improve over
time.

Forecasts- enabling future evolutions of the DSS, over galth and performance,
by archiving all past information over long perioafstime (years) and computing
future evolutions by using prediction algorithm#isleads to a decrease of the of
the number of incidents (by preventive maintengraed a decrease in the costs of
maintenance (by automatically raising alerts whig potential problems)

Full accessibility— the solution is targeted at all Bl user categormsch as:
technical staff, regular customers/users, directmrgject managers, administrators
etc. This assures a common language between thenefdre reducing the ‘miss-
understandingsiith human interaction from different areas.

Fast and simple- Bl Copilot enables several use modes: on demanegrated
with the customers system or on the site. Thisds/onodeling a full IT system,
decreases the costs of maintenance and enablesldien as risk-free.

The BI Copilot architecture contains several mosluach with its own specificities

and purpose. This is shown in Figure 45, whichimtisishes five modules, on top of a raw
data layer, all interconnected with third partyteaire for data access.

The Raw Data layer- it is represented by all the Bl applications anftware installed

on machines and the corresponding data they proVide includes configuration logs, OS
resource usage statistics, software activity lagsnings and exception traces etc.

(Module 1) Data Collector— the first module of Bl Copilot, which gathers the

information from the software layer via connectarshe software from the raw data layer.

(Module 2) Operational CMDB- this module is in charge of organizing the data

collected by the data collector into data basesL(8&ses in this case), by dividing the
information into: configuration data, performan@aland exception/error data.
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Figure 45 : Bl Copilot Architecture [SP2Solution2010)]

(Module 3) Analytical CMDB- takes the organized data from the operational BMD
and builds data warehouses based on this datappétfations such as aggregation, crossed
calculations between multi dimensions etc. Thisadatchitecture is build using analytical
forms of storing data, such as OLAP bases or nioiédsional cubes. On the analytical
data, various operations of analysis are perforfoediriving the decision process. These
include: (i) basic operations such as aggregat{on,prediction operations for future
evaluations, (iii) optimization operations to impecthe system functioning and (iv) service
oriented operations to improve the levels of senaad user satisfaction. It is also in this
module that the works from this thesis are integtatia the Bl Self-X project.

(Module 4) Reporting publisher this module is in charge of construction of user
reports based on the analytical data. These repadlest any customer-interesting operation
from the analytical CMDB such as: prediction repprtvarning and failure reports,
configuration change reports, evolution reports etc

(Module 5) Web Portal- the last module at the top of the Bl Copilot @estiure
represents the GUI interface with all the inforrmoatifrom below. Users can access the
generated reports, view the state of their DSS ctrdiguration and organization of their
DSS; they can equally choose which reports theyirdezested in and the corresponding
commercial solution (i.e. the service offered ig par each rapport).

Third party software, data export all the five modules provide the capability of
exporting their data and making it available at d@inye. This way, adoption of the BI
Copilot architectures stops with the client neetlarsy of the modules. For instance, a
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customer may choose to stop at the Analytical CMiDBdule, as he already has the
reporting and interface capabilities.

6.3 Present work

The present work of this thesis is formalized i tieart of SP2 Solutions as tBe
Self-X project Bl Self-X represents the fruit of the SP2’s resheaefforts and is part of the
Analytical CMDB module of the Bl Copilot architectu The name itself indicates the main
focus of the thesis, which is improved managemédata warehouses and DSSs.

In our vision, improvement of the DSS includes salvaspects related to a good DSS
management, such as: gathering the existing da&gration of the data, intelligent analysis
of this data, appropriate prediction algorithmsuitive interfaces for accessing the data etc.
The final purpose is decreasing the costs whileegging the user satisfaction.

6.3.1 Problematic

There are several issues that the works in thsghges to approach or solve. We note
nevertheless that some of them remain very littlpastially approached, whereas others are
more detailed with the proposed solutions. To debeteparation and understating of the
problematic, we divide it into two main categoriexlustrial and Academic. We only make
at most short references to the solutions we hawposed, as the detailed propositions are
presented in the next chapter.

56.3.1.1 Industrial

The industrial problematic contains the point oéwiof enterprises and companies,
reflected by the practical problems they encountailure reports, bad management,
unsatisfied customers, low service etc. Theretaeetmain industrial issues approached:

» Knowledge management the information required to manage a DSS is dtore
under several formats (editor documents, techiiccaims, human experience etc.)
leading to a laborious and time consuming work wingimg to find and use a piece
of information.

* Manual Low Task managemerlbw level tasks, such as parameter reconfigomati
are done manually, and require most of decisioreggptime (over 70% [IBM
(2005b)]).

» Performance measurementwhen measuring the performance levels of a DSS,
considerations such as Level Service Agreementd)8te not taken into account.
Improving a technical performance measure doesrdtantee the improvement of
the quality of the provided service.

6.3.1.1.1 Knowledge management

The problematic of knowledge management refersanaging all information that is
used for system deployment, configuration, mairmeeand optimization. The efficiency of
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knowledge management depends on two main facipsie( amount and complexitf the
information available and (ithe formalizatiorof this information.

The amount and complexity of information derivates from the principal problematic
of information growth in size and complexity witB.IFirst, this affects the efficacy of the
DSS users (both experts and decision makers) gtedl to process more elements before
acting. Second, it impacts on the financial castdhe enterprise, as they need more
qualified and an increased number of DSS expertsaoage their decisional systems (and
informational systems in general). Consider thiowahg example, taken from the ‘failure’
experience of a DSS expert.

Example One of the companies for which the expert waskimgrfor, overseeing the
good functioning of the DSS system decides to perfa migration change from Essbase v9
to the latest v11. The expert has the knowledgbetwo versions, makes an assessment of
the situation and performs the migration. During finst month everything runs smoothly,
without incidents. At the end of the first monthyser of the DSS requires a functionality of
integrating some of the old reports with the newsiga. When attempting the operation a
fatal error occurs, and the import operation faillsthe time. One of the release readme
documents of Essbase v11 specifies that this aperet known to create a failure and is
documented as a known bug. The DSS expert, whepehermed the migration, had
knowledge over the v11. Yet, he was not aware i3f plarticular issue. Obviously, it is
impossible for a human mind to know and take intxoant all the documented
particularities and possible issues for each safiw&ersion. To resolve this, either a
complete rollback should have been made or theldamait for a patch of v11 which would
fix this issue. This situation happened with on@wof clients, and fortunately we were able
to develop a way of ‘overturning’ the import / expoperations.

The conclusion of the example is that knowledge agament is vital, and any kind of
knowledge dependent operation is prone to humaor.eFherefore, the tendency towards
autonomic integration of the knowledge is a maiwbpgmatic for DSSs with enterprises.

The formalization of information — represents the second major problem with
knowledge management. Mainly, as the amount ofinddion increases so does the various
forms of knowledge representation. Nowadays, in&drom is found in plenty of local or
public sources (e.g. editor readme documents, teghforums, editor web sites, blogs,
personal web pages etc.). And the most importhatl @& human experience which is the
most difficult to formalize. Therefore, enterpriséght’ for the best DSS experts, which in
turn desperately require ways of formalizing a maxin of information from a maximum
of sources. Their problem is how to bring togethlethis information so they can exploit it
at its full potential. To better understand how thformation formalization is vital for a
company, consider the following example.

Example.The DSS expert of a company decides to no longefige its services to the
company, as he found a better offer with anothrer.flUsually, throughout companies today
the number of decisional experts is very limited #rey are very rare as a human resource.
Once an expert leaves, it takes with him all higegience and his knowledge over the DSS
of the company he’s just left. So, as the companfpiiced to hire someone else, this new
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DSS expert is put in front of a system he has nesgen, with particularities that he cannot
yet foresee. This provides a high risk of perfamoe degradation or even failure of the
DSS, until the new expert re-discovers and integréte information and knowledge for the
company'’s system. On the other hand, if the companyld have implemented a decisional
knowledge formalization procedure, the old expeduld have left behind more than a
‘closed’ system, but also a part of his experigiocduture usage. This is taken again from
our experience, as most of our clients rely on oneaximum two experts for managing
their decisional systems.

The conclusion of this example is that enterprises a problematic in knowledge
formalization, and they are more and more awartsafiticality with its growth.

6.3.1.1.2 Manual task management

In the field of information systems manual task ageament has become a problem
with the increase in the number and complexityhef tequired tasks. As tasks require more
and more time and qualified experts to handle, det of performing them increases
accordingly. Moreover, as tasks are performed bydns, increase in complexity implies
increase in the risk that a task is affected todmuerror. There are tow main issuesldiy-
level tasks managemaeantd(ii) manual task performing

Low-level task- refers to a repetitive task that requires spetichnical notions. Low-
level should not be mistaken with easy. But, with specific technical knowledge, the task
becomes easy as no additional information will beded to perform it. Because of this, the
task can be as well performed by a machine, elimmigahe costs of the human resource
and the risks of human error. The human expertniilbe replaced, but will only supervise
the execution of the low level tasks. Let’'s consithe following example.

Example.A DSS expert is in charge of the DSS of a compéliy responsibilities vary
from configuring the data warehouses to the audityesis. One of the low level tasks he
must perform is to configure the cache allocatiohthe OLAP bases of the DSS on each
server, on specific bases. It is always the sarttelitfie variations (same DSS, same OLAP
bases) and takes a lot of the experts’ time (2 daysek). As the experts contract ties him
with the company 3 days / weak, he only has 1 dftytdé analyze the reports and perform
the auditing tasks. An auditing task is considexgedhigh-level, because the data changes all
the time and the conclusions on the reports requineman expertise. Moreover, the high
level task depends on the low level one, as thertieg should be done with a good
configuration and performance. As 1 day is not gihdfor this activity, the expert is forced
to work extra time, stay more to perform the taglsform certain tasks in the detriment of
others etc. This happens often with our clientswas as decisional experts, are always
faced with deciding what to do first.

The point of the example was to show that an aimalysthe tasks to be performed
should always be done before executing the task#)a sense of dividing them into low
level and high level. Once this division is dones wan refer to the second key point:
manual task.
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Manual task— a manual task is any task performed by a humasyr case the human
expert. Both low and high level tasks are mosthaf time manual. The problematic of
manual tasks is how to render them autonomic uhderan supervision. We exemplify
below, based on the example above, as the two tasflew task and manual task) are
strongly related.

Example A company calls its DSS expert on the field oraeh two weeks, in order
for him to reconfigure the OLAP bases. The operatithat the DSS expert must perform
are based on a set of well specified rules thdtdsknowledge of, and each time he does
the same repetitive actions. He identifies thesdigoration tasks as low level, and realizes
that they can be performed faster and more efficigtih the help of a machine. Therefore,
the task is a strong candidate to be rendered anotous.

The example above points out a specific type afraarmic low task: configuration and
maintenance. Yet, the area of possible autononsikstaan be extended to include even
complicated high level tasks. An example would lkystean diagnosis or evolution
prediction based on the existing symptoms. Withroadels we aim also at treating some of
these higher level tasks, of course, along withdhelevel ones.

6.3.1.1.3 Performance measurement

The problematic of performance measurement has deefs with information
systems, as this subject reunites two worlds: tleldvof customers and the world of
technicians.

World of customers As seen from the state of the art the industgreches to improve
the service offered to customers; therefore busipescesses are guided by the quality of
the provided service. This is the world of custasnéollowing the ‘our client, our master’
rule. Measuring performance from this pint of vienngs a very subjective side to the
problem. Sometimes, quality specifications are \@ear and presented under a structured
form (e.g. a data base with thresholds for vartgpss of parameters and the related alerts).
In other situations, the expectancies are morestiuetured (i.e written in the contract of
agreements). Consider for instance the following-siouctured extract from a SLAhe
application must not fail during its production ¢gcThis can mean several things: the
response times should be low enough such as thet ase satisfied with their reports, the
data from the data warehouses should always behmymized and recalculated with the
operational data, the logical server itself whioblds the application should not stop
working, or even the physical server itself shootit have a failure (electricity, security
breach etc.). Computing the performance indicatarstmtake into account all these
elements, if we are to translate the SLA.

World of technicians— or the ‘underworld’, apart from the world of tomers, that
specializes in improving the raw pure technicalfggenances. Performance is easier to
measure, as it is based on SLOs and objectivedtadi® For example, the lower the query
response time for a data warehouse, the bettgrettiermances are, with regards to no other
elements. The relation between the technical aaclient world is not trivial. As we have
seen, providing good technical performances doesetessarily provide good service
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levels. It serves to nothing to have the best teehnresource configuration for an

application if the application is never used. RFwailg this, there should be a constant
communication between the two worlds, an elemesit ihstill missing in implementation

with DSSs, and which is vital to the developmenbaginess.

%6.3.1.2 Academic

This section presents the main research fields dahatcovered in this thesis, and
describe the problematic that we treat in rappatth whem. These are (directly related to
industrial problematic):

 Knowledge acquisition and formalizatior how is the non/semi-structured
knowledge gathered, unified and formalized into Wiealge bases, such as
ontologies.

» Autonomic adoptior how can systems adopt autonomic behaviors akd tas be
rendered autonomic, using technologies such asndotic Computing

* Cross domain— how to combine the two research fields of Web &dros
(Ontologies) and Autonomic Computing together f&@3and DW management.

6.3.1.2.1 Knowledge acquisition and formalization

The knowledge formalization is a very live subjdutoughout the academic world,
especially with the development of the collabomtiveb. We have seen in the state of the
art that there is a real problem with knowledgeugitjon, as we find it everywhere and in
every possible form. In order to make it usable,eatire chain of processes must be
elaborated, from finding the information and filtey it to what is of interest to transforming
and representing it in the desired structured fdrne following phases are identified:

Knowledge identificatior- expressing the act of locating the informatiorfiormation
comes from a wide variety of sources: technicaloediocuments, specialized forums and
discussion boards, editor guidelines and last loatleast from the user experience (the
harder to get and formalize). Many recent worksu$oon the identification of web services
and their availability to perform sets of tasks.

Knowledge filtering— once the knowledge is located, there is an engisearch area
over how to identify what is useful and if it isisted. Identifying what is useful depends on
the objectives and on the specifications of théesgsand can render autonomic some of the
filtering activity. Trust on the other hand is hardo assure, and the intervention of human
experts that validate the source and the informatself is often required. Trust is also the
next big step for the passage to Web 4.0 (the weatpufidence) so it provides an open
problematic for the entire knowledge and web comityun

Knowledge transformatior once the useful and trusted information has lohesen,
an entire methodology is required for transformiingnto a structured format (data bases,
ontologies, spreadsheets etc.). Some of the furechoe assured by ETL software. The data
warehouse is a perfect example of knowledge tramsfton.
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Knowledge use- the last stage, which links the formatted knogkdback with the
user. In the data warehouse analogy it is basith#yinterface for building and accessing
the rapports from the aggregated data. This is mdked to the research problematic of the
human-computer interaction and to the developmkgtaphical user interfaces.

6.3.1.2.2 Autonomic adoption

The problematic of autonomic adoption is formalizeslthe manual/autonomic task
problematic. As research fields, this is linkedhwirtificial Intelligence and Multi Agent
Systems, as shown in the state of the art. Ygipaded, the role of autonomic computing is
not to replace the human but to help him with higks. From this perspective, the research
fields revolve around how to find a suitable moaletl how to separate the high level from
the low level tasks.

Autonomic Computing is one solution and there iseatire research field around it
that has developed over the last years. Severakls@tich as IBM’s adoption model are
studied, as to provide a possible industry standaxgdert Systems and Rule Based systems
share the same objectives. In our case, briningnauty to DSSs and DW management is
very little studied (in research) or applied (ie tindustry). The real problem exists and we
see it every day, as there is just too much worktan many tasks to be performed by the
DSS experts. From this point of view, task ideaéfion and classification provide different
research areas, as there is a question of riskgeament and cost/gain rapport.

There is a methodology to adding new tasks, tagkagement and task formalization.
Horn based rules offered a good starting point, tey are liable when their number
remains within low limits. Once complex systems tres dealt with, there are a series of
problematic that relate to rule elaboration andetehce. It remains an opened problematic,
and propositions such as autonomic computing oftene guidelines for organizing the
rules (i.e. the phases of the MAPE-K loop or theppses of AC). This brings additional
organization and facilitates management, but with mumbers of rules the problems
persist. Nevertheless, such solutions have shoeindffectiveness, and our works reinforce
them as a good ‘copilot’ for human management.

6.3.1.2.3 Cross domain

When the two pylons of autonomic management andvledge formalization are
combined, they raise a series of new problematistipns.

IBMs specifications of autonomic computing indicttite presence of knowledge bases
as the information sources for AC managers andhi®rAC adoption model. The model of
the KB is left at the choice of the implementatidrhe state of the art presented the
approach on how to use web semantic technologidsoatologies for AC adoptions, an
approach that is taken further by the works in tihissis. We have seen that even if
ontologies are a very viable solution, not mucleaesh has been done in this direction, and
references are scarce. Nevertheless, they arise gbtihne questions that we try to answer or
propagate forward for future research. These coscer
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* How ontology adoptions are implemented in an AC ehodhat is the backend of
working with such models (i.e. for databases weehadustry verified and adopted
database servers).

* How ontology rules impact on the coherence of thewkedge base, the
organization of the rules, the order of executiod their interdependence.

* How the AC model itself can be described with oogi#s, under the form of a meta
description: ontologies that describe how the ACdetoworks, how ACMs
communicate, based on knowledge bases which awenrexpressed by ontologies.

» How technical elements interconnect to expressvibepylons together

 How human resources are used, as they require bethgunder the understanding
of the managed system and knowledge experts andlusimess value can be
added by the use of these technologies togethHezrrdian isolated.

We notice that the issues at hand vary from thienieal level to the business objective
level. With the technical level, research bring®idiscussion the adoption of standards:
language specifications (such as OWL), communinapootocols (such as WSAD) or
model description languages (such as UML). Withlibsiness level, research turns to how
business processes can be improved, how ontologiekelp better describe business needs
and objectives, and how can manual high cost teahkde transformed into autonomic low
cost tasks.

6.3.2 Objectives

We have seen above the main issues from the imauatrd the academic point of
view. Our objectives here are not to try to ansamd find a solution for all of them. We
want to prove that business management and Bljfiadly DSS management, needs new
directions from the information and knowledge paifitview. We want to show that with
these new directions, specific technologies suamédogies and autonomic computing can
be solid allies, and can greatly improve the lemetl quality of services offered to the
clients.

A list of the main objectives, from the practicadimt of view, is shown below, as
digressions are afterwards possible on each oé thiejectives:

 Find ways of transforming and integrating DSS managnt knowledge into a
centralized structured form, to use it to help sieci making. We have seen that
knowledge comes from variety of sources, and wramed with real situations
solutions are prone to human error. We want to He#phuman experts, by giving
them already some of the answers they search taninime. For example, instead
of having to go through all the readme documentshiours to find a certain
referenced bug, the expert would use the KB systemhave the answer
immediately. So, specifically, our first objectivis building an integrated
knowledge basewvhich models the DS&nd the information related t®SS
managementThis includes aliagnostic module for DSS managemwhtch would
gain experts enormous time.
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* The second objective is to provideelf-configuration for the pre-production
deployments of DSSBefore setting up a data warehouse architecturst af load
charge tests should be made to provide the besibp@sstart configuration (e.g.
hardware resources, parameter configuration, resaalfocation etc.). The purpose
is to provide a pre-production autonomic systent thauld test several possible
configurations, by simulation of the user activigs to find the ‘best’ suitable
starting configuration. This provides the companioiger problem-free running
time of their DWs.

* The elaboration of the second objective leads taildey the third objective. Once a
DSS is in place, intervention when something isngrs always done manually by
calling a human expert. This implies extra time aodt with problem resolution
and human error prone solutions. We aim at progido strategies: self-healing
and a self-optimization. The self healing strategplies monitoring the DSS and
whenever an error is noticed trying to solve itdzhen the information from the
knowledge base. This way, the human supervisonig wotified of the problem
and the proposed solutions (and eventually wouldepic or reject them). He
wouldn’t have to loose time by being in that looatand looking for the solutions.
The self optimization strategy assumes that a sy&ealready sane. By monitoring
the DSS the strategy is to be able to modify catirsly the resource allocations
(where possible) such that they follow the variaaskloads and needs specified by
the data warehouse usage.

» The last objective is linked to the self optimipatistrategy, as we want to prove
that following optimization over raw technical pemhance indicators is not always
a good thing for a DSS. We want to underline thet fat the quality of service is
much more important for the business world, and @@y approach to DSS
management should always take into consideratie abpect first. Part of the
objective, we study how the AC adoption must bengea in order to express a
DSS, and how to define QoS performance indicataseth on license agreements
(SLA) and business objectives (SLOs).

The objectives argument the research choice towdmrelswo domains: knowledge
formalization and autonomic computing. We need bwotys of expressing knowledge,
brining it under structured unified forms, and gsthis knowledge in autonomic ways to
avoid our experts waste valuable time with taskcatten with our clients DSSs.

6.4 Use case scenarios

This sub section contains three representativecase scenarios in relation with the
presented problematic: a general scenario and &taileld specific sub scenarios. These are
part of the daily activities and problems that aisienal expert is faced with, and represent
areas where is room for improvement. The formabrabf the scenarios is done using
UML use case diagrams via the Astah UML modelirg fAstah (2010)].
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6.4.1 General use case scenario

The general use case scenario illustrates botbuttient working conditions for a DSS
expert and how our solutions integrate with themer€ are two parts, the current situation
today and how this situation will improve ‘tomorrowith our solutions. The diagram is
presented in Figure 46.
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Figure 46 : General Use Case Diagram

First, the current situationtoday is the one including only the DSS experbathe
left side of the diagram). DSS data observation ammalysis is done by one or several DSS
experts. Decisions are taken based on their agalysl the actions are performed by the
same human factor. There are four general acti@iscan be performed, which prior to any
modeling can be fitted with the phases of the aatuno computing manager:

* Monitor DSS- the action of observation of the DSS. It generdbe totality of
specific data available for the DSS.

* Analyze DSS Data the analysis of the specific data collected ftbenmonitoring.

* Analyze Existing Knowledge on DS$he analysis of any existing information on
DSS management, which combined with the analysiseo§pecific DSS data, gives
the full picture over the state of the system.

» Perform actions on the DSSthe final action of implementing and carrying any
modifications required by the two analyses.

Second, the situation of tomorrowhich integrates the usage of our approach, t hel
DSS expert perform the presented actions. As wesea the actions remain the same. But,
in addition, they integrate the autonomic softwaskitions which take an important part of
the DSS expert’s tasks.

6.4.2 Specific use case scenarios

Before describing the specific use case scenakiegresent a typical environment in
which these scenarios take place. We considegattalient company: BESTCO, which is a
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franchise that activates in the area of producimgj selling sweets and chocolate. All the
data concerning the activity of BESTCO is stored analyzed via its information system,
and implicitly its DSS.

16.4.2.1 DSS Architecture

The DSS architecture is implemented over severgsiphl machines, in conformity
with the table below:

Table 6 : BESTCO hardware DSS

Server Name Technical Description | Software
SRV_SGBDR | 8 CPU Informatica PowerCenter
8 Go RAM Oracle 9i
1 TB Hard Disk Oracle 10g
Microsoft SQL Server 2005
SRV_OLAP 4 CPU Oracle/Hyperion Essbase 9.3.1
8 Go RAM Microsoft SQL Server 2005 Analysis Services
4 TB Hard Disk
SRV_BO 2 CPU Business Objects XI
2 Go RAM
1 TB Hard Disk
SRV_S9 4 CPU Oracle/Hyperion System 9 Interactive Reporting
8 Go RAM Oracle/Hyperion System 9 Financial Reporting
500 TB Hard Disk Oracle/Hyperion System 9 Planning

There are several departments that represent temah clients of the DSS. These
departments are: Logistics, Accounting, Financldyman Resources, Marketing and
Commercial. These internal clients make use ofldigecal applications (groups of data
warehouses) of the decision system. We considagiedl application as an application seen
by the user by its utility, and not its technicaldanles or associated software.

We restrain the perimeter to the SRV_OLAP physsmaler, as it is there where the
data warehouses are physically stored; the talibeviq@esents its organization:

Table 7 : SRV_OLAP organization

Logical Internal Utilization Logical Analytical

Application Clients Period Server Physical
(departments) Application /

Base

Budget Logistics Each day from Essbase BUD/LOG

elaboration Accounting 15/08 to 15/12 BUD/ACC

and previsions Financial BUD/FI
HR BUD/HR
Marketing BUD/MKG
Commercial BUD/COMM

Financial Financial Each month between thé [IEssbase FIN/FI

Reporting and the 5 during day

Cost analysis Financial Each month Essbase CST/FI
Accounting between the'd CST/ACC

and the 20 during day

Sales analysis Commercial | Each night Essbase SA/COMM

Financial SA/FI

119




The first column indicates the concerned logicapliptions for the SRV_OLAP.
There are four logical applications: budget, firahocost and sales. Each of these four
logical applications are used by the internal depants at BESTCO for their decision
making tasks (second column). In the third colunmspecify the periods in which each of
these logical application is used. The fourth caiwontains the associated logical server, in
this case the Essbase OLAP server. Finally, ifastecolumn we have the Essbase physical
applications and their corresponding Essbase basfes.considered that each logical
application has one corresponding physical appiinati.e. Budget elaboration and
previsions — BUD; Financial Reporting — FIN etc.).

%6.4.2.2 DSS Management

BESTCO has several persons in charge of takingid®s (decision responsible), who
are the users of the DSS. Their organization fsliswvs:

« 1 DSS responsible with full rights to the entire SHe can modify the
configuration parameters and the organization & tfata warehouses, and is
responsible for their well functioning

* 1 PDG who is the general manager of BESTCO and adtesses reports from all
departments

» 2 budget decisional users in charge of the auditife budget application. They
require reports from the budget logical application

» 1 financial reporting decisional user who analy$es financial data from the
financial analysis logical application

1 cost decisional user responsible for the analititata related to the cost
application

» 2 sales analysis users in charge of the salessamaly

6.4.3 Punctual resource configuration

The punctual resource configurations is a case asiterwhere given a certain
configuration and a specified date, we change tmameter configuration so that better
performances are achieved. It is a configuratiodemand scenario.

The situation is the following The budget users notice that their reports (detéeval
operations) on the budget application take more timan usual to generate and they are not
content with these times. This happens on the ala®3.09 at 11am (therefore during day
time). They call the DSS responsible and demand gharong. The DSS responsible will
in turn analyze the environment and see that dubeoncrease in the size and activity of
the budget application bases, a reconfiguratiopasbmeters is required, specifically the
reconfiguration of cache memory allocations. Soseldaon the current situation and
environment, given rules and personal experiefeeDSS responsible will connect to the
SRV_OLAP and change the cache parameters. Theassescenario is described step by
step, from the point of view of the DSS expert igufe 47.
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Figure 47 : Punctual Resource Configuration Use Gas

6.4.3.1 Step 1

The environment and configuration for the date 8092 at 11am is observed by the
DSS expert who constructs the following table:

Table 8 : SRV_OLAP punctual resource configurati@tenario
Logical Utilization | Physical Index | Data | Index | Data | Data | Access | Storage
Application | Period Application File File | Cache| File Cache | mode Mode
/ Base Size | Size | (Mo) | Cache| (Mo)
(Go) | (Go) (Mo)
Budget Each day| BUD/LOG 10 100 | 100 300 10 Direct BSO
elaboration | from 15/08"BUD/ACC | 15 | 200 | 200 | 500 | 50 Direct | BSO
and 01512 FRuDF 8 150 | 200 | 300 | 30 | Direct | BSO
previsions
BUD/HR 0,1 0,3 10 20 3 Direct BSO
BUD/MKG 1 12 100 200 10 Direct BSO
BUD/COMM | 10 80 80 100 50 Direct BSO
Financial Each FIN/FI 15 300 | 500 N/A 1000 Buffered BSO
Reporting month
between
the ' and
the g"
during day
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Cost Each CST/FI 5 100 | 300 | N/A | 500 | Buffereil BSO
analysis month

between “eeracc | 3 80 | 200 | N/A | 400 | Buffered BSO

the 8" and

the 20

during day
Sales Each night| SA/COMM 1 100 | 200 N/A 200 Buffered BSO
analysis SAVFI 2 130 | 200 | N/A | 250 | Bufferefi BSO
6.4.3.2 Step 1

The following rules are taken into account by tif&expert when changing the cache

allocations:

* Rule T The minimum values of the caches must be respgétem the Essbase

9.3.1 technical readme file)

Table 9 : Minimum cache values

Type de cache Access Mode Minimum (KB)
Index Cache (IC) Buffered 1024
Direct 1024
Data File Cache (DFC) Buffered N/A
Direct 10240
Data Cache (DC) Buffered 3072
Direct 3072

Rule 2 The sum of the allocated caches for all the bageSRV_OLAP must not
be grater then the amount of RAM memory installédn the Essbase 9.3.1
technical readme file)
Rule 3 In direct access mode the data cache should haadtua of 12,5% of the
data file cache (from the Essbase 9.3.1 cachegroation advice technical web
documentation)
Rule 4 During day, the cache allocation should be: 70%eincache, 30% data
cache and data file cache (from the DSS expert latne)
Rule 5 During night, the cache allocation should be: 20%ex cache, 80% data
cache and data file cache (from the DSS expert laune)
Rule 6: A logical application in its utilization period ghld have 5 times more
RAM memory allocated into caches than a logicalliappon which is not critical
(from the DSS expert knowledge)
Rule 7: Two logical applications on the same utilizatioaeripds with the same
priority are allocated the same amount of RAM megmior proportion with their
sizes (from the DSS expert knowledge)
Rule 8:The general cache allocation rule is: allocatentaimum possible RAM
memory into caches (from the Essbase 9.3.1 tedmeiadme file):

0 Index File Cache = Index File Size (ideally)

o Data File Cache + Data Cache = Data File Size lfigea
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* Rule 9:The allocated memory for a logical applicatiomigded between its bases
proportional with the file sizes of each base anth wegard to Rule 1 (from the
DSS expert knowledge)

16.4.3.3 Step 3

The DSS expert builds a table containing the RAMnoey needs for each base and
logical application, for the date of 23.09. Thedsamherit the utilization periods from their
corresponding logical application.

Table 10 : RAM Memory occupation and needs on SRLAP

Logical Physical Isin Needed | Occupied Total
Application | Application Utilization RAM RAM (Mo) | Occupied
/ Base Period? (Go) RAM (Mo)
Budget BUD/LOG Yes 110 410 2263
eladbOFatlon BUD/ACC Yes 215 750
an
previsions BUD/FI Yes 158 530
BUD/HR Yes 0,4 33
BUD/MKG Yes 13 310
BUD/COMM | Yes 90 230
Financial FIN/FI No 315 1500 1500
Reporting
Cost CST/FI No 105 800 1400
analysis CST/ACC No 83 600
Sales SA/COMM No 101 400 850
analysis SAJFI No 132 450

So there is a total of 6013 Mo of RAM memory thatused from the 8Go available,
which indicates that there are still 1487 Mo fre&MRto allocate (500Mo are reserved by
the operating system).

16.4.3.4 Step 4

The DSS expert applies the set of rules with théVRAemory occupation and needs.
He first computes the amount of memory each logaggllication should occupy, based on
rule 1, 2, 6, 7, 8 and 9. The table he builds is:

Table 11 : New Allocated RAM memory

Logical Physical Allocated Allocated
Application Application RAM (Mo) RAM (Mo)
/ Base
Budget BUD/LOG 1172 6250
Elaboration BUD/ACC | 2291
and previsions BUDJFI 1684
BUD/HR 14

BUD/MKG 139
BUD/COMM | 950
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Financial Reporting | FIN/FI 416 416
Cost analysis CSTI/FI 232 416
CST/ACC 184
Sales analysis SA/ICOMM 180 416
SA/FI 236
. 6.4.3.5 Step 5

Once the new RAM allocation values are determitleel, DSS expert uses rules 1, 3
and 4 to determine the new index, data and datacfithe values for each the bases and
application. The table he builds is:

Table 12 : New cache allocation for the Essbasedmen SRV_OLAP

Logical Physical Allocated Index Cache | Data File | Data Cache

Application | Application RAM (Mo) (Mo) Cache (Mo) | (Mo)
/ Base

Budget BUD/LOG 1172 821 317 35

eladboratlon BUD/ACC 2291 1604 619 69

an

previsions BUD/FI 1684 1179 455 51
BUD/HR 14 1 38 3
BUD/MKG 139 97 38 4
BUD/COMM | 950 665 257 29

Financial FIN/FI 416

Reporting 291 112 12

Cost CST/FI 232 163 63 7

analysis CST/ACC 184 129 50 6

Sales SA/COMM 180 126 49 5

analysis SA/FI 236 165 64 7

16.4.3.6 Step 6

With the new cache values computed, the DSS expedeeds to introduce the new
cache values into the base configurations. To dbeaoses the Essbase Management Studio
Interactive GUI and set of Essbase scripts he @asloped to this end.

With the new configuration in place, we can seet ttiee problematic logical
application has now reserved most of the RAM menas)yit is the only application in
utilization period. The DSS expert reports to tive responsible of the budget application
that the new configuration is in place such thaytiean continue using the application,
without the problem of long reporting times.

6.4.4 Continuous resource reallocation

The continuous resource reallocation scenario addeethe issue of system self-
management over the self-optimization principleAaftonomic Computing. Unlike the
punctual resource configuration, this case scen&eats the aspects of continuous
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configuration. Future configurations are built fropast feedback rather than from
predetermined configuration rules.

The situation is the following:The budget decisional users are observing that thei
reports on the budget application take progresgivaire time with each passing day of the
week, throughout the month of September. On the dfayriday, 23.09, the budget
decisional users are forced to call the DSS exjpedo a reconfiguration of the resource
allocation (the punctual resource allocation sdeharThe DSS expert performs a
reconfiguration of the resources using the rulesnfthe punctual configuration scenario.
Even if the query response times improve, the buudgeisional users are still not happy
with the report times, as they feel this could iertimprove. They base their argument on
the fact that in the previous years during the samath reports were generated faster. The
DSS expert knows that the rules he applied foptmectual configuration suffice no longer,
so it adopts a different approach for configurihg ttaches. He proposes the usage of
heuristics with an autonomic system that monitbesgerformances each day, and changes
the values of the caches in concordance with theiqus days through intelligent feedback
loops (the BIOptim approach).

First, the DSS expert performs a punctual resococdiguration and then explains to
the budged experts that even if it will take soineetbefore the budget application will
deliver improved reporting times, the feedback na@idm will allow, once learned, to
always have a high level of performance. The decai experts agree to allow this small
performance sacrifice with regards to future exmuns. The scenario is illustrated in
Figure 48.

6.4.4.1Step 1

The DSS expert performs a punctual resource caondfigun for the date of 23.09
(which is considered Day 0 for the continuous resewonfiguration). Therefore it starts
with the configuration from Table 13.

Table 13 : The Budget Application after the punctuagsource configuration at Day0

Logical Physical Allocated | Index Data File | Data Average
Application | Application RAM Cache | Cache Cache | Query
/ Base (Mo) (Mo) (Mo) (Mo) Response
Time (s)
Budget BUD/LOG 1172 821 317 35 7
e'adbofatlon BUD/ACC | 2291 1604 | 619 69 4
an
previsions BUD/FI 1684 1179 455 51 4.8
BUD/HR 14 1 8 3 8
BUD/MKG 139 97 38 4 55
BUD/COMM | 950 665 257 29 4.9
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Computing Use Case

16.4.4.2 Step 2

The DSS expert sets the autonomic computing systethstrategy for system self-
improvement. The following steps are performedh®y dutonomic system BIOptim and no
longer by the DSS expert. There are two differenb@omic computing managers, one for
the BUD physical application and the other for eathhe bases of the BUD application.
Each autonomic manager is detailed with its MAPB&p as follows.

Monitor (Bases) Table 14 shows the monitored elements for theyeudpplication on
SRV_OLAP. The first column describes the type @& #lement (an entity of the DSS, a
configuration, resource or performance indicatdhe second indicates the code/name of
the element. The measure column contains, whereatbe the measure unit of the element.
The last column contains the source from whicheleenent and its measure are extracted.
In this case we are faced with three different cesir

« SQL DBs for the architectural organization (obtdineith the help of SP2s
BlCopilot software).
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* .log files that contain the system resource infdromafor the RAM memory

allocation

» .log files from the Essbase server containing tiee dizes, cache values and
retrieval time values. The monitored elements aresidered per base, even if they

are extracted from a single common log file for B\¢D physical application.

Table 14 : Monitored elements over the SRV_OLAPw&zrfor the budged

application
Type Name Measure | Source
Physical Application | BUD N/A dbo.ACMDB_OPTIM_
Base LOG N/A MBG_AggPerfStep
ACC N/A
FI N/A
HR N/A
MKG N/A
COMM N/A
Resource/ server Available Mo PerfSys_Monitor.log
RAM
memory
Measure/ base Index File Go Essbase/logs/app/
Size BUD.log
Data File Go
Size
Configuration/ base Index Cache Mo
Data File Cache| Mo
Data Cache Mo
Access Mode String
Storage Mode String
Performance/ base Query Retrievals
Time
Resource,Measure, | Aggregated N/A dbo.ACMDB_OPTIM _
Configuration, Element MBG_AggPerfStep
Performance/Physical
Application,Server

16.4.4.3 Step 3

Monitor (BUD): BlOptim performs aggregation operations on the itoogd base
indicators, such that they are expressed alsohioBiUD application. The aggregation is

done differentially in function of the concernediicator, as follows:

» Aggregation can only be done on guantity measugas fou can aggregate the

Index Cache but not the Access Mode)
* Resource, Measure and Configuration indicatorseagde with ‘+’
» Performance indicators aggregate with ‘AVGERAGE’

After the aggregation operation, the following liseadded to the Monitor table:
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Table 15 : Aggregation for the BUD application orRY_OLAP

Logical Physical Allocated | Index Data File | Data Average
Application | Application RAM Cache | Cache Cache | Query

/ Base (Mo) (Mo) (Mo) (Mo) Response

Time (s)
Budge BUD 6250 4367 1694 191 6.33
elaboration | AGGREGATE
and
previsions
16.4.4.4 Step 4

The system performs two improvement heuristics, foneeach base and one for the
BUD application. For the base heuristics, the sydiges to decrease the sizes of the Index
Cache each day with a giveyy checking that performance differences betweerctineent
day and the previous ones are not grater thareattbldp. This corresponds to the analysis
phase of the ACM.

Analyze (Base)Table 16 presents the new cache and responsevdilones for the day
of 24.09 (Day 1), witlA = 0.05 an@ = 0.05.

Table 16 : Budget application configuration analysfor the date of 24.09 (Day 1) in
rapport with the previous days

Physical Index | Index | Freed | Avg. Avg. Perf. Is
Application Cache | Cache | Mem. | Query | Query | Difference | Change
/ Base prev. (Mo) (Mo) Time Time Accepted
(Mo) prev. | (s) (<=B)
(s)
BUD/LOG 821 738.9 82.1 7 7.5 0.07 No
BUD/ACC 1604 1443.6| 1604 | 4 4.2 0.05 Yes
BUD/FI 1179 1061.1 | 117.9 4.8 4.9 0.02 Yes
BUD/HR 1 1 0 8 8 0.00 Yes
BUD/MKG 97 87.3 9.7 55 5.7 0.04 Yes
BUD/COMM | 665 598.5 66.5 4.9 55 0.11 No

Note. For the HR base the index cache value doesn’t eéaogording to Rule 1
(regarding the minimum cache values).

Taking into consideration thg acceptance levels, the index cache configuratibtet
for the analysis of BUD for 24.09 is show in Talllé. A total of 288 of Mo have been
saved, whereas the aggregated averages query sedjror increased by 0.014.

Table 17 : Analysis output for the BUD bases fortindex cache on Day 1

Physical Index Freed Average
Application / | Cache Memory Query
Base (Mo) (Mo) Response
Time (s)
BUD/LOG 821 0 7
BUD/ACC 1443.6 160.4 4.2
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BUD/FI 1061.1 117.9 4.9
BUD/HR 1 0 8
BUD/MKG 87.3 9.7 5.7
BUD/COMM 665 0 4,9
AGGREGATION | 4079 288 5.78

Plan and Executethe new index cache values are made permanetitddrases of the
BUD application, for the date of 24.09 (Day 1).

6.4.4.5Step 5

Analysis (BUD) Passing on to the next day of 25.09 (Day 2), Blf-Betuns the
application heuristic over the BUD application. 3will reallocate the freed memory from
the base heuristics to the non performing bases fdlltowing two aspects are considered:

* A base is performing if its average query respdime is lower than its application
average (BUD -5.78s); otherwise it is considerea-performing.

» The reallocation of the freed memory (288 Mo) isel@equally between the number
of non performing bases (LOG and RH)

The situation before the reallocation is shown iabl€ 18. There are two non-
performing bases: LOG and HR.

Table 18 : Analyze BUD for memory reallocation

Physical Application/ | Index Cache (Mo) Average Query Performing
Base Response Time (s)

BUD/LOG 821 7 No
BUD/ACC 1443.6 4.2 Yes
BUD/FI 1061.1 4.9 Yes
BUD/HR 1 8 No
BUD/MKG 87.3 5.7 Yes
BUD/COMM 665 4.9 Yes
AGGREGATION 4079 5.78 N/A

After the reallocation each of the two non perfarghbases acquire 144 Mo. The new

index cache value are shown below for the two hd<e& and HR:

Table 19 : Non performing BUD bases free memory lteaation into index cache for

Day 2
Physical Application/ | Index Cache (Mo) Average Query Response Time (s
Base
BUD/LOG 965 6,5
BUD/HR 145 2.2

Plan and Executewith the final values computed, using VBS scriptsl he Essbase
console, the new index cache values are made pennhé&r the BUD application, for the

date of 25.09 (Day 2).
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6.4.4.6 Step 6

The DSS expert decides the autonomic strategy byngithe two heuristics, using
them over a period of 2 months, from 23.09 to 23.The base heuristics is run each day,
where as the application heuristics once each §.ddgreover, the two heuristics exclude
each other. They can’'t run both in the same day, the application heuristic has the
priority. The running chart is shown in Table 2@, & period of 15 days:

Table 20 - BUD Application heuristics between 23.88d 07.10

Day 23 | 24| 25| 26| 27 28 29 3D 1 Y. 3 4 5 B |7
Base Heuristics X X | X | X | X | X X [ X [ X | X |X
BUD Heuristics X X X

At the end of the optimization period, a good rét@tween cache allocations and query
response times is achieved, satisfying the demafnitie budget department responsible.

6.5 Conclusion

This section presented: the context of the th&sist, we have presented the industrial
environment, with the SP2 Solutions company. Thesmain issues from the point of view
of the industrial and the academics worlds wereritesd. They focused around two central
themes: knowledge management and task managen@rgequently, in concordance with
these issues a series of objectives has been atabofor the thesis, with the central
solution: BI Self-X.

In order to better exemplify some the presentedeissthree case scenarios were
described: a general one and two specific. Thagtilaited how knowledge management and
task management impacts the functioning of a D88 tley were based on our experience
with our clients. Moreover, the usage of the BlfSelmprovement heuristics has shown a
part of how our solutions can help improve the entrsituation with DW management.

The presented scenarios are part of a much lapgetrsim of possible problems. Our
aim was to underline the fact that DSSs are faagdutivem in the real world, and that some
of our propositions can help the DSS experts mattegjesystem.
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7 The ‘Bl Self-X" Approach

“If I'd had some set idea of a finish line, dordwythink | would have crossed it years ago?”

B. Gates
7.1 Introduction

Starting from the technologies presented in théestd the art and based on the
described problematic, needs, objectives and use seenarios we elaborate further the
proposed approach.

The central project is called Bl Self-X and is spito three parts, corresponding to the
problematic and the objectives. These are:

Decision Support System Modeling — Static the representation of a DSS into a
unified and standard form for better informatiorcess and further for autonomic adoption.
This derivates from the problematic of IT systemsdeling. Modeling a DSS implies
describing its resources and elements, such assigathymachines, logical architectural
organization, resource allocation, configuratiorapaeters, performance indicators etc.

Autonomic Modeling— based on the modeling of the DSS , the autononudel
describes how the system should be enhanced artdwadales are required for autonomic
adoption. These include: the managed elementgutomomic managers, the MAPE-K loop
phases, the communication protocol between the Aéltils

Knowledge Base Modeling - Dynamie this last part focuses on a model for storing
the entire information needed for managing the D&® the support of the Autonomic
Computing model. It is actually the bridge betwédssn DSS and the autonomic modeling. It
includes the knowledge that is in the center of dnéonomic computing managers, the
analysis rules for assuring the four principlestaed AC, the best practices and pieces of
advice that decisional experts use to manage ttaeveirehouses, and the self-management
heuristics.

The presentation of the proposed approach is spht two main sections: UML
modeling and adopted technologies (ontologies atdnamic computing) modeling. The
UML model shows our vision over how the DSS anditifermation for its management
can integrate. All of the three aspects (StaticcoAamic and Dynamic) are shown to fully
understand our model. Afterwards, the adopted taolgies modeling transforms the UML
into an ontology and autonomic computing model,lofeing several transformation
guidelines, and equally introducing new elementel{sas the non structured information
formalization).

7.2 UML modeling

This section presents the totality of the UML madel our system. This offers a clear
illustration of the proposed approach.
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7.2.1 DSS modeling - static

Modeling a DSS derives from modeling an IS. It ddatontain all elements that are
part of the system and concern its functioninghsas: the system’s physical and logical
elements, the resources it needs to function umdeous conditions, the configuration
indicators, the performance measures, the userssytsitem activity etc. This is the static
modeling because the elements and information ithatodeled in this section does not
change. Any particularities of a specific DSS, stidhdecision software solution adopted or
the logical / physical architecture can be fittatbione of the elements described with our
model. An important thing to keep in mind, whileirgpthrough the next modeling sections,
is that the choice of software used for the exathdepurely based on our prototype and
experiments (Oracle Essbase). Nevertheless, theln®dhought to be generic, therefore
any DSS solution should fit into it.

In the light of what a DSS should represent we idescour modeling proposition in
Figure 49.
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Figure 49 : DSS Model Diagram
In the overall schema we can distinguish threeparts:

» External- the external factors that are related to a D3 includes the users of
the DSS and their roles according to usage politiescompany and the software
editors.

» Managed Elements- the elements of the DSS architecture and how trey
interconnected
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» Element Propertiesthe properties of the managed elements, the peafucen
indicators and the logical and physical resourcesdufor each of the managed
element

57.2.1.1 External

The External management component contains thenaxtiactors that are related or
directly implicated in using the DSS. The detagetiema is shown in Figure 50.
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~Admin:int=3 + User{useriName : String, userPass : String, userRole . User Roles) : void

Figure 50 : External management diagram

Software Editor—contains the software editors (such as Oraclerddoft, IBM etc.).
There is a link of relation between this class tmedCompany class, as a Company can be a
Software Editor itself or it can have agreementdh wiher software editors for using their
products. The attributes of the Software Editosslare:

» ID (string) — the unique id of the editor: e.g. Microsoft Cangtion
* Name (string)- the used name for the company, which in moshefcases can be
the ID itself: e.g. Microsoft

Company—contains the company that is concerned with duéstbn support system. A
company is related to other software editors, hage@sion support system (from the
Decision Support System class) and has a numbemfioyees, from where the 1..*
relation with the User class. The attributes ofoan@any are:

» ID (string) — the unique id of the company: e.g. FTC
* Name (string}- the used name for the company: e.g. France dielec
» Employee (string} the employed personnel, as an instance of tee ¢tlsss.

User —describes the human users of the DSS. They arallysemployees of the
company or third party persons (i.e. external etgpehired by the company ass DSS
experts. A user is equally connected by a useioaléd the Decision Support System class.
An instance of the User class contains the follgvatiributes :

* ID (string) — the unique id of the user: e.g. IMAY

133



Name (string) / Password (strinrgthe credentials of the person: e.g. John Mayor /
jmpass

UserRole (User Roles)the role of the user, from several possible rdescribed in
the User Role class. A user can have only oneatakegiven time.

User Roles— the class contains the list of roles that a wser have. This is an

enumeration of the defined roles. The role of ar udfines his usage scenarios, his
‘responsibility’ areas and security policies. Theage scenarios vary from simple

interpretation of the generated reports to admitisin and system maintenance operations.
There are several specified roles:

User (constant int = 0} the basic user role that is the capability of usihg
decision system for generating reports that arerésting. In this role no
modification to the data or information is allowed, it is a read only access.
Responsible (constant int = 1) usually the responsible of a department such as
commercial, budget etc. The responsible has the gaghts as the user, with the
addition that he can generate and save a certanemuof analytical reports that
may of interest to the common user. This way, whamser requests the specific
rapport, the answer comes from the pre-generajgabraiin practically an instant
and doesn't charge the decisional system.

Expert (constant int = 23 this represents the decisional expert, withralright of
the responsible and also with the capabilities oflifying system parameters (such
as resource allocations), executing actions suchdai® recalculation and
restructuration, modifying the existent data waredgoarchitecture etc.

Admin (constant int = 3} it is the traditional ‘root’ privileged user thaa control
over all the system. Usually this is reserved ® dhes in charge of the respective
company and its decision support system.

%7.2.1.2 Managed elements

The managed elements represent the entities thattfee DSS architecture. They are

organized hierarchically following the Inmon datarehouse model as shown in Figure 51.
There is a totality of six elements, from the higthlevels of the hierarchy (the Decision
Support System) to the lowest (Bases).

Decision Support System represents the highest level of the architectuszarchy

and it sums the totality of the managed elemergsdhre part of the decision system. Being
an end point for the aggregation operations, tkcators are very general, and decisions
are very hard to take directly without descendmthe lower levels. In addition most of the
indicators here only exist because of the loweelgvvery few are DSS specific. For
instance, a query response time indicator at th& [@Sel has no meaning by itself. Its
meaning is that it is the aggregated value of theryresponse times from the Base levels.
This is why a DSS has few specific properties:

ID (String) — the ID of the element, a common property for tak managed
elements. It represents an unique identifier fégrrang to the DSS (SP2_DSS).
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* Name (String)- the name of the DSS associated with the resgetiiv It is not
unique. Several different names can be associatethea same ID. (e.g. SP2

Solutions Decision System). This too is a commaooperty for all the managed
elements.
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Figure 51 : Managed Elements diagram

As the ID and the Name are common properties fahalmanaged elements, they will
not be detailed again. The same note is valid Hier groperties which derivate from the
ManagedElement class and which are valid for allnttanaged elements.

Physical Server-is the formalization of the real physical machirleat are used for
hosting the BI software products. These machinespaiverful servers as the performed
operations are very resource and time consuminghysical server can serve to many
purposes, such as: handling the data base/ daghewse architecture (very high RAM
memory and disk capacity requirements); handlimgftbnt end of the GUI interfaces for
report generation (powerful processor requiremehgndling the archive and backup
operations (a high disk storage capacity and miagpeed for fast I/O operations). The list
of concerned properties is shown below:

* The Phyiscal Resources (PhysicalResourde concerned physical resources
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o IP (String)— the IP of the server for network identification
RAM (int) (Mo)- the amount of RAM memory installed on the server
0 Level 0 Cache (int) (Mo} the amount of level O cache that the processor o
the physical server contains.
o HardDisk (double) (Mo)- the capacity of the hard disks connected to the
server
» OperatingSystem (LogicalResoureethe OS installed on the server
» LogicalServerList (list:LogicalServer} the list of logical servers installed on the
machine (e.g. Web Server, Data base server, OLARIS®LC.)

o

A discussion is in place with virtualization ovdnygical servers. Virtualization refers
to the capability of sustaining several indepenadeathines on the same physical machine.
It is often used for developing and testing envments. For instance, to test how a system
upgrade would impact an existing system, a virtealironment duplicating the real
environment. Nevertheless, as we model decisiotess architecture we eliminate this
case, mainly due to performance considerationstudirenvironments demand a high
resource usage and the bottlenecks are usually diakd and RAM memory. A data
warehouse physical server is very resource congymequiring both fast hard disk
accesses and a lot of RAM memory. For this reasenconsider that a physical machine
implies one physical server only.

Logical Server— a physical server can run several logical serveiegical server is
the next hierarchical entity that is in charge &eng specific functionalities (i.e. Web
Servers, Data Base servers, VPN servers etc3.iftstalled on the physical server's OS.
The OS itself is not considered a logical serverariples of logical servers are: Apache
Tomcat Server, Open VPN Server, Oracle Hyperiom&ss etc. Similar functionalities are
usually regrouped by the same logical server gneApache Server will allow both http file
publishing and php interpretation). For DSSs adalgserver is the Bl suite installed on the
machine. The Oracle Hyperion Essbase logical saésvier charge of managing the Essbase
cubes and physical applications that form the dasmehouse architecture from our
examples. A logical server has the following preigsr

» Software (LogicalResource) the software that runs as the logical servey. (e.
Essbase 9.2)
» Service (Booleamyif it is installed as a runtime service
e Port (int) — the communication port number used for messageamge
« Managed elements inherited propertiesthese are valid for all the managed
elements (as a derivate of the ManagedElement)cld$se properties below
concern the usage periods and priorities of theageaa element:
o UtilizationPeriod (Periods)- the usage period specified as instances of the
Period class (one can have several utilizatiorogsji
0 MaintenancePeriod (Periods)the specification of the maintenance period,
when the logical server is running but it is no¢digor production (for test,
load or maintenance operations).
o Priority (Priorities) — the level of priority of the logical server, wha a
group of several servers running on the same palysiachine. This is
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usually used to determine how resources are afldda¢tween the logical
servers or how performance and quality of sendseaés are treated.

Physical Application— the next managed element in the hierarchy, as giathe
logical server. The notion of physical applicati@tates to the grouping of several bases
that share the same purpose for their data. Thit mot be confused with the notion of
Logical Application. A logical application indicateonly the formalization and regrouping
of elements that share the same objectives, andheat physical storage. The physical
application doesn’t condition the existence of bastemerely physically regroups the bases
under specific organizations. For example, on asiglay server we have several OLAP
cubes that contain data regarding the budget eh&rprise. Some other cubes contain data
for the marketing department. As these cubes aredton the same physical machine, a
difference between the two groups is done by omjagithem under two different physical
applications (one for the budget related cubesaoaedfor the marketing related cubes). This
is why the relation with the bases is 1..*. A bas@ only physically belong to a single
physical application. The only specific propertyagbhysical application is the list of bases:

» Baselist (list:Base} the list of bases that are contained by theipalyapplication

Base- represents the core of the information systenit, ia the entity that contains the
actual data. The base is the lowest class of tmageal elements hierarchy and it formalizes
any way of storing the analytical data. This inésiddata bases, multidimensional bases,
OLAP cubes or data marts. The term Base is gefjeoicto be mistaken with data base).
With DSSs the representations used are usuallyidimméinsional bases and OLAP cubes.
As the lowest hierarchical entity, the measurenagwt performance indicators are raw and
not aggregated. As seen in the diagram, there dnigher number of specific properties
compared to the other managed elements. Some @irdperties described below, such as
the index file cache, data file caches, ASO, BSO particularly related to Essbase (as
described in their technical documentation). Wheimgi other technologies, these either
have correspondences (i.e. different names foerdifit products from different editors for
the same functionalities) or don't exist.

» StorageMode (String) the way in which the data in the bases is omgmhiand
stored for persistence mechanisms. With an Esdbvase, there are two ways of
storing data: block (BSO) and aggregate (ASO). BEO® represents multiple block
storage of the bases that have no hierarchy, andually suitable when dealing
with both data access and data modification. Th® AsSan alternative to the BSO,
by enabling aggregation storage with hierarchieSOAis much faster for
aggregation, dimension scalability and data access,is usually employed when
the accesses to the bases are read-only. With AS¥ ame base per physical
application is allowed.

» AccessMode (String} defines the way the data from the bases is sede3here
are two ways of accessing data: Direct I/O and &eff. Direct I/O access means
that data is accessed directly by looking intoghgsical data file on the hard disk.
Direct 1/0 requires fast hard disks, and is sudatdr both read and write data
operations. Buffered access means that the dadacisssed from specific cache
buffers, which store (in duplicate) some of theadabm the bases (e.g. the recently
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demanded data from the base). The buffered acs@ssdh faster, and it is used for
read only operations. There is a smaller chargdisk operations at the cost of an
increased usage of RAM memory.

DataFileSize (double) (Mo} the space occupied on the hard disk by the filata
that physically stores the base data. It is alswknas the page file size. Each time
new data is added to the base, the data file sezeases

IndexFileSize (double) (Me) the space occupied on the hard disk by the ifitex
used for indexing the base data with the purposefaster access. For a
multidimensional cube, each time a new dimensi@dded, the index file increases
accordingly.

IndexCache (double) (M) The index cache is a memory buffer that holdeind
pages. Heir number depends upon the amount of nyeallmcated to the cache.
With Essbase this is used only with the BSO storagde.

DataFileCache (double) (Mo)The data file cache is a memory buffer that holds
compressed data files (.pag files). Essbase allsaaemory to the data file cache
during data load, calculation, and retrieval operst, as needed. It is used only
with the BSO storage mode and when direct I/O fiiect.

DataCache (double) (Mo} The data cache is a memory buffer that holds
uncompressed data blocks. Similar to the data ci#cie used only with BSO
storage mode.

ASOCache (double) (Me) The equivalent of the three caches in BSO isARO®
Cache in ASO. The allocation depends on the RAM argrand on the Level 0
cache values.

BlockSize (double) (Ko)- The dimension of a single block from the
multidimensional cube. A block represents the ‘atafnthe data cube, and by
varying its dimension actions such as data retriewa cube calculation are
influenced.

CompressionRatio (double} relates to the fraction of the base which is
uncompressed in rapport with the full size of thed

FragmentationRatio (double) refers to the level of fragmentation of the ddéss.
As these files are stored physically on hard dsyesimilar to any files they
defragment over time, slowing down accesses, tmgacting data retrieval
operationsl.

Program— a program is a succession of instructions thablkes specific operations on
a managed element, actions such as: data recadculahd aggregation, data retrieval,
reporting, or data export. In our model, the pragia attached only to bases, as we employ
only base specific programs. A base can make usewdral programs. The sole specific
property of a program is its type.

ProgramType (Program Types)the type of the program, from the types defimed
the Program Types class in the Element Properties.

Logical Application—-represents a regrouping of several managed etertieat share
the same objective. It is an application as seethbyuser of a decisional system without
taking into account the different technical aspe€tss is why its links are between the
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highest level architecture (the DSS) and the lowesgel (the Base). Consider a user
interface used for accessing reports. The GUI agfitin is in this case a logical application
as it connects to all the data sources and retbensequired report. It can thus access bases
from several different physical servers, differamplications etc. A logical application
doesn't have a clear status as placing it in therahéthy and there are no specific
characteristics of a logical application.

Data Warehouse- the data warehouse regroups in our model thanargtion of
physical applications and bases (the elementsdigsnize the stored data). It is not a
managed element itself as a data warehouse iss bigfinition, an architecture of the stored
data. We can have several data warehouses depesrditng needs and specifications that
can include any number of bases and/or physicdicapipns. For example we can have an
archive data warehouse that contains the archiatal(de. data that is older then 3 months).
Or, we can have a data warehouse that has onlppase used for user information. The
specific properties of a data warehouse are theflisases and physical applications.

57.2.1.3 Element properties

The last sub diagram contains the resources, piepeand types that describe the
managed elements. The performance and configuratoators aggregate over the DSS
architecture hierarchy. The Element Propertiesscédso contains also the enumerations of
constant values, such as Priorities or Program Sype

To exemplify how aggregation indicators work ovee managed elements, consider a
Base that occupies a certain amount of disk spad¢keophysical drive. The total amount of
disk space is given by the sum its file sizes (Detd Index). This sum identifies the
indicator of base disk occupation. Even if thisi@ador is base specific, by aggregating it
(using addition) we can refer to physical applimatdisk occupation or logical server disk
occupation. This way a specific managed elementator becomes an overall description
indicator.

Figure 52 presents a detailed view over the Eleninaperties class, making a
distinction between the resources and performaanéfiration indicators.
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Figure 52 : Managed Elements Properties

7.2.1.3.1 Resources

Resources are used by the managed elements te assurfunctioning. There are two
types of resources: physical resources (e.g. hakd,0(RAM memory) and logical resources
(e.g. operating systems, software products).

Physical Resources- A physical resource assures the functioninghef managed
element from the hardware point of view. The tean be misleading, as physical may also
refer to the human experts. In our model, a phygiesource is strictly related to the
hardware aspect. It is a part of the physical melfihe physical server) and includes the
hardware elements used further by the managed eteniehese include:

* RAM (String)— the code of Random Access Memory installed a@n ghysical
machine. This RAM is used further by the logicatvees and for base cache
allocations. A RAM memory can have several spedfiiths such as its type
(DDR2, DDRS3, SDR), its sizes (M,S), its capacity4(26) etc. All these are
contained in its fabrication code. A physical maeh¢an have several RAM bars.
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» CPU (String)— the code of processor installed on the physicathine, which
contains several specifications such as platfor6@ bit), clock speed (2,6Ghz),
level cache sizes (level0:128Ko,levell:2Mo) etc.pysical machine may have
several CPUs as part of its architecture.

» Hard Disk (String)- the identifier of the hard drive, with refererteeits capacity
(1To), its connection type (SATA, SATA2, IDE), foamsize (2,5"; 3,57, I/O
performances (w30Mo/s;r100Mo/s) etc. As a physioaichine usually contains
several hard disks, the identifier could also dpettie architecture in which the
disks are connected (Independent, RAIDO, RAID1).

Logical Resources- a logical resource assures the functioning eftlanaged element
from the software point of view. Examples of lodisasources include operating systems or
software products used with the management of t8.MJsually the logical resources are
linked (as see in the overall schema) with a saftvedlitor (from the Software Editor class).
Logical resources make use of physical resourcasdare their functioning. For example a
Windows Server 2008 64bit can only be installedao®dbit processor. A logical resource
has only two properties, alongside the user rafatidth the Physical Resources: its hame
and its editor.

7.2.1.3.2 Indicators

The Indicators group contains (i) the performangel aneasurement analytical
indicators that are either aggregated or computetl separated into different classes in
function of their purpose, and, (ii) several enumtiens classes that include the constant
elements used by the managed elements to desditler ¢heir functioning or their
performance. We describe each of them, startiniy thi2 enumerations.

Priorities — enumeration of the types of priorities a managiednent has. A priority
influences the amount of physical resources altatad the element and its performance
metrics. For example, a low priority base recei@dsnes less RAM memory to use for its
caches than a high priority base. There are tlypestof priority:

» High - the highest priority of a managed element.

* Medium- the intermediate priority, where scales arergefisuch that managed
elements receive less physical resources tharnghephority ones.

* Low - the lowest priority, with the biggest scales;tsmanaged elements receive
the smallest amount of physical resources and rtheelowest performance
objectives.

Program Types- the enumeration contains the possible typestypeeof the program
determinates the corresponding performance indic&ar example, a reporting program
generates the base query response times, a caprolyrem generates the calculation times.
The types of program are:

* Report— programs that implement reporting scripts, whielmerate values for the
guery response times when retrieving data fronbtses.
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e Calculus — programs that implement calculation scripts, cwhigenerate the
calculation times for base calculation operations.

» Restructuration— programs that use restructuration and dimensibanging,
generating the restructuration indicators. Examplfeestructuration are: changing
the number of dimensions to a base, adding newrdiioes and aggregation points,
reloading the data in the bases.

» Export/Load- the programs that are in charge of exportingilupbase data.

Utilization Calendar / Periods- the class contains the means of representing the
utilization periods of the managed elements. Tlaeeetwo cases, either a managed element
is in its utilization period (meaning it is used)eather it is not. This sort of policy needs to
be described in order to decide how physical ressuare allocated and how performance is
measured depending on each period. The level afl @édtthe utilization periods is the day,
based on the day/night usage purposes. Each mardgednt can have one or more
utilization periods, and each utilization periochoeorrespond to one or more managed
elements. The properties used to describe a paread

* ID (String)— the unique identifier of the utilization period
» StartPeriod (Date}-the starting day of the utilization period
» EndPeriod (Date}-the ending day of the utilization period

Configuration — the configuration class contains the configoratindicators. These
are usually related to the allocation of physicasaurces to the managed elements.
Configuration parameters aggregate as well oveDth8 architecture. For example, a base
requirement for RAM memory is transmitted as a RA8tjuirement for the physical
application, which in turn is transmitted to theitmal servers and finally to the physical
server.

*  RAMNeededMinimum (double) (Me)the amount of RAM memory needed by the
element to function at its minimum

* RAMNeeded (double) (Me)the amount of needed RAM memory specified by the
element for the best possible performances

* RAMAllocated (double) (Mo} the amount of allocated RAM memory to the
element

*  RAMOccupied (double) (Mo} the amount of RAM memory that the element is
currently using. It is not always equal as thecdted RAM.

» DiskNeededMinimum (double) (Me) the amount of disk space required by the
element to function at its minimum

» DiskNeeded (double) (Me) the amount of needed disk specified by the e
element for the best possible performances

» DiskAllocated (double) (Mo} the amount of allocated disk space to the rdisggec
element

e DiskOccupied (double) (Mo} the amount of disk space that the element is
currently using. It is not always the same as tleeated disk.
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Performance- refers to the indicators that assure the measmeof performances of

the managed elements. The performance indicataysegate over the managed elements
hierarchy.

QRT (double) (s} the query response time measured in secondsneltafter data
retrieval operations.

QRTODbjective (double) (s) the objective query response time for the respect
managed element. It depends on the importanceiitpreind utilization period of
the managed element, in conformity with the SLAeagnents.

CalculationTime (double) (s} the time obtained by calculation operations o t
bases, via calculus programs.

CalculationTimeObjective (double) (s) the objective given for the calculation
time, by following the same consideration as thel@Bjective

QualityOfService (double) — user satisfactiéxs mentioned earlier, the quality of
service expresses how far the actual performanwel ldom the objective
performance level is (as a rapport).

7.2.2 Autonomic modeling

The last part of the UML modeling focuses on théoaomic system adoption. It is
based on the DSS model and adds the elements ltbat the implementation of the
Autonomic Computing specifications for self-X betwag (Figure 53). We notice that the
connection is done via the Managed Element, eadiagel element disposing of one or
more autonomic computing managers.

Figure 53 : Autonomic Computing Adoption Diagram

The elements of the diagram are described next:
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Managed Element the link with the previous modeled managed eteniehis is also
known as the link towards thgtatic Knowledge Bas&Ve make this separation between
static and dynamic knowledge, as the dynamic kndgdeis represented by the rules
describing the autonomic computing phases. Thelamtanodel will explicitly present the
two.

Autonomic Computing Purpose fepresents the four principles of an autonomic
adoption system (C.H.O.P. principles). Each of phi@cipals is linked to one or more
autonomic computing managers.

Element Autonomic Computing Manager— the modeling of the manager
corresponding to the managed elements from the IB&®:I. Each managed element from
the DSS hierarchy is bound to one or more autonandoagers. However, there can be
only one manager per purpose (i.e. we can't haeeself-optimization ACMs for the same
base). The behavior of each manager is specifithéohierarchy level of the managed
elements (e.g. for all bases, the manager behaeesaime, even if different instances are
created). From the diagram, we can distinguishtMA®E-K loop around a rule knowledge
base (linked via ‘use’ relations). This rule knodde base represents what we call the
dynamic knowledge.

Autonomic Computing Manager Phaseswhich include theDynamic Knowledgelt
contains the rules for the manager’'s phase patfage monitor to analyze to planning to
execute) along with the intermediate created stéd@&mnostics, symptoms and heals).
Moreover, the dynamic knowledge contains informatielated to the algorithms/heuristics
used by the MAPE-K loops.

Touchpoint Autonomic Computing Manager The touchpoint manager is used for
regrouping several element autonomic managers shate the self purpose. It is an
aggregated manager, as it provides the first ogernwover the activity of the element
managers from the system. It also allows distirtgng the levels of autonomic adoption
from the implementation levels of the self-X fastor

Orchestrated Autonomic Computing Manager The orchestrated manager is used for
regrouping several touchpoint managers depending tleé chosen autonomic
implementation. It is sub-related to the manual agen (a manual manager can have
several orchestrated managers). The orchestratedg®arequires the static knowledge (via
a ‘use’ relation) to function, as well as specifiemmands given by the expert from the
manual manager.

Manual Autonomic Computing Managerthe manual manager is connected to the
static knowledge as it makes use of this infornmafjgia a ‘use’ relation). We notice its
relation with the overall Decision Support Systermnaged element and the interface for its
management.

Note There are two elements that have not been intextlut the model: the sensors
and the effectors.
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* The sensors represent the entry point information that is ubgdur system. On
the diagram it is shown as the Bl Copilot monito@data. This information is
assured by the software module developed by tSB2samnly mentioned as a used
component in the works carried with this thesis.

» The effectors The same considerations are given for the effectohich in our
system are implemented directly either via rulesiarthird party software used by
the AC adoption model. As these elements are eatetey have not been
introduced in the internal description diagramseyrare represented on the general
schema as the External Managed Element.

57.2.2.1 Managed element autonomic computing manager

The Element Autonomic Computing Manager representsmodeling proposition in
rapport with the autonomic manager from IBM’s hietyy over the lowest levels (the
intelligent loop over the managed resources). shiswn in Figure 54.

cmp AC Modeling J

Mnanaged Element Autonomic Computing Managers g]

ACMPhase

- RuleList: Rule[0.]

Analyze Pl

- Diagnostics : Diagnostic0.]

- Symptoms : Symptom “Hedls. Heall 1

>

Symptom

Diagnostic

<<enum>>
Heal

= ReconfigureCaches - int
= RestartSystem : int

= ChangeBlockSize : int
=~ CompressData  int

= Defragment : int

= NonOptimalBlockSize : int
= InsufficientDiskSpace - int
~InsufficientMemory - int
~ HighFragmentationRate  int
~ PersistentAbnormalTimeQuery - int

- config: Configuration
- CMElement : ManagedElement
- perfs : Performance

<<entity>>

- CorrespondingManagedElement : ManagedElement
- ACMList  ListAutonomicComputingManager{0.]

+monitor() : void

+analyze() : void

+plan() : void

+ execute() : void

+ AutonomicComp lement : ManagedElement) : void

Figure 54 : The Managed Element Autonomic Computitanager

The element manager is defined in concordance istlassociated managed DSS
element. Still, we would expect that a certain ngaabelement has the same behaviors, or
that the behavior policies are the same. For ex@niiplve are faced with an instance of the
Base class, that is a base; its behavior pattemsleeady defined for its type. Therefore,
autonomic managers’ behaviors are distinct by Dis&fchy levels.
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Autonomic Computing Manager the element autonomic computing manager, linked
to a single managed element and, eventually, t@rodtement managers. It has the
following properties and methods:

Corresponding Managed Element (Managed Elemerttie element that the ACM
manages

ACM List (list: Autonomic Computing Manager)the list of element ACMs with
which the manager communicates. For example, alicappn ACM would have
the list of the base ACMs.

Monitor() — the function that implements the description tbé monitored
parameters and the associated rules.

Analyze()- the function that implements the operation ddlgsis of the monitored
elements and the associated rules.

Plan() —the function that implements the operation of plagrihe required actions
from the analysis process.

Execute()— the function that implements the execution precekhis can be
distributed, as actions don't always refer to thens targets (i.e. adding an extra
RAM bar and afterwards reallocating the cache mgjnor

ACM Phase- the generic class that describes the four phafstte MAPE-K loop. A
phase is described by an entailment of severas rthat share the same loop step (monitor,
analyze etc.). An ACM phase contains a single patam

List Rule (Rule}- the list of rules that corresponds to this ph@se order in which
rules act is the other in which they are addedéolist (meaning that the rules are
ordered by their execution priority). If two rulbave the same priority, the order in
which they are stored in the list doesn’t matter.

Monitor — represents the extension of the ACM Phase fplteimenting the monitoring

capabilities. The objective of the monitor phas¢oigprovide the elements needed for the
analysis, the symptoms.

Symptoms -are the results of the monitoring phase, and decbhe characteristics that

describe the managed element. The synonyms havellinging properties:

Config (Configuration) — an instance of the configuration, containing the
configuration indicators.

Perfs (Performance} an instance of the performance, containing thlopmaance
indicators that are monitored.

CM Element (Managed Elemenrt)the managed element which has the symptoms.
An instance of symptoms applies for one managechesie and one managed
element only.

Analyze— represents the extension of the ACM Phase foteimgnting the analysis

capabilities of the ACM. Taking the symptoms as\epbint, the analyze phase obtains a
series of diagnostic based on the analysis rules.
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Diagnostics- are the result of the analyze phase, and appyjeaeral level or for a
specific managed element. There are three leval@aghostics:

* Red (Error)- indicating a problem that requires immediaterdton and potentially
can cause the system to stop working (e.g. theibds® cache value is lower than
the minimum accepted value, thus causing the régpdiase to no longer work).

* Orange (Warn)— meaning that there is a potential upcoming erfdre given
elements are not critical enough for give a redjuolistic, but they could become
critical in the future (e.g. the base index cachednstantly lowered and gets too
close the minimal accepted value).

* Green (OK)-expressing that there is nothing wrong with thalyed symptoms.

The diagnostics class is an enumeration that amnthie list of possible diagnostics,
organized by the three levels of importance (em@rn, OK), such as:

* NonOptimalBlockSize indicating that the values for the block sizedfase are not
optimal (warn)

* InsufficeintMemory— the RAM memory required on the physical sernemot
sufficient (warn and possibly error)

» InsufficientDiskSpace- the disk space needed for the storage of thesb&se
insufficient (error)

» HighFragmentatoniRate- indicating that the levels of fragmentation bé tbhase
files on disk are too high (warn)

* PersistentAbnormalTimeQuery the queries take too long to respond (in rapport
with given expectations) and this state is perstgt@arn or possible error).

Plan — representdhe extension of the ACM Phase for implementing phenning
capabilities of the ACM. The planning phase corgaine order in which the potential
changes required execute (here the healing actibagarameters are:

» Diagnostic (list:Diagnostics) the list of diagnostics for the concerned analyze
indicators.
* Heal (list:Heals)-the possible heals that correspond to the bad dsdigs

Heals —represena list of the possible actions that can be takesrder resolve the bad
(orange and red) diagnostics. These actions vapgraéng on the associated C.H.O.P.
principle (e.g. change an index cache value forebgterformances (self-optimization) or
change an index cache value because its currene valunder the minimum specified
threshold (self-healing)). The actions are linkeddiagnostics, as a single diagnostic may
have several heals, and several diagnostics maythawsame heal. Some examples of heals
are:

* ReconfigureCachesthe action indicating that caches should be regondid
(corresponding to thmsufficeintMemoryiagnosti¢

» ChangeBlockSize the action of a change in the block size coméiian parameter
(NonOptimalBlockSize
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» ComrepssData — that indicates a compression of the files on disk
(InsufficientDiskSpage

» Defragment-indicating a defragmentation is requirétighFragmentatoniRaje

* RestartSystem— an OS restart will be performed to validate changes
(InsufficientDiskSpace, InsufficientDiskSppace

Execute— represents the extension of the ACM Phase fpteimenting the execution
capabilities of the ACM. This is a little differefifom the previous phases, as an execution
action may or may not be performed in an autonorag (e.g. adding a new RAM bar
requires human intervention, while changing theizaf a cache parameter can be done in
an autonomic manner).

We have seen that an ACM corresponds to a singleagesl element and a single
managed element only. From the DSS modeling, theaged elements are organized
hierarchically, thus the managed elements ACMsratarn organized the same way. This
is important as ACMs need communication betweemttiee to common elements, such as
monitored configuration / performance indicatoree TACMs hierarchical organization is
shown in Figure 55.

pkg AC Modeling J

AutongaiicComputingManager

ACM (managed element level 1) ACM (managed element level 1)

() ()

ACM (managed element level 2)ACM (managed element level 2)

!

ACM (managed element level 3) ACM (managed element level 3) ACM (managed element level 3)

ACM (managed element level 2)

Figure 55 : Logical organization for the managedezhents levels ACM

57.2.2.2 Touchpoint autonomic computing manager

Responsible for the implementation of the self-Xoaomic adoption characteristics,
the touchpoint manager aggregates the element @utoncomputing managers. The
aggregation is over the purpose of the elementisagers. The implementation of the self-
X functions remains at the choice of the systenhitact, based on the needs and various
constraints (such as cost).
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For instance, one may choose to implement onlygéifeoptimization aspect, where all
the element autonomic managers focus on optimitivg system performance. If we
consider a base autonomic manager for self-optioizaits sole purpose would be to
improve the specified performance indicator (e.gerg response time). Any other
considerations, such as base security accessacdatiption, are therefore ignored by the
self-optimization manager. These considerationsldvba treated by the self-healing and /
or self-protecting touchpoint managers. Nevertlelése dependency between the four
aspects supposes that for the self-optimizatiorilamepntation, self configuration and self
optimization have already been assured prior tdFigure 56 presents the touchpoint
computing manager:

cmp AC Modeling J

TouchPointACMs g]

<<entity=>
Touchpoint ACM

- purpose : AC Purpose
- ACMList: AutonomicComputingManager[1.*]

1

1

Self-Configuration ~ AC Purpose Self-Protection

n\ i

Self-Healing Self-Optimization

Figure 56 : Touchpoint Autonomic Manager

Touchpoint ACM — describes the manager that is in charge of iagstihat the
C.H.O.P. principles are applied. As we can seegethe a 1 to 1 relation between the
manager and the autonomic purposes. Each purpossjponds to one touchpoint manager,
and one only. It has the following properties:

e ACM List (list:Autonomic Computing Manage#) the list of managed element
ACMs that share the same purpose. The list muse lavleast one managed
element ACM. If no element is present, then theeesve C.H.O.P principle isn’'t
implemented by the autonomic system.

* Purpose (list:AC Purpose) the purpose that is assured by the touchpoiffl AC

AC Purpose — represents the four autonomic computing purpdfies C.H.O.P.
principles). The modeling of the purposes alsduithes the dependence between the four
principles:

» Self-Configuration the first principle, which assures the configunataf the DSS.
It can be seen as the level 0 of autonomic adoption

» Self-Healing- the second principle, which assures the diagisoahd the repairing
actions (if necessary). Self-Healing is dependenthe previous principle, as it
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requires a configuration in order to realize if &hing is wrong or not. Can be seen
as level 1 autonomic adoption.

» Self-Optimization- level 2 of autonomic adoption, which assumesettisting of a
configured and well working DSS. Once the first tyonciples are assured, the
DSS can proceed further to try to optimize its tioring.

» Self-Protection— the last level of autonomic adoption (level 8jplies the
existence of a well configured, well working ancertually optimized DSS before
assuring its protection. As the DSS is now in fiest’ possible from, it must be
protected from interference with its functioningtst

57.2.2.3 Orchestrated autonomic computing manager

The orchestrated manager is in charge of regrgupi@ existent touchpoint managers.
The initial (IBMs) description of the orchestratenager is by regrouping the touchpoint
managers by discipline. In our case, we considerekistence of a single orchestrated
ACM, modeled on top and in charge of the entire PRGure 57).

cmp AC Modeling J
Orchastrated ACMs -3
<<gntity>>
Orchastrated ACM
- TouchpointACMLIst : Touchpoint ACM[1..4]
/ 1 \
il 1.4
<<gntity>> <=<entity>>
Manual ACM Touchpoint ACM

Figure 57 : The orchestrated autonomic computing nmeger

Orchestrated ACM aggregates the (maximum) four touchpoint marsagérere is a 1
to 4 relation between the orchestrated and thehfminot managers, and a 1 to 1 relation
with the manual manager. It has only one prop&rhjch is the list of associated touchpoint
ACMs:

* Touchpoint ACM List (list: Touchpoint Autonomic Cartipg Manager)- the list of
touchpoint ACMs. The list must have at least onelhpoint ACM. If no element is
present, then the respective C.H.O.P principlet ismblemented by the autonomic
system.

57.2.2.4 Manual manager

The last component of the autonomic computing adopscheme is the manual
manager. The role of the manual manager is to titeinterface between the system expert
and the functioning of the autonomic system. Asrle of the autonomic adoption is to
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assist the expert, with the help of the manual manthe expert will be theoretically able to
override any decision or action of the autonomitesy.

cmp AC Modeling J

Manual ACMs £

<<entity=>
Manual ACM

- orchastratedACMList : Orchastrated ACM[1 ]

VRN

DecisionSupportSystem | <=entity>>
Orchastrated ACM

Figure 58 : Manual Manager

Manual ACM — Firstly, it has a 1 to 1 link with the DSS, axle DSS has a manual
manager. It is the connection point to the resthef autonomic architecture. Secondly,
another link is made with the Orchestrated ACMstles manual manager manages the
orchestrated and further on touchpoint managengeftling on the system’s implemented
principles).

7.2.3 Knowledge base model - dynamic

This section describes the last part of the mdmelinks the DSS modeling and the AC
adoption modeling. The DSS model has shown ourgsitipn over the physical and logical
DSS architecture. The AC adoption model presentetthdr the proposition of integrating
autonomic computing over the proposed DSS modeleais. This last part, the knowledge
base modeling can, is seen as the continuity ofAfieadoption modeling as it shows in
details how we have conceived the information endbre of the AC adoptions.

We have called this ‘dynamic’, as it models theoinfation that is likely to change
over time and more important that changes in fonctof the existing environment.
‘Dynamic’ is also aimed at describing how infornaatifits in the MAPE-K loops, the loop
phase passage and how the different ACMs communicat

The general overview of the dynamic modeling isvalin Figure 59. There are three
elements that form up the dynamic knowledge bdsekKinowledge Source, the Rules and
the Heuristics. The schema puts them in evidendée vititerconnecting with the already
presented elements.

Knowledge Source fepresents the information sources that provideviedge for the
dynamic knowledge base (rule formalization). Thewledge source can be found under
different forms: readme documents, technical foruims human experience etc.
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Figure 59 : The Dynamic Knowledge Base UML componeiagram

Rule — represents the formalization of all the ECA (dveondition action)
information. The rules can be seen as the ‘fuel tfiee autonomic computing manager
engine. They are differentiated by several facgush as: priority, type or action. The
organization is discussed in detail in the nextssghons. There is a 1 to 1 link with the AC
purpose, as each rule is part of a group expressnegof the four purposes. An ACM
contains one or several rules. This ACM link imfeiced by the link with the phases of the
ACM as each rule corresponds to one of the foyrssté the MAPE-K loop, thus each step
includes a certain number of rules. As we speak b&knowledge formalization, there are
two phases in defining each rule: (i) the formdl@aand (ii) its integration/impact with the
existent rules.

Heuristics — represent the second part of the dynamic aspectfamadalize the
algorithms/heuristics used for the self-configumatand self-optimization implementation.
A heuristic uses one or more formalized rules. Muee, the heuristics are purpose specific
and they are implemented by an autonomic managkeerelT are ACMs designed to
implement several heuristics, whereas others imghémo heuristic at all.

Before going into detail with each of the threenadats above, a description of the
autonomic adoption dynamics is shown, to argumaéet introduction of the dynamic
knowledge and its functioning with the autonomistsyn.

57.2.3.1 Autonomic computing adoption model - dynamics

The AC adoption dynamics refers to usage of theadya knowledge rules with the
ACM loops. There are several criteria based on: abh®wnomic principle (CHOP), the
autonomic manager phases (MAPE-K) and the pladheoimanaged element in the DSS
hierarchy. We present below two use cases: figgtreeral use case, and then a detail of the
Self Healing principle.
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7.2.3.1.1 ACM inter-communication

The general use case describes the dynamics ofulke over the four CHOP
principles, with regards to their priority (Figusé).
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Figure 60 : AC CHOP principles dynamics

» On top, we rediscover the SP2 software solutioas itionitor the data concerning
the DSS.

* Then we have the level 0 principle adoption with gelf configuration MAPE-K
loop. The loop is performed by the managed elerA€itls that correspond to the
Self Configuration touchpoint ACM. It is based dretset of Self Configuration
Rules.

* The Self Healing MAPE-K loop follows next, as thestem is now configured. It is
based on the Self Healing ACMs and the Self HedRolps

» The Self Optimization MAPE-K loop which will exeeutonce the DSS is
functioning and OK from the point of view of SelieHling.

» Last, once the DSS is well configured and optimjzeith no problems, we find the
Self-Protection loop, with its associated ACMs &ndes.

The communication between the managers is donednaged element, by purpose,
by ACM loop, by level of autonomic manager. So ¢éhare four criteria in the mentioned
order. IBMs specifications present only a commuinbcabetween the phases of the ACM
loop and the levels of autonomic managers. No othdications are given, thus our
approach introduces the two other criteria.
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Communication by managed element hierarclytroduces a communication order
between the ACMs in the lowest level of the adoptinodel, via several links between
them. Moreover, some of these links express thetdly of elements. The communication
between the ACMs of the managed elements is dorteeooriented hierarchy graph, in a
bottom-up manner. For an ACM to communicate withidantical or lower level ACM it
must pass through the common upper ACM (from thaagead element hierarchy point of
view).

We make a clear distinction between the specifiormation that is used to manage a
managed element only, and the shared informatien by the upper/lower levels. The
specific individual information is treated in theARE-K loop separately in a continuous
manner (no loop interruption). On the other haray shared information will be used
through the ACM loops and requires synchronizatiime passage of information is done
either top-down or bottom-up, depending on the Ipbase:

* Monitor: the order of the operation is not important; plepose being to obtain all
data on the DSS. As data is recovered from log,fithe used approach is top-
bottom, but again we have no guidelines on this. |¥éwe it at the choice of the
implementation, as the process can even be paatlel

* Analyze as this is performed based on aggregated infeomatve use a bottom up
approach to the execution of the phase. For exaaplapplication analyze phase
would depend on the results of the base analyzeepha

* Plan: planning is based on element dependence (i.e. meotatop and reconfigure
the parameters of a base as long as the applicatiog). Therefore, this phase is
done in a top-down manner, starting from the DS$earding with the bases.

» Execution:based on the same dependence as the planningxeleation will be
done in a bottom up manner (i.e. we can’t changectimfiguration of the base once
the application is restarted).

Communication by purpose IBM gives a ‘hint' by presenting the touchpoint
managers in the CHOP order, but puts no link batvike four. We introduce the purpose
dependence of each managed element ACM by a funattrelation. We propose the usage
of not oneACM by managed elemebut four, one for each purpose. The communication is
done in order of the four principles. For examples want to assure self optimization.
Starting the self optimization ACM would triggem¢await) the self healing ACM which in
turn triggers and waits for the self configuratioop to finish. Table 21 below shows this
dependence.

Each individual MAPE-K loop will be fully executdakfore triggering the next loop.
For instance, the execution phase of the self gordtion ACM will have as a last
command the trigger towards the monitor phase @fseif healing ACM. The functioning
manner is iterative, thus synchronization is agkuréis separation assures an easier access
to the specific level of autonomic adoption depagdn the needs and objectives.
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Table 21 : Self Optimization adoption ACM communigan

ACM Phase Action
Self Configuration | Monitor
Analyze
Plan

Execute last: Trigger Self Healing ACM monitor phas
Self Healing Monitor
Analyze
Plan

Execute last: Trigger Self Optimization ACM monifatase
Self Optimization Monitor
Analyze
Plan

Execute

7.2.3.1.2 Specific ACM communication — self healing

As a detail of the general use case, this subseptiesents the Self Healing dynamic
diagram. This is valid for the other three prinegphlso. We have chosen self healing as it is
easier to understand intuitively. It is shown igu¥ie 61.

Run Self Healing

Run Seif Healing el pareiFnvachl
i

MAPE.K Base

ACM Self Healing Base

Saitbadtiia Ss Warher Rukes Self Healing Base Execute Rules

Self Healing Base Analyze Rules Self Healing Base Plan Rules

Figure 61 : Self Healing detailed dynamics

The Self Healing general loop implies running tbeps for each of the managed
element, in the ordered specified by the DSS hesarfirst the self healing base loop, then
the physical application, then the logical sereed so on.

Each of the self healing managed element loopshare detailed over the four phases
of the ACM, by running the specific rules for manming, analysis, planning and execute. In
this logic, the dynamics of the self healing prpteiis: base monitor->base analyze->base
plan->base execute->physical application monitor physical application analyze ->
physical application plan -> physical applicatiorxexute -> logical server monitor ->
logical server analyze -> logical server plan ->gical server execute -> physical server
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monitor -> physical server analyze -> physical sarplan -> physical server execute ->
DSS monitor -> DSS analyze -> DSS plan -> DSS dgecu

This permits a clear organization of the rules,rave criteria of each AC principle,
ACM phase, managed element, offering a better abotrer the entire system. The static
knowledge is common; whereas the dynamic knowlésigeganized individually according
to the presented criteria.

7.2.3.2 ACM knowledge source

The knowledge sources contain the semi and unstedtinformation that is used for
rule formalization. Figure 62 shows the diagramhaf knowledge sources. There are three
categories, based on our experience with workirig @5Ss.
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Support Document Expert knowledge

- FilePath : String - Expert: User
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- WeblLink : String
- LastAccesed : Date

Figure 62 : Knowledge Source detail diagram

Knowledge Source- is the base entity that describes a source ofrirdtion. It has the
parameters.

Support Document- represents any document provided by a softwditergin any
format (.doc, .pdf, .rtf etc.). It has a singlegraeter:

» FilePath (String)— the path of the file, pointing towards a diskdtion or a web
address from where the file can be downloaded

Technical Web- represents any knowledge source that is founth@rveb, generally
technical forums or online product documentatighsechnical web knowledge source has
two parameters:

* WebLink (String}- the web link of the source

» LastAccesed (Date)the date at which the source has been last accédse are
many cases in which online resources are no loangtable after a certain amount
of time. This is why, where possible, we always timymigrate a technical web
source into a support document, so that the infoomaemains persistent.

Expert Knowledge- represents any information that comes from admuaxpert. As it
is the experts who are in charge of rule integratiee can go as further as to consider that
ideally all readme documents and technical web casuare integrated in the expert’s
knowledge. Still for the modeling, we have choseséparate them. At most, we can find
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the same piece of information linked to differesuices (e.g. readme documents and
expert). There is only one parameter for the expartviedge:

» Expert (User)- a link with an instance of the User class, whs the status of DSS
expert.

7.2.3.3Rule

This section details the modeling of the Rule cphcAs mentioned earlier, rules are
organized depending on several criteria and sendifferent purposes. Still, their common
central point is the autonomic manager and its kedge base with which the rules are
integrated. Consider the following example for keru

Example. The following advice is expressed in an Essbasdme document: The
available RAM memory should be distributed betwdemnindex cache and the data and data
file cache in a manner that the data cache is @ital®,5% of the data file cache, for the
BSO bases. (i) The first step is the formalizawbrthe rule with the elements described in
the system. We identify the configuration paranwténe available server RAM memory
and the index, data and data file cache paramieteasbase. With these parameters the rule
is formalized with the chosen technical solutiar). ©@nce the rule formalized an impact
analysis with the already existing rules in theteys is performed. If there are any
inconsistencies or ambiguities a human expert vetgron is required for its integration
(e.g. another rule states that the data cachedheuht 20% of the data file cache).

The details of the rule concept are shown in Figde

pkglE Modeling

RuleseSelfCenfiguration

RuleMonitorSelfHealing RuleExecuteSelfHealing

RuleAnalyzeSelfHealing RulePlanSelfHealing

Figure 63 : Rule Organization Diagram

Starting from the general concept of rule, a filisision is made in function of the AC
principle. Each of these sets is in turn dividedoading to the MAPE-K loop phases. The
diagram details this for the Self Healing princigilee others have the same organization).
The attributes that characterize a rule are:
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* Name (String}- the name of the rule. We propose a series oixpetpecific such
as to determine to where the rule belong®CMManagedElementType _
CHOPPrinciple _ MAPEKLoopPhase _ RuleName (e.geBaSelfOptimization _
Analyze _ Rulel)

 Body (String)— the body of the rule, its presentation in the lengentation
formalism (i.e. SWRL, Jena, SPARQL etc.).

* RuleSource (KnowledgeSource) the source from which the rule has been
formalized. As mentioned earlier, a rule can haxeegl sources.

» Purpose (AC Purpose)the CHOP principle purpose for which the rulegliag. In
the general schema, a rule corresponds to one grirgoed one purpose only. A
situation may occur with monitoring rules, wherezamile may apply for several
purposes. In this case, the rule is duplicated each purpose and referenced
differently in function of its purpose.

* ACM (AutonomicComputingManager)the ACM and implicitly the DSS managed
element for which the rule applies. We keep the esaonsideration for rule
duplicity as in the purpose case. A rule will bglitated for different ACMs.

« ACM MAPE-K Phase (ACMPhase}he phase of the ACM loop for which the rule
applies.

57.2.3.4 Heuristics

The heuristics are placed in the dynamic knowlesigggema as a rule usage entity.
They make use of the corresponding rules integrati¢hd the ACM phases. We present
further in this section our modeling for heurigtitegration, by showing two examples for
self-optimization and self-configuration.

The role of the heuristics is to find better anddptimum configurations given (i) a
starting point and (ii) the conditions which deterenif a configuration is good or not. We
specify that the objective is not to find the besssible configuration; rather, it is to find a
good configuration that assures the required Iefgberformance. Figure 64 shows the
detailed heuristics.

Heuristics — the generalization heuristics entity. A heucis§ adopted by an ACM.
Even if a heuristic corresponds to a DSS manageeientent, this link is implicit by the
ACM that manages the DSS element. Any heuristicimragollowing properties:

* Name (String)- the generic name of the heuristic. We model tmmes so that it
reflect the managed element and the purpose of Hearistic (e.g.
Base_SelfConfiguration_Heuristicl).

* Rules (list:Rule}-the list of rules that concern the heuristic impbenation.

 ACM (AutonomicComputingManagesthe ACM which implements the heuristic.
As a heuristic contains a set of rules, the requiig is that these rules are all part
of the same ACM.
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<=<control==
Heuristics

-Rules : Rule[1.7]
- MName : String
- ACM : AutonomicComputingManager

+ execute(heuristic . Heuristics) : void
+ getACM() : AutonomicComputingManager

<<derjpe>> <<dmjves>
<=control>> <<control>=>

HeuristicsSelfOptimization HeuristicsSelfConfiguration
- Configindicators - Configuration - PhysicalResources | PhysicalResource[1.*]
- Performancelndicators : Performance - LogicalResources : LogicalResource[1."]
- delta: double - Performancelndicators | Performance
- threshold : double - Configindicators : Configuration
+ getPerformanceDifference() : Performance + getMonPerformantElements() : ManagedElement[1...n]
+isThresholdOK() : boolean + countNonPerformantElements() : int
+ modifyConfiguration() : Configuration + reallocateRessources(managedElements : ManagedElsment[1.. n]) : void

Figure 64 : Detailed Heuristics Diagram

There are two extensions of the heuristics cormedipg to the two CHOP principles
that we use for exemplification: Self Configuratiand Self Optimization. The two are
detailed in the subsections below.

7.2.3.4.1 Self optimization heuristics

The objective of the self optimization heuristictésassure that the DSS performance
indicators are at good levels while using the ledisesources. The principle iacceptable
performance with fewest possible resourd&gh common data warehouse configurations,
resource allocation isn’'t done intelligently acdogdto the performance levels. Consider the
following example.

Example.a client requirement: the data warehouse averageygesponse time should
not be greater than 2s. For the simplicity of tkeneple we consider the QRT linked only to
the quantity of RAM memory allocated to the DW. kihe current configuration of 16GB
of RAM, the obtained average time never crossevdhee of 1.5s. By performing a series
of repetitive tests, an expert concludes that 126BAM suffice for assuring the required
threshold of 2s. At each test, the expert decredmeamount of allocated memory, and
performs a series of queries to see how the nevageeRT is influenced.

What we propose with this heuristic is to perfohma series of tests (adjustments) done
by the expert, with a higher granularity. This riegsi several recurrent steps before reaching
the optimal point resources / performances. Thiatmepends on the number of iterations
as there will always be an error. There are twcifiperunning parameters of the self
optimization heuristic:

Step- the notion of step or passage is used to deterthie frequency of the changes.
Based on the DSS Usage Purpose, a step corresipoageriod of one day. As we recall at
the end of operational day, the new data is agtgdg#us the impact of the configuration
parameter change is analyzed and new configuratawassubmitted for testing. This
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corresponds to one MAPE-K loop passage. Alterntivéhe step corresponds to a
predefined period at the end of which statistiesgathered (i.e. once each 5 minutes, once
each 3 days etc.).

Activation Periods- based on the DSS Utilization Periods, the adtngberiods of the
heuristics depend on when the targeted manageceptdmused. More specifically, as the
optimization operation influences directly the penfiances, this heuristic is used during
high utilization (otherwise there is no relevantiaty to provide the analysis performance
data).

The properties of the self optimization heuristcs:

» Perfindicators (Performance} the set of performance indicators that the h8aris
tries to improve. It contains a single indicatoraocombined set (e.g. average query
response times, calculation and aggregation timesjty of service etc.).

» Configindicators (Configuration} the set of configuration parameters that are
changed by the heuristic with the purpose of obtgibetter performance indicators
(e.g. cache allocations, compression types, storagkes etc.).

» Delta (double)- represents the change in the configuration itdisawith each
step. There are two cases:

0 Restrained/Absolutea possible set of values that the indicator cke,tar
a fixed numerical constant with which its value nfpas. In this case, we
can speak of granularity in the situation wherey@drtain values of the set
are to be tested. (e.g. the compression mode cagither compressed or
decompressed).

0 Relative— represents a numerical relative amount indigadiso granularity
of the heuristics. The smaller the delta, the highe granularity (e.g. the
indicator changes with 5% of its last value).

» Threshold (Double} represents the threshold value for the acceptedrpsnce
levels. If performances cross this threshold, th&iguration changes are no longer
accepted. There are two ways of defining a threshol

0 Absolute —given by an absolute numerical value of the perétoroe
measure (e.g. 2 seconds).

0 Relative-specified as a percentage that shouldn’t be crdsgelde rapport
between the current and previous performance |€eais5 %).

The diagram in Figure 65 presents the functioniognario of the self optimization
heuristics, for one step, for a single managed etém

 The ACM using the Self Optimization rules perforthe changes on the chosen
configuration indicators for the given managed eptn

 The Managed Element, with the new configuratiorexposed to operations from
the users. At the end of the usage operationsnéve performance levels are
obtained.

« The ACM accepts or rejects the configuration chabgsed on the obtained new
performances.
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Figure 65 : General Self Optimization Heuristics f@ne step for one managed
element

The usage of this heuristic has two roles with thea warehouses: (i) initial
deployment and (ii) continuous optimization..

Initial Data Warehouse Deploymentrefers the first step when putting into place a
new non configured DSS. Good starting configurai@me vital for DW architectures.
During this period of initial deployment, the systés under continuous usage. Therefore,
the notion of step is no longer related to the dhys to a set of activity tests. An example
of such usage is presented below:

Example. A company decides to buy a new physical server amage their data
warehouses. The following specifications are gifcgrthe new system:

Table 22 : Initial System Deployment example

Type Indicator Value
Configuration given RAM 16GB
Hard Disk 10TB
Logical Server Essbase v11
Number of bases 35
Specified Performance| Maximum avg QRT/ base 2s
Maximum aggregation time /base¢  20m
Configuration required | Cache configuration / base ??7?
Storage mode / base ?2??
Compression / base ?2??
Block size / base ?2??

The company needs the required configuration elé&terbe complemented, based on
the performance specifications and the physicaleser resources. Traditionally, the DSS
expert who is in charge of this operation perfoanset of manual operations and decides
upon a configuration. With the help of our systathhe has to do is configure the starting
point and wait for the stress tests to finish. Tdllewing steps are executed:
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First, the DSS expert needs activity on the systéenchooses a series of operations
(reporting, calculation, restructuration etc.) thiaulate the activity.

Second, the expert defines the notion of stepeelet the set of queries. He decides
which sets of queries are used and how many titr@srun. Once a run is finished,
it is considered a step.

Third, he decides how many number of steps wilpedormed, based on how long
the step takes and how much time he has. For egarfapla 2h step, he can choose
to do five days of testing, meaning 60 steps, @fudifferent configurations.

Last, he configures the delta and thresholds paeamand launches Bl Self-X with
the self-optimization heuristic.

At the end of the 60 steps, the heuristic will retthe best found configuration /
resource allocation ratio. We remind that the vatuthe best found during the 60
steps and not necessarily the optimal one. Alsohtkuristic doesn’'t guarantee that
performance improves with each step. Certain cheanggey have disastrous results
on the performances, and configuration rollbacksaiten met (e.g. modifying the
compression mode).

Continuous Performance Optimizatiorrefers to modifying the configurations of an
existing DW architecture. The purpose is the imprognt of the performance / resource
allocation ratio. Unlike the first case, performascderivation constraints are more
powerful, as the system used in production, scethes users that rely on it. The set of tests
in this case is the real user activity, and theomodf step is fixed to an operational day. We
exemplify below, in analogy with the previous case

Example. A company wants to optimize the resource allocatibor one of their
physical servers. The following characteristicsgiven:

Table 23 : Continuous Performance Optimization expla

Type Indicator Value
Configuration given RAM 16GB
Hard Disk 10TB
Logical Server Essbase v11
Number of bases 35
Specified Performance| Maximum avg QRT/ base 2s
Maximum aggregation time / base¢ ~ 20m
Actual Performance avg QRT/ base 1.4s
aggregation time / base 12m
Configuration required | Cache configuration / base 5.5GB
Storage mode / base ASO
Compression / base Compressed
Block size / base 16KB

Based on the actual performance levels we carhsgehiere is room for improvement,
as the logical Essbase server takes all the RAM angiof the physical server. The expert
configures the initial starting point and then leles the Bl Self-X module, with the
considerations:

The set of queries is the real activity of the ssso he does nothing to alter this
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* The step is defined as a complete operational daging the day the bases cannot
be stopped and rendered unavailable, nor cangheameters can change.

* The numbers of days to run the heuristics can Oefiinite, as it doesn’t require a
certain period (as in the first case). The heuriséin run all the time, or until the
company is satisfied.

» The expert configures the delta and the threshold manner that when testing a
new configuration no ‘harsh’ performance deviatimtxur. Unlike the previous
case, the deltas and the thresholds are alwaysssqut as relative values.

* The expert launches the heuristics implementatimgnam and is free to leave.
Additionally, he accesses periodical reports witle evolution of the resource
allocations and the corresponding performancethigncase, at the end of a certain
period of time the system will find a configuratianth less RAM that will fit into
the specified performance objectives (e.g. 12 GRAM after a period of 23 days
with an avg QRT / base of 1.9s).

7.2.3.4.2 Self configuration heuristic

The self-configuration heuristics are implementgdhe self-configuration ACMs. Our
example of self configuration heuristic is basedtloa following principle:take from the
rich (high performance) and give to the poor (loerformance) This translates as the
reallocation of physical and logical resources leevthe managed elements, according to
various performance criteria. A higher level of grarity is achieved by choosing several
performance categories (e.g. excellent, good, geetzad etc.).

Example. A company has two physical servers (S1 and S2) hioat their data
warehouses. Each server has a hard disk capacit§Td (5 x 2TB disks each). The load
on the servers is different. The total physicak sit the bases on S1 barely reaches 2TB
and, with an analysis of the actual context, a @$Sert concludes there is no scenario on
which sizes will be grater than 4TB. So, there idifference of 6TB that are unused, no
matter what. On the contrary, on S2 the total Is#&es are 9.5TB and the analysis shows
that in the nearby future there will be a need tfeast 15TB. Moreover, if the space
requirement is not assured, performances will digstically. Therefore, S1 is rich and S2
is poor. In this case, the self configuration h&igiproposes the physical action of taking 3
of the hard disks of S1 and put them on S2, if jpdess This way, a disk resource
reallocation has been made without any additioosi.c

The self configuration heuristic formalizes the qass of smart resource allocation.
Instead of acquiring new (unnecessary and costggurces, first you analyze what you can
do with the actual system. We have mentioned asidivi between high performance and
low performance managed elements. This is excllyshesed on the DSS modeling of the
Performance Indicators. The choice of performamzécators depends of the particular
resource that is to be reconfigured (e.g. RAM caaglferations influence query response
times, disk — data export/load times etc.). Theertes that describe the self configuration
heuristic are:

* Physical Resources (PhysicalResource)the physical resources that can be
reallocated by the heuristic
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Logical Resources (LogicalResourcep self configuration operation can also be
performed for a logical resource, even if the caseeldom met (e.g. an base is
reallocated to a different logical server because logical server imposes some
constraints, like compression types, that the beeenot respect, for a good
performance).

Performance Indicators (Performance)the set of managed element performance
indicators that the heuristic uses when decidinbefmanaged element has a low or
a high performance.

Configuration Indicators (Configuration)— the set of managed element
configuration indicators that the heuristic usethwhe reallocation of resources

Figure 66 illustrates the use case for the selfigoration heuristic. We remind that the
heuristic is integrated by self configuration AClslisd sets of self configuration rules, with
the direct impact on the managed element.

ucHeuristicsModeling J

Divide the low and the
high perfermance

managed elements
ACM non-human Managed Element

I
<<include>>
]

Self Configuration Rules Reallocate all
unnecesesarry
ressources from high

to low

Figure 66 : Self Configuration Heuristics generalidgram

The first step is to divide the low from the higbrformance managed elements.
Similar to the expression of thresholds from thié gptimization heuristic model,
there are two ways of expressing the two:

0 Absolute- a value representing the border of the performdinat. This is
usually used when the performance requirementsegpécitly described
(e.g. the average QRT for a base must not be aveso2all bases which
have an average QRT below 2s are high performaheeyest are low
performance).

0 Relative - the threshold is computed based on the currenomeaince
levels, when no specific targeted value is givdris Tmplies an aggregation
of the performances over the DSS managed elemerdrbhy. (e.g. if the
average QRT for a base is below the average resptnmge of the
application containing the base, then the baseah&ggh performance;
otherwise it has a low performance).
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* Once the division is done, the available unnecgssmources will be reallocated
among the needing managed elements. Similarlye thex two ways of making the
allocation:

0 Absolute- the reallocation is done in fixed chunks of tgses between all
the low performance managed elements (e.g. 2GBAM Riemory for 4
non low performance bases results in an allocati@®OMB for each base)

0 Relative — the reallocation is scaled with the managed eW'mse
configuration indicators. (e.g. 2GB of RAM memooy £ low performance
bases, one that has a file size of 5GB an the @h@0GB results in an
allocation of 500MB for the first and 1.5GB for teecond).

On Demand Resource Reallocationmhe usage purposes of this heuristic are different
from the self optimization case. By analogy, th&arof step no longer has a meaning, as
the self configuration is an ‘on-demand’ punctuaétion. It can be executed at any point
in time by launching the self configuration ACM dhe targeted managed element
(including the entire DSS).

Example. due to the drops in performance on a physicalesehosting the data
warehouses, a DSS expert is called to change lttiatbn of resources based on the actual
configuration. The table below presents the curséoation:

Table 24 : Self Configuration On Demand example

Type Indicator Value
Configuration given RAM 16GB
Available RAM 2GB
Hard Disk 10TB
Logical Server Essbase v11
Number of bases 35
Low performance bases 5
Specified Performance| Maximum avg QRT/ base 2s
Maximum aggregation time / bas¢  20m
Actual Performance avg QRT/ poor base 2.4s
of the poor bases aggregation time / poor base 32m
Configuration required | Additional cache / poor base ?2?7?

The DSS expert launches an on demand request hatisalf configuration ACM in
order to reallocate the available memory. Suppotfiagthere is an absolute value given for
reallocation, each of the poor bases will receivadditional 400MB, to allocate with their
caches.

Even though they are completely independent thehewristics are used together for
better results. The self optimization heuristic yides free resources while keeping the
performances at the required levels; the self-goméition heuristic makes use of these freed
resources to reallocate them to the low performagleenents and further improve the
performances.
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7.3 Transition model — from UML to DB/OWL

Prior to the presentation of the ontology adoptizodels, we present the consideration
for the passage from UML to the ontology model (OWAd rules). We equally argue why
in over the choice of ontologies for the BlOptimpiementation. At this point we have a
good knowledge of the problematic and of the abstidML model that must be
implemented.

The UML-ontology passage is inspired by the thedigRaimbault (2008)], which
covers the transition between three knowledge nsod¢ML, ontologies and conceptual
graphs. The guidelines are clearly fixed and canadass transformation, datatype property
transformation, object property relation transfotiorg class instantiation and individuals.
We have taken into considerations these transiodels, and exemplify in the following
how our transition is made.

7.3.1 Relational DB model — Bl Copilot

The DB adoption model is the base of the Bl Coslaftware product. All the data of
Bl Copilot is represented through relational dadaes. These data bases are in turn part of
the input data for the ontology model. More speciéill the elements presented in the DSS
static knowledge UML modeling have an equivalentthe Bl Copilot data bases. The
BICopilot data bases integrate both raw monitoreth dand aggregated data into the
aggregated CMDB.

57.3.1.1 Raw monitored data

The raw monitored data comes from logs retrievednfthe system. It contains the
static information concerning machines resouraestalled software (DSS and non DSS),
data warehouses and their parameters. All thesailetbtelements are retrieved from
different logs and are organized into data basestadke each of the three modeling parts
(architecture, configuration and performance) arebg@nt a Bl Copilot simplified data base
equivalence.

The DSS architecture is represented by severaddabhch table corresponding to one
managed element type (Base, Application etc.).DBeschema is shown in Figure 67.

pkgDEs
CI_BASES | CI_APP [ CILLSRV | TIPSRV

- DB_NAME : String - APP_NAME * String I LSRV_NAME * String |,p5,pv_\ IAME  String
C it SRV DE ' int > it

DE_CODE - int APP_CGDE ' int LS - PSRV_CODE ' in
- PARENT_CODE:int | 1.* 1 I - PARENT _CODE int | 1.0 1 I - PARE] CODE il | | PARENT_CODE - int
L L —

Figure 67 : Bl Copilot DSS architecture hierarchy

The diagram has been simplified (in the number afimns presented) in order to
prove the hierarchical architecture. Each of th@agament elements is linked to its direct
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superior hierarchy element via the PARENT_CODE wewiuFor example, recovering all
the bases corresponding to a specific physicalesémplies several joins proportional to
the number of hierarchical levels between the #vm (this case).

The configuration parameters for each of the mashadements are stored in tables,
with their values corresponding to the dates off thst modification and the dates at which
the monitoring has been made (Figure 68)

pkgCBs J

PARAM_HISTO

- MEASURE_CCDE : int

- MEASURE_VALUE : String
- LAST_MODIFIED : Date

- LAST_CHECKED : Date

- CI_ELEM_CODE : int

Figure 68 : DB Adoption Parameters table

PARAM_HISTO links with the CI tables, using the ELEM_CODE field, which
indicates to which managed element the measuréeapfiihe MEASURE_CODE is taken
from an external table of declared measures anglte is a string due to the multiple data
types a measure value can have. There are two. d&83 CHECKED the date at which
the last monitoring has been made, and LAST_MODIFtke date at which the measure
value has last changed.

The performance indicators are stored similarlyh® configuration parameters, but,
with taking into consideration the fact that the@&ues change (or are prone to changes)
regularly. For example, if we consider the base Q&Teach performed query, by base,
there are tens or hundreds of values for each & .performance indicators are stored in
the PERF_HISTO table (Figure 69).

pkgCBs J

PERF_HISTO

- MEASURE_CODE : int
- MEASURE_VALUE : String
~DATE_TIME : Date

- CLLELEM_CODE - int

Figure 69 : DB Adoption Performance table

We notice the presence of the measure code, valliehe element code that links to
the CI tables, similar to the configuration tabBut, this time, the two date fields are
replaced with a single DATE_TIME column, which iodies the complete time at which
the value for the respective measure has beendetor
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%7.3.1.2 Aggregated monitored data

The second type of data stored by the Bl CopilotsDBfers to the aggregated
information built with the raw data. The aggregatioperations are made over the
configuration and performance indicators, with ta@ggregation axis: time and DSS
hierarchy (from the CI tables). The operationsudel computing averages, sums or distinct
values. For example, for a query response time awe lthe average value, for a disk
occupation the sum and for the compression typéi#imct values.

Time aggregationcomputes the specified aggregation operation aweg tntervals.
Consider the following example.

Example. During the day of 02.06.2010, a total number of AL@@eries have been
performed on a base, in the time interval from 3ar22pm. We consider the aggregated
guery response time as the sum of individual quesponse times divided by the number of
gueries:

Z QR-I:}/base

AVgQRT,, =&
IR Fese no.queries

Hierarchy aggregationcomputes the aggregation over the DSS hierarctgldeVhis
means that the operation is performed for eachl.léx@ operations like the sum, this
doesn't affect the order of operations. But, foeigtions such as the average, the result is
different depending on how the averages are cail&etaking the previous example, this
time we compute the averages over the DSS aramieelgvels.

Example We want to compute the average QRT for the apgpmicaghown in Table 25.

Table 25 : Average computation difference for an@igation

Application | Base | Individual | Average per APP_1| Average per APP_1
QRT (s) (time) (hierarchy)
APP_1 B1 1 (1+2+2+3+3)/5=2.2 [(A+2)/2 + (2+3+3)/32
2 =2
B2 2
3
3

There is a difference of 0.2 s between the two ages. The hierarchy formula is
recurrent from the lowest to the highest levelthefDSS architecture. Below we can see its
result in comparison with the time formula, where il the number of bases and Nq is total
number of queries.

z AVgQRIase bz z QR-I;UEFMbaSQ
AVgQRIpp/hierarchy = base Nb s AVgQRIpp/time = ==

Ng

Note: Bl Copilot ACMDBSs use the time formula. In the aleoexample, the value used
is 2.2 seconds and not 2 seconds. This is a “tdusfoblematic with DSS, but to give a
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simple argument, using the time formula has monsesdecause it is directly related to the
user activity.

The two ACMDBs for the PARAM_HISTO and PERF_HIST@ables are shown in
Figure 70:

pkgDBs J
ACMDB_PARAMS ACMDB_PERFS
- CI_PSRY_CODE : int - Cl_PSRY._CODE int
- CI_LSRV_CODE :int - CI_LSRV_CODE : int
- Cl_APP_CODE : int _Cl_APP_CODE : int
- Cl_BASE_CODE : int - CI_BASE_CODE :int
-DATE : Date - DATE_TIME : Date
- MEASURE_CODE : int - MEASURE_COCDE : int
- MEASURE_VALUE : String fMEASURE:AVG:Strmg
- MEASURE_MIN : double
- MEASURE_MAX : double
- MEASURE_SUM : double

Figure 70 : Bl Copilot ACMDB tables

Both tables contain the explicit DSS hierarchy #mel time aggregated values of the
lowest levels (here the Bases). The higher levpksaiions are performed starting from
these tables using customized DB queries. Thisvallooth hierarchy and time aggregation
operations. The purpose of the two tables is that fevel of aggregation from the raw
monitored data. Any other required information barobtained starting from this.

7.3.2 OWL ontology model — Bl Self-X

The ontology adoption is a more ‘delicate’ subjéeting in the same time an important
part of the proposed approach with this thesis. st important aspect is that the
ontology model offers a complete view over theist®ND the dynamic knowledge.
Ontologies allow us to express the autonomic agctute, the managed element ACMs,
their integration with the DSS managed elementd, amost important, the dynamics of the
autonomic system, with the AC principles, MAPE-Ks and the corresponding rules.

Following the transaction considerations from [Radmlt (2008)], we identify two
aspects: the passage from diagram concept to gytodtasses and individuals (the
taxonomy adoption), and, the passage of the lirddsvden these concepts to ontology
properties (the ontology adoption).

57.3.2.1 Taxonomy adoption

The taxonomy adoption refers to the passage fraamUNIL concepts to ontology
concepts in terms of classes and instances of ttlasses (individuals). This is straight
forward, by following the UML class and componeiggtams.

Table 26 illustrates the correspondences betwesiw, with an example taken from
the autonomic adoption model
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Table 26 : OWL Ontology topology adoption corresp@mces

AC concept UML OWL Taxonomy

MAPEStates Class, Owl:Class

Diagnostics Subclass of the] Owl:Class rdfs:subClassOf
states MAPEStates

Problems Subclass of Owl:Class rdfs:subClassOf
Diagnostics, Diagnostics

enumeration of
the problems

Errors Subclass of Owl:Class rdfs:subClassOf
Diagnostics, Diagnostics
enumeration of
the errors

NonOptimalBlockSize Variable from | Owl:Namedindividual| rdf:type Problems
Problems

InsufficientMemory Variable from | Owl:NamedIndividual| rdftype Errors
Errors

The correspondences are explicit:

« An UML class becomes an OWL class
« An UML subclass becomes an OWL subclass.
» The UML class variables become instances of the @&&ses (individuals).

An issue to be discussed is the instantiation efdlasses, how new individuals are
created especially with the dynamic aspect. Thietabove presented a ‘static’ part, as the
instances of the diagnostics will never changey(tie predefined from the enumeration
classes). On the other hand, if we take the DS&aitiey classes, each of the managed
element classes will contain instances that wiliresent the various managed elements.
These instances are created dynamically dependmgthe DSS architecture. This
observation is also valid for the ACMs, which aieectly related to the instances of the
managed elements. Therefore, the adoption is diameng from the Bl Copilot CI bases,
with the equivalences from Table 27.

Table 27 : DB OWL topology equivalence

Cl Table / line DB concept OWL concept
Cl_APP DB Table Owl:Class
APP BUDGET | DB Table Line| Owl:NamedIndividual

57.3.2.2 Ontology inter-concept links adoption

The full ontology adoption comes once the taxonamyomplete, and adds the totality
of links between the classes and individuals frowm taxonomy adoption. This is not as
straightforward as the taxonomy adoption, becawsealhthe correspondences are explicit.
It is a more complex work which requires the ingmion of an ontology architect. The
main reasons behind this are the semantics of giepand the existence of deductions and
inference rules.
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The two types of OWL properties are used for thology adoption: the data type
properties and the object type properties. Fordaia type propertyadoption, Table 28
exemplifies the correspondences. No special opasare required here. The only aspect to
be taken into consideration is weather the data tyyperty is functional (single value
possible) or not.

Table 28 : Ontology data type property adoption

Instance UML OWL Type

APP_BUDGET| TotalSize owl:DatatypeProperty Functional
(xsd:Double)

APP_BUDGET| CompressionMode owl:DatatypePropertyNon Functional
(xsd:String)

For the object type propertiesthere are several aspects to be reviewed with the

ontology passage:

Links identification— first step is to identify the attributes of thdU classes that
link entities between them (e.g. an instance of fgysical Application class
contains a list of instances from the Base cladschwdescribe the hierarchical
inclusion between the two).

Property functionality— similar to the data type property, it must be dedid
whether the property has a single or multiple v&lue

Property inverse- depending on the level of expression, the dectaraif inverse
properties is put into question (e.g. the propéxdge isChildOf application is the
inverse of application hasChild base)

Property symmetry- which describes a property as being symmetric (thg.
relation between an ACM and the corresponding medhajement, isLinkedTo,
expresses that an specific ACM individual is relate the specific Managed
Element individual, and vice versa). A symmetriogarty is inverse to itself.
Property transitive— expressing the formalism of transitive propertigsg. the
hasChild property is transitive, such that the drvigical DSS levels can link any
level with any level; an instance of the Physicah@r class is linked to several
instances from the Base class).

Rule integrationthe true power of the ontologies, rules permit dieduction and
inference of facts. The UML models present thesclasd component diagrams,
with the associated use case scenarios. The itiagraf rules allows the
implementation of these use cases. (e.g decidimgt @ server has an
InsufficientMemorydiagnostic and linking the server and its Self ligaACM to
this diagnostic)

Validity of the model-the entire ontology adoption must be valid andsciaent
(e.g. DL).

The considerations above argue that the ontologgeiis richer in information than

the starting UML model (e.g. Table 29).
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Table 29 : Ontology object type property adoption

Instance UML OwWL Characteristics
APP_BUDGET| Aggregates Owl:ObjectProperty (instantBase) | Transitive
APP_BUDGET| Directlink| Owl:ObjectProperty (instaotACM) | Functional, Symmetric
APP_BUDGET| Aggregates Owl:ObjectProperty  (instanceof
Diagnostics)

Note.With the adoption of ontology models, one difficprt is the implementation of
mathematical operations. For example, calculatirlgaverage query response time for the
physical server by using only the elements thatimtbée ontology proves to be a difficult
task. Therefore, we use two alternatives to oveectis.

+ DB passage- if the Bl Copilot ACMDBs are available, we cowchdo them,
compute the desired value with DB queries (AVG, Sefdl), return the result and
update the ontology properties (Figure 71).

ACDMB
APP_BUDGET SELECT AVGIMEASURE VALUE) APP_BUDGET
— WHERE N o W=
AgERT =17 ¢l APP CODE =6 AND AygaRT= 2 55
/T‘\ MEASLRE_CODE = 1 .
BUD_BASE 1 BUD_BASE 2 BUD_BASE 3
AVOORT = 25 AVgORT= s AVGORT= 255

Figure 71 : Computing ontology averages with the MOBs

* ARQ queries- the Bl Copilot ACMDBs are not available; in tltiase we make use
of update queries, ARQ SPARQL Update, which compheeaggregation operation
over the hasChild DSS hierarchy property.

ARQ Queries
SELECT AVG(?basa_gr)
APP_BUDGET e APP_BUDGET
R >l % 5
el APP_BUDGET hasChild Zhase. AL Sl i |
/ I \ 7hase hasAverageQRT ?hase_qrt
}
BUD BASE 1 BUD_BASE 2 BUD_BASE 3
AVGORT = 25 AVGORT = 35 AGORT = 2,55

Figure 72 : Computing ontology averages with ARQegies

Nevertheless, in both cases, the ontology modelt nbes revalidated after the
modification operations occur.

57.3.2.3 Rule construction

The last stage of the transformation is the constm of the ontology rules. This is the
most delicate aspect of the passage. With UML wee haresented the individual rule
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representation and the system rule organizatioe. qurestion that remains is how is the
content of the rule (i.e. its statement) transfatrimto usable knowledge?

The first part of rule integration, OWL transforneet and system rule organization, is
done in a similar way with the previous elemeniah(€ 30):

Table 30 : Ontology rule representation

UML OWL Ontology concept

Class Rule rdf:type Instance of Rule

Rule phase rdf:type Instance of the four subclasE&aile
(e.g. RuleAnalyze)

Rule purpose Owl:ObjectProperty Instance of Purpose

Rule Name Owl:DatatypeProperty ~ xsd:string

Rule Body Owl:DatatypeProperty | xsd:string

(can be a link to a file)

Corresponding ACM Owl:DatatypeProperty Instanc&AGM

The second part, the actual rule integration wlh system is discussed in the next
section as part of the semantics implementatioe. ML representation of rules doesn’t
integrate the understanding of the rule or its ichpanly its formal representation. A rule
cannot be built in an automated way. It requirggiar analysis to what it states and the
intervention of a human expert who understands blo¢hrule content and the ontology
model.

7.4 Semantics modeling and implementation

Following the previous two sections on UML modeliagd the UML-Ontology
transition, this section presents how the propesedels are implemented using ontologies
and ontology based rules.

We have seen from the state of the art that onedogre a viable technology for
modeling and expressing knowledge. We first preaandverview of the used technologies
for this model. Then, we retake the UML odel, aliedaving the modeled elements
introduced, and focus purely on the ontology motét give arguments, where the case,
why this technology is suited for the approach;tie same time we also point out its
drawbacks, as to have a clear and objective vietheo€onsequences from adopting it.

7.4.1 Chosen technologies and tools

The state of the art presented the main semamtmtdogies and the tools for working
with them. From this “pool” we have chosen thedaling elements for our approach.

OWL DL: used for knowledge description (DSS model andadGption model). The
choice came from:

* The need for mathematical expressivity with theadspe properties; we need to
express a lot of mathematical constraints and tipesa
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Example The following constraint needs to be represenfedmanaged element is
a base and its average query response time is dispwken it should be classified
as a non performing base. With OWL 2 this kind afedtype restriction is possible
(illustrated with the help of XML Viewer [MindFusin(2010)]):

B8 owl:Restriction
i B owlionProperty "cpidp_hasAverageResponseTime"
-8 owlalvaluesFram
£l W rdfs:Datatype
-8 owlionDatatype "xsd:double”

=| %?.} ol swithRestrickions "Collection®

=8 rdf:Description

E- W wsdimaxInclusive "xsd:int"

1

It is the most expressive semantic language thltksteps the possibility of
reasoner integration. Even if OWL Full has the &xdpressivity (that sometimes we
require) we are ‘forced’ to pick the next best thias the DL combines the most of
the expressivity and reasoning support.
Example. We want to express the fact that an instance ofRhgsical Server
contains all the individuals from the Base classthV\@WL Full this is expressed
with the triplet <i_MyPhysicalServer, hasChild, c_Baseznd doesn’'t support
inference. With DL we use an inference rule thatoves to link the
i_MyPhysicalServerindividual with all the individuals from the Baseclass:

(?i_base rdf:typ c_Basep (i_MyPhysicalServer hasChild ?i_base)

For the modeling of the ontology based rules weetehosen Jena Rules and SPARQL

ARQ Update queries.

Jena Rules:we have adopted this type of rules to model somehef dynamic
knowledge base. Several arguments lead to thisidaci

Need for inference support with the rules, morecigedy with the topology

classification.

Example For a physical server, we want to propagatehaldiagnostics from the
managed elements that are below it in the DSS rioleya The asserted ontology
model doesn't allow this deduction. With a Jena ik have:

[Rule 1:
(i_MyPhysicalServer rdf:type c_PhysicalServer)
(?i_me rdfitype c_ManagedElement)
(?i_me hasDiagnostic ?i_diag)
(i_MyPhiscalServer hasChild ?i_me)
(?i_MyPhysicalServer hasDlagnostic ?i_diag)]

Therdfitype ¢_ManagedElemetriplet performs the match on the inferred ontglog
model (thus all instances: Bases, Physical Apptoatetc.).

The need of rule dynamics, as seen from the dyn&noevledge base modeling.
There is a requirement of executing sets of rulas, given points with
interdependent results (e.g. the MAPE-K loop). Jeres offer a high flexibility
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with expressing entailments (unlike SWRL for instanwhere rules are executed
all at once).

Example the expression of the following self healing diastic rule entailment: if
an application has more memory in the base catlsthe actual RAM memory,
then reconfigure the cache allocations. First, we a rule that verifies the first
condition and establishes the diagnosheinoryOverloayl and then a rule that
based on this diagnostic proposes a reconfigurataih

[Rule 1:
(?i_app rdf:type c_PhysicalApplication)
(i_MyPhiscalServer hasAvailableMemory ?i_psrv_mem)
(?i_app hasOccupiedMemory ?i_app_om)
greaterThan(?i_app_om, ?i_psrv_mem)
(?i_app hasDiagnostic MemoryOverload)]

[Rule 2:
(?i_app rdf:type c_PhysicalApplication)
(?i_app hasDiagnostic MemoryOverload)]
(i_MyPhiscalServer hasDiagnostic ?RAMLimitReached)
(?i_app hasHeal ReconfigureCaches)]

» Last, Jena rules assure the consistency of thdoggtanodel and don't infer on
inconsistent models.
Example For a base, the storage mode can be either ABSOx In the ontology
model, thehasStorageMod@roperty can have only two values “ASO” and “BSQO”.
Anything other value renders the property domaoisistent. A rule that which
modify this property is forced by a validity chettkensure that the model remains
consistent.

ARQ SPARQL Updatecomes as a replacement to certain Jena rulesgisitiltions
where:

* Mathematical operations are expressed. With Jenes,ruhe expression of
mathematical formulas is limited, as well as commpperations such as aggregation
or count.

Example We need to express the following ruke:physical server redistributes
equally the available RAM memory to the existingliaptions on the servekVith
Jena rules this is impossible as there is no natfdhe number of applications that
a physical server has (a count on tiasChildproperty). With SPARQL Update we
can express the count along with the group by elalise query below computes
the number of applications for each physical sepased on theasChildproperty.

SELECT COUNT(?i_app) ?i_psrv
WHERE
{
?i_psrv hasChild ?i_app.
?i_app rdf:itype c_PhysicalApplication.
?i_psrv rdf:type c_PhysicalServer

}
GROUP BY ?i_pstrv.

175



» Alternative conditions are expressed. The usagé @quivalent expressions with
Jena rules ontology rules forces the duplicatiohigfrule portions, as the Jena rule
engines doesn't take into account the OR logic&rajr. The SPARQL FILTER
operator provides support for this drawback.

Example We want to answer the following questiovhich bases have the average
query response time lower than 2s OR greater trarTAe corresponding query
with SPARQL is:

SELECT ?i_base
WHERE

{

?i_base rdf:type c_Base.
?i_base hasAverageQueryResponseTime ?qrt.
FILTER (?qrt < 2.0 || ?qrt > 4.0)

}

Protégé 3.4 & 4vasthe selected GUI tool for working with ontologid$e choice in
this case was straight forward, as Protégé proveueta viable GUI (especially in it$'4
generation) as well as a community highly suppotted. Thus, the model images that are
shown in the ontology modeling are extracted fromith the help of the Jambalaya plugin.
Of course, as we treat xml file based ontologies,have also made extensive use of text
editors for direct ontology modification.

The overall schema of the ontology model contams bntologies, organized by their
purposes, and which import one another as showigure 73.

pkgOntology J

ic’Computing Ontology External Ontology

Dynamic Knowledge Ontology 'm%’t i %)rt

Decision Support System Ontology

Figure 73 : The General Ontology Dependences

» External Ontology- corresponding to the external UML model, witfiormation
about the users of the DSS, the existing compamidssoftware editors. It is treated
in a different ontology, unlike in the UML model.

 Dynamic Knowledge Ontology representing the dynamic knowledge, with the
expression of the ontology rules.

* Autonomic Computing Ontologythe modeling of the autonomic computing model,
with the principles, states, diagnostics and healsesponding to the MAPE-K
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loops. It imports the Dynamic Knowledge Ontologyitasiakes use of the existing
rules.

» Decision Support System Ontologythe core ontology that expresses the DSS. It
imports both the External and the Autonomic CommutiOntology (and by
transitivity the Dynamic Knowledge Ontology).

We mention that in the following subsections we ufcsolely on the ontology
modeling aspect, as the description of the modeleohents has already been done in the
UML model.

Note.Regarding the nhaming conventions, we have usediess# prefixes to identify
directly from the name the type of the ontology @ept which is manipulated. These
conventions are chosen by us to facilitate the watk the ontology (in the GUI interfaces,
in the backend development and throughout thisghmsfacilitating comprehensibility):

e “c_":used for the any owl:Class concept

e “i_" :used for any owl:NamedIndividual concept

* “op_": used for any owl:ObjectProperty concept

e “dp_": used for any owl:DatatypeProperty concept

7.4.2 External ontology

The concepts of the external ontology are showfigare 74:

Jo_External

_Company

¢ Shitware

Figure 74 : External Ontology Elements

* c_User— defined class, with the restrictions that anyt ahstances should have a
c_UserRolea user name and a password:
0 (op_hasUserRole only ¢c_UserRo{agcessary & sufficient)
0 (dp_hasUserName only string) and (dp_hasUserPasswanly String)
(necessary & sufficient)
» c_UserRoles- non defined class with the list of instancescdbig the possible
user roles, e.g:
0 (i_UserRoleExpert rdf:type c_UserRoles)
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0 (i_UserRoleResponsable rdf:itype c_UserRoles)

e c_Company- generalized class with the restriction that itsinuse at least one
software product:

0 (op_usesSoftware only c_Softwaf@gcessary)
0 (op_usesSoftware min (ecessary)

» c_SoftwareEditorsubclass of a company, with the restriction thebfavare editor

produces at least one software
0 (rdfs:subClassOf c_Companff)ecessary)
0 (op_producesSoftware only ¢c_Softwamgcessary & sufficient)
0 (op_producesSoftware min (jecessary & sufficient)

» c_Software- a generalized class that contains the instasfcearious software. For
future implementations this should make direct afsexisting software ontologies
(one of our future work projects). Nevertheless the present work, it containsonly
asserted instances, such as:

o (i_Windows2003ServerP2 rdf:itype c_Software)
0 (i_HypEssbasell.1.1 rdf:itype c_Software)

7.4.3 DSS ontology model

The section is split into three parts, similar he tJML DSS model. In addition, the
detailed description of SLA/Os implementation scashown.

Note.We remind that the DSS ontology model providestiecription of the DSS at a
precisely given time, thus lacking the temporakdiican be seen as a photo of the system).
The place where this temporal axis is requirednighe dynamic knowledge with the
implementation of the self-management heuristidse $olution in that case is to use a
‘previous’ trace of the concerned properties (épy.hasindexCachePrev

17.4.3.1 DSS architecture
The DSS architecture classes are shown in Figuréhtbrepresentative concepts are:

» op_hasChild- transitive object property describing the hiehgral links between
the managed elements of the DSS (and its corresgpndverse property -

isChildOfsuch that links are recovered in both ways).
=8 owl:TransitiveProperty "op_hasChild"
% rdf:kype "owl:ObjectProperty”
W rdfs:subPropertyOf "#op_Architecture”
W rdfs:domain "#c_ManagedElement”
L rdfs:range "#c_ManagedElernent”

* “some” restriction - Each managed element class has a restrictiorrdiagaits
direct children. The use of “some” and not “onlg"d@xplained by the transitivity of
the op_hasChildto ensure genericity. For instance, for thé’hysicalServeclass
we have

0 (op_hasChild some c_LogicalServémgcessary)
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¢ DataWarehouse < LogicalApplication
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Figure 75 : The DSS Ontology class model

» c_DataWarehouse defined class, its restrictions indicating tkestence of at least
onec_Base or c_PhysicalApplicationstance as a child:

0 (op_hasChild only c_Bases) or (op_hasChild only hyydicalApplication)
(necessary & sufficient)
0 (op_hasChild min 1jnecessary)

» c_LogicalApplication- defined class, linking to groups of physical laggpions. On
a meta-level, &_LogicalApplicationcan be equivalent with @ DataWarehouse
although they are different concepts.

0 (op_hasChild only c_PhysicalApplicatiofjecessary)
0 (op_hasChild min 1{necessary)

From the construction point of view, there are nanoally asserted instances for the
DSS hierarchy. They are automatically created ftbenCl bases of Bl Copilot. Once the
ontology is populated, a consistency check is pewo to ensure that further inference
operations are possible. An example of inconsigtetiee to a bad loading process is
exemplified below:

Example. An undetected mistake in the Bl Copilot DBs inversiee unique IDs of a
base with an application. The result is that in Eigs the fault base is shown as being the
parent of other existing bases. This is not detkeate no validity check is made over the
DBs. When loading the ontology model, the faultebescreated in the Baseclass.When
the consistency check is done there is a violatifoiie c_Baserestriction (as a base cannot
have for a child another base). This way, the gmbtan be corrected at its root, in the Bl
Copilot DBs.

57.4.3.2 Managed elements parameters

The ontology modeling of the managed element paemndboth configuration and
performance) is done in the same manner. Theseiep are mainly expressed with the
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usage ofowl:DatatypeProperties The ontology model permits the organization o th
properties in a hierarchical manner, thus allowgngups of properties to be defined by their
purpose. Figure 76 presents a part of the parametelogy model.

¥ R dp_ConfigurstionParameters

¥ B dp_CurrertParameters
B cp_hasfcoesshode
BN dp_has&S0Cache
B cp_hasBlockSizetctual
Bl dp_haszBlockSizeDeclared
BB dp_hasCachetemoryLocking
B dp_hazDataCache
R dp_hasDataCompressionType
B dp_haszDataFileCache
B cp_hasFragmentationGuotisnt
B dp_hasindexCache
B dp_hasindexFileSize
B dp_haslevellCacheSize
I dp_hasPageFileSize
B cp_hasStoragetode

B B dp_Thresholds

- B dp_Disk

¥ B dp_Memaory
M dp_hassllocstedtemary
B dp_hasFreememory
Bl dp_hashumberOfReallocstions
B dp_hasOccupiediemory
BN dp_hasRequiredidemary

b B dp_PreviousParameters

Figure 76 - Configuration properties ontology hierehy

» dp_ConfigurationParametersthe root property that regroups all the valumstie
configuration parameters, including the informatiegarding system resources. Its
domain is the general ManagedElemertlass. The domains of its sub properties
are specified as sub classes mfManagedElementdepending on the specific
managed element which the property concerns.

= "-‘a;. owl:DatatypeProperty "#dp_ConfigurationParameters"
Lo B rdfs:domain "#c_ManagedElement”

» dp_hasindexCachethe data type property expressing the value ofrttiex cache
for a base. Because the property aggregates odd3$ architecture, the domain
rests thec_ManagedElemer{tnherited from the root property). There can bé/on
one index cache value at a time, therefore thegptpjs functional.

= ’E?;- owl:FunctionalProperty "#dp_hasIndexCache"

LW rdfitype "owl:DatatypeProperky”

¥ rdfs:subPropertyOf "#dp_CurrentPrameters”

rdfs:domain “#c_ManagedElement"

rdfs:range "xsd;double"

» dp_hasAccessMode similar to the previous property, with the distion that the
possible values are restricted to a limited vale®lpThe possible values for
dp_hasAccessModare either “Direct” or “Buffered”. The property igstricted to

the base class only, and is not present to @hdlanagedElemenstances.

=}
-
e
-
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=% owl:FunctionalProperty “#dp_hasfccessMode”
-8 rdfibype “owl:DakatypeProperty”
2 W rdfsisubPropertyOf “#dp_CurrentPrameters”
-0 rdfsidomain "#c_Base"
-8 rdfsirange "xsdistring”
- % owlioneof "Resource”
- W rdfifirst “xsdistring”
- ) Direct
- W rdfirest "Resource”
l—_ S8 rdfsfirst "xsdistring”
- =) Buffered
LW rdfirest "rdfnil”
» dp_hasCacheMemoryLocking in this case of properties, which express the
existence of a certain feature, the datatype ptppsrdefined over a range of

boolean values.
=8 owl:FunctionalProperty "#dp_hasCacheMemaoryLocking”

i g rdf:kvpe "owl:DakakvpeProperty”

i rdfsisubPropertyOF "#dp_CurrentPrameters”

- rdfsidomain "#c_Base"

B rdfsirange "wsd:boolean”

* dp_Memory- the parent property for all the memory relatedpprties. It has no

asserted values, and is a sub property of the rqwbperty
dp_ConfigurationParametersits domain is inferred from the root property as

¢c_ManagedElement
=8 owl:DatatvpeProperty "#dp_Mermary"
B rdfsisubProperty OF "#dp_ConfigurationParameters”

We have exemplified above the main data type ptpmategories that are used. Every
other managed element data type property is destiiba similar manner.

Note.Dueto the hierarchical representation of the data fyfogerties, the values will
always be asserted on the lowest levels (the |¢avEserefore, properties such as
dp_ConfigurationParametersr dp_Memorywill never have asserted values. The values
that they have are always aggregated from theitelegaggregation in the sense of adding
all existing leaf values).

Example. A instance of the&_PhysicalServeclass has two asserted property values,
(i_MyPhysicalServer, dp_hasAllocatedMemory, ‘40948H:double) and
(i_MyPhysicalServer, dp_hasOccupiedMemory, ‘300&&double).These are filled from
the Bl Copilot DBs. The ontology model will aggrégahese to thelp_Memoryproperty
thus two additional triplets will be added by thentalogy: (i_MyPhysicalServer,
dp_Memory, ‘4094'xsd:double) and (i_MyPhysicalServer, dp_Memory,
‘3000 xsd:double)

The performance indicator ontology modeling is #amio the configuration model.
The performance indicators are part of the sama tigge property categories, with no
exception.
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%7.4.3.3 Service levels and objectives agreements — SLA/O

One important managed element aspect that hageaaspreatment from the ontology

point of view is theSLA/Os These are asserted directly in the ontology basetthe client
specifications (thus they are not filled from the@bpilot DBs). Moreover, the Bl Copilot
DBs contain no information whatsoever regarding 81O This information comes from
external sources (i.e. the documents of the licexggeements) and is formalized in the
ontology only. To this end, SLA/Os are treated aipaa sub ontology of the DSS model.
Figure 77 shows the SLA ontology.

>
P
*
*

Figure 77 : SLA ontology

c_Period— an undefined class, which contains two instaniesribing the usage
period (day/night) associated with the managed etgsn Similar, the_Area and
c_Priority classes define the types and the priorities a methatgment has.
c_Calendar — the utilization period ontology, instantiating athe possible
utilization periods. A calendar instance can besgifeed as either generic or
specific. Thec_Clendarclass is defined with the following restrictions:

0 (dp_hasCalendarDay min Ipecessary & sufficient)

0 (dp_hasCalendarinterval exactly (jecessary & sufficient)

0 (dp_hasCalendarintervalValue min (tjecessary & sufficient)

0 (dp_hasCalendarYear min {ecessary & sufficient)
c_CalendarGenerie- contains three instances that describe the rutiree model.
Specifically, it contains the instances for: therent day and time (when the
ontology is constructed), the day calendar periodl the night calendar period. In
addition to the four inherited restrictions form Calendar two additional
restrictions are defined for generic calendars:

0 (dp_hasCalendarDayTimeEnd exactly(d¢cessary & sufficient)

0 (dp_hasCalendarDayTimeStart exactly(dgcessary & sufficient)
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» c_CalendarSpecific- the second sub class of Calenday which contains the
utilization periods linked to the managed elements.

The ontology model of a calendar divides the tireeiqus into several parts. This is
mainly due to the repetition of utilization periofisalendar period specifies:

» the year(s) concerned by the period

» the interval value which can be either week (Wijnanth (M)

» the list of values of the interval correspondingit®ovalue: 1-52 if week, 1-12 if
month

» the list of days, depending to the interval valli: if week, 1-31 if month

To better understand the modeling of th&€€alendarclass, we consider the following
example.

Example An application is specified as being in ube first 5 days of each month,
from January to April 20L0The OWL representation of the corresponding aken
instance of this specific period is:

B9 owl:MamedIndividual "i_MyUkilizationPeriod”

% rdf:tvpe "#c_Calendarspecific”
W dp_hasCalendarInterval "xsd;skring”

W dp_hasCalendaryear "zsdint”
L) 2010

W dp_hasCalendarIntervalvalue "xsdiint”
D1

dp_hasCalendarIntervalvalus "xsd:int”
' O 2

= d|:| hasCalendarInkervalvalue “xsd:int"
Y o

|
o
2

asCalendarDay "xsd:int”

L .-'

asi_alendarDay "xsd:int"

)
oy g
'U

asCalendarDay "xsd:int”

[

L
Pl

'!U*ftﬂ*!

m:".h:l'u:"r\::r--:rw

asi_alendarDay "xsd:int"

asi_alendarDay "xsd:int"

[
40
[
! 'U

This modeling permits the definition of recursivieng periods, ad also allows a
complete control when working with utilization psils. A modification in a utilization
period means a modification to the values of ¢h€alendarinstance and that is all. The
linked managed elements will afterwards automdyicaihodify their importance
accordingly.

7.4.4 Autonomic computing adoption ontology model

The second ontology model suits the autonomic coimguadoption, over the DSS
model. From the UML model there are two aspectsiwhre translated:

* The AC ontology, with the hierarchy of the ACMspfophase expression etc.
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* The ‘K’ from the MAPE-K loop (the ontology modelgsented earlier)

57.4.4.1 Autonomic computing architecture

The organization of the AC architecture is simitathe DSS model, with an ontology
of the ACMs. The difference is that in this case pinesence of instances at lower levels is
compulsory if a superior level is present. Lookbagk, in the DSS model, a logical server
could have had a base as a child directly, witlrequiring the existence of a physical
application. In the AC model, an instance of thd&anualACMrequires at least of instance
of thec_OrchastratedACM, ¢c_TouchPointAGivMdc_ManagedElementACKFigure 78).

bc_ManagedElementACM @c_Manual ACM

¢_OrchastratedACM c_TouchPointACM

Figure 78 : The ACM ontology

e op_hasACMChild—the transitive object property that links oeeACM with

another. It is basically the equivalent afp hasChild property from the
c_ManagedElement

[=-- %% owl: TransitiveProperty "op_hasaCMChild"
W rdf:type "owliObjectProperty”
o8 rdfsisubPropertyof "s#op_ACRelated"
-8 rdfs:domain "#c_ManagedElemnent”
LW rdfs:range "#c_ManagedElement"

» op_isLinkedTo- the object property that connectg dManagedElemerihstance

with its correspondingc_ ACM instance. The property is symmetric and non
functional.
=8 owliObjectProperty "op_isLinkedTa"
-0 owlinverseCf "#op_isLinkedTo"
: W rdfs:subPropertyOf “#op_ACRelaked"
_—J <% rdfsidomain "#c_ManagedElement"
FE W owl:Class
E- % owlunionof "Collection”
< owliClass "#c_ManagedElementACh*
LW owliClass "#c_ManagedElement”
&l range identical to the daomain
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* c_ACM- the defined class for all the ACM instanceseatriction is given for this
parent class, such that anyACMinstance must have a specified purpose (from the
four ACM principles):

0 (op_hasPurpose only c_Purpogagcessary & sufficient)
0 (op_hasPurpose exactly (ecessary & sufficient)

* Sub classes of c_ACMire defined with consideration to the AC hierarchgr
example, the&_TouchPointlass is defined as:

0 (op_hasACMChild some c¢_TouchPointAQMgcessary)
0 (op_hasACMChild min I(necessary)

* The exception from the restrictions above is tlveeiolevel of the AC hierarchy, the
c_ManagedElementACMN which the restriction is that it should alwdeslinked
to an existing managed element:

0 (op_isLinkedTo only c_ManagedElemdgmigcessary)
0 (op_isLinkedTo min 1necessary)

27.4.4.2 Managed element autonomic computing manager

In the managed element ACM ontology model the fihases of the MAPE-K loop are
implemented by introduction of the correspondinglesu An instance of the
c_ManagedElementACMresents several restrictions: be linked to astleme managed
element, have an AC purpose, have a list of cooredipg rules, specify whether it is active
or not. Formally, these are:

* (op_isLinkedTo only c_ManagedElement) and (op_lstdiTo min 1 necessary &
sufficient)

» (op_hasPurpose only ¢ _Purpose) and (op_hasPurpasetlg 1) (necessary &
sufficient)

* (op_hasRules only c_Rulggecessary & sufficient)

* (dp_isACMActive exactly IThecessary & sufficient)

The managed elements make extensive use of thefrése AC ontology (i.e. the
purposes, the diagnostics, the heals etc), as shmokigure 79.

We observe the loop phases lloopPhasgsand the AC principlesc( Purposg as
undefined classes with their asserted instancesc TitoopPhaseare directly related to the
¢_Rules(which will be detailed in the dynamic KB), reinfing the fact that the phases of
the managed element ACM are modeled indirectly toyiging the rules belonging to each
loop phase. The_Purposeclass contains the four principles to which amstance of the
c_ACMrelates to. The_EffectorActionsnstantiates a list of possible actions that can b
taken as part of the effectors, at the end of tA¢*B-K loop.

The c_Statesclass is a sub ontology on its own, as it mode¢ésrhanaged element’s
loop inter-phase states. The modeling defines dineepts, their deduction being assured by
the loop rules from the dynamic KB. The diagramatbshowed that thep hasStatebject
property links anc_ManagedElemeninstance with one or several Stateinstances. A
detailed view of the states is shown in Figure 80.
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Figure 80 : The states ontology

The states are organized into:

» generalized state@he direct instances of Statek e.g.i_State_ NoChange

» c_Diagnostics- a defined class indicating various diagnosticsontains three sub
classes: errors, problems and ok. The restrictiorthe diagnostics is that each
diagnostic instance must be linked to one or séwerdeal instances (even if is
generic or not knowri: HealNA):
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(op_hasHeal only c_Heals) and (op_hasHeal mingcessary & sufficient)

» c_Heals— the defined class that instantiates the poskiddds that a diagnostic may
have. What defines a heal is that it is linked wath effectors’ action and it is
specified as either autonomic or not:

(op_hasEffector only ¢_EffectorActior{gecessary & sufficient)
(dp_isHealAutonomic only boolean) and (dp_isHeatAomic exactly 1)
(necessary & sufficient)

Having the complete ontology model, we understamd & managed element ACM is
modeled in the ontology with the following example.

Example.For ac_Basenstance, we describe an ACM., with all the elets@mesented
above. It assures the self healing principle, littksa series of rules for each phase, and
describes the state in which the manager is (aotiviot)

B8 owl:MamedIndividual "i_my&CHM_SH_rmyBase”
B8 rdfibvpe "#c_ManagedElementACK"
Yy op_isLinkedTo "#i_MvBase"
Yy op_hasPurpose "#i_SelfHealing"
Yy dp_isACMActive "xsd:brue”
% op_hasRulesMonitor "#i_MyRulerl"
Y op_hasRulesgnalyze "#i_MyRuledl”
oW op_hasRulesAnalyze "#i_MyRuled2"
¥ op_hasRulesPlan "#i_MyRuleP1"
£ W op_hasRulesExecute "#i_MwRuleEL"

Following the rules for the ACM, theMyBase c_Basmstance is described as:

=5 owl:MamedIndividual "i_MvBase"

@ rdf:type "#c_Base"

W op_isLinkedTo "#i_my&iCM_SH_mvBase"

Fe op_hasDiagnostic "#i_Error_MotEnoughMernor,”

The heals and actions are then deduced from itligror_NotEnoughMemory
diagnostic. In this case, the heal is to reconéigeaches i(ReconfigureCachgs is
autonomous and depends on the effectors acticstspoand start the base.

7.4.5 Dynamic knowledge base ontology implementation

The dynamic KB ontology implementation is the lpart of the ontology model. It
details the knowledge source and rule ontology mdddairness to the logical chaining of
the section, we first detail the organization & kmowledge source, and then how the rules
are modeled and how do they punctually affect thimlogy. Afterwards we focus on the
rule temporal aspect and exemplify over the twaikéaos.

57.4.5.1 Knowledge sources

The knowledge sources are modeled as instancebeof KnowlegeSourcelass,
defined by:
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* (dp_hasSourcePath min (f)ecessary & sufficient)
e (dp_hasSourceType min (Hlecessary & sufficient)

The construction of a separate knowledge sourcalamyt is part of a parallel project
developed by SP2, and is much more detailed indhs¢. For the Bl Self-X project, the
needs are assured by the existence of simple agesanvhich identify the source from
where a piece of information comes from.

The knowledge source ontology model is simple;dhky separation is done by source
type, defining the three types (document, web apeit) as defined sub-classes:

* c_KSDocument — (dp_hasSourceType only “Documengd*string) (necessary &
sufficient)

* c_KSWeb — (dp_hasSourceType only “Web"xsd:stiingyessary & sufficient)

e Cc_KSExpert — (dp_hasSourceType only “Expert”dsuhg) (necessary &
sufficient)

§7.4.5.2 Rules

Rules are expressed in the ontology as instancdékeaf Rulesclass from the AC
model. The class has four defined disjoint subsegaswhich classify the rules by the
MAPE-K loop phases. The_Rulesclass is defined with restrictions over the prapsr
taken from the UML model: the corresponding loo@ag# the source of the rule or the
ACMs that make use of this rule.

* (op_hasRuleLoopPhase only ¢c_LoopPhagesyessary & sufficient)
* (op_hasRuleSource only c_KnowledgeSoufcegessary & sufficient).

Concerning the four subclasses, for instance, s ¢hat classifies the analyze rules,
c_RulesAnalyzehas the restrictionop_hasRuleAnalyze op_hasRuleLoopPhase i_Analyze)
(necessary & sufficienglong with the inherited restrictions from theRulesclass.

Each rule is linked to its body (or the correspogdiile that describes its body). The
datatype propertylp _hasRuleBodgontains a string value that points to this infation
(most of the cases it is a path towards the logaifa rule file), as exemplified below.

Example. An instance of thec_RulesAnalyzelass, expressing the diagnostibe
minimum base index cache values are not respetdwhich is in turn described in a text
file:

=8 owl:MamedIndividual “i_Rule_analvze_ MinThreshold”
-0 rdfibype "#c_Rulesinalyze"
: -89 op_isLinkedTo "#i_MyBase"
-8 op_hasPurpose "#i_SelfHealing"
LW dp_hasBody "c:\ontologyrulesselfhealing|bass'my TextFile .arg"

The body of the rule is expressed with an ARQ SPRAR(pdate query, in the
myTextFile.ardfile. It adds the_Error_MinlindexCacheadiagnostic for all bases which have
the value of the index cache smaller than the §pdaninimum threshold.
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PREFIX cp: <http://localhost/CacheProtoBC.owl#>
INSERT

{

}
WHERE

{
?base rdf:type cp:c_Base.
?base cp:dp_hasStorageMode "BSQO".
?base cp:dp_hasindexCache ?val.
?base cp:dp_hasIindexCacheMin ?val_min.
FILTER (?val < ?val_min).

}

We mention that a file can contain several rulegcated in the order of appearance
(top-down).

?base cp:op_hasDiagnostic cp:i_Error_MinindexCache

This modeling allows a clear organization of a higimber of rules. We have seen
how rules split based on their purpose and linkhéoACMs. We explain next the process
of keeping up to date (adding/modifying/deletinig¢ rule knowledge base. It is composed
of two sub-processes: (i) translation of a rulehvifie elements from the ontology and (ii)
assessment of the new rule impact with the existires.

7.4.5.2.1 Rule translation

Refers to the translation of a non structured padaformation from any of the three
knowledge source types to one or several structomealogy rules. Translation is maybe the
most non-trivial element of the approach, as strengly coupled with the DSS ontology
model. This is why we tried to render the DSS argglmodel as generic as possible, such
that it suites any DSS architecture. The AC ontplogdel is generic at the same time as it
is not dependent on the DSS software implementation

In our modeling, rule translation implies the eaiste of a human expert, with perfect
knowledge of the ontology models (including thestirig rules) and with the capability of
understating the expression of the piece of infeienadescribed in the non structured
source. He doesn’t require a full understandinghef DSS, but rather the corresponding
notions. For instance he may not understand whahaex cache is used for, but only
requires understanding that it is a configuratiamameter expressed in MB and corresponds
to a base. The technical details of the purposthefindex cache are not required by the
person who makes the translation. There are twaasices with rule translation: an easy one
and a hard one.

The easy scenarie when faced with a new knowledge source, thelogyoconcepts
for the expressed pieces of information alreadgteXihis means that only a translation of
the rule is required with the existent conceptse $teps of the translation are, in this order:

» Get the knowledge source and identify the pieceimfofmation that are likely to
become rules of the system (human expert)
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* Identify the generic correspondences for this d$mecules (human expert or
advanced NLP)
» Create the rule body using the existing ontologycepts
» Create the rule instance, and specify the rule gutgs according to the
corresponding_Rules subclass:
0 Rule body
0 Rule source
0 The linked managed elements
0 Rule purpose
* Assuring that any eventual ontology changes doremder the model inconsistent
by doing a validity check

Example. One post in the technical forum at
(http://forums.oracle.com/forums/forum.jspa?forumfD5) states that: forHyperion
Essbase bases, with sizes grater than 1GB, tharmimiindex cache values is no longer
3MB but 10MB The correspondences of the specific rule — gemeriology concepts are:

» Essbase Base — instancecoBase

» sizes — the configuration indicatordp hasindexFileSize and dp_hasDataFileSize
(their sum)

» the index cache — the configuration indicatip: hasindexCache

» the linked managed element: the instance ottligase

* rule purpose + SelfHealing(as the minimum condition must be fulfilled).

The hard scenarias similar to the easy scenario with one big défere which renders
it much more complicated: the existing ontology @gpts are not sufficient to express the
new pieces of information. This requires modifioatof the DSS ontology model, therefore
the third step of the previous process is repldged

» Identify the non existent concepts and add thethé¢mntology, while ensuring that
the new model is consistent
» Create the rule body using the (new) existing @gplconcepts

This process has a double risk; this is why motaton is in order with modifying
the initial ontology model. The problem comes frime fact that modifying an existent
model implies a possible modification to the outpiuthe already existing rules. Still, in the
logic of the approach, the construction is incretaeand disjoint. If a good generic model
is given in start, any added concepts won't interfeiith the existing rule base (or the
impact is small enough to be controlled). Consttiersame example as above, only in this
case the notion of index cache value is unknowthédSS model. The process becomes:

» Identify the existing correspondences wit the ‘attbdel

» Essbase Base — instancecoBase

* sizes — the configuration indicatodp_hasindexFileSize and dp_hasDataFileSize
(their sum)

» the linked managed element: an instance ottlgase

» rule purpose + SelfHealing
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* Create a new datatype propeudyp hasindexCachéor the indentified concept
(instance ot_Basé.

7.4.5.2.2 Rule impact

Once the rule translation is made, the second agpassessing the impact of the new
rules with the existing knowledge base. For thisrapon the requirements are: (i) to ensure
that the rule has not already been declared o(ifilatve total control over the rule output and
its implications with the functioning of the existi rules and (iii) to ensure that the new rule
doesn’t render the model inconsistent. We take ehtiem in order.

Rule duplicatesldentify whether the rule has already been dedlaFkis is done when
adding the rule, by detecting identical individui&lhe rule body is specified directly in the
data type property. If the rule body is specifieithim a file, it is harder to check, and the
operation is done manually, so it is falls to thenlan expert. If the rule passes for various
reasons, there is one last check that can be dogstre the duplication. The test concerns
the condition and the output of the rule. This nseemmparing the match demanded triplets
(as the order may change) and the output triplets.

Rule model consistencgnsures that the result of the rule doesn’t remigdermodel
inconsistent. This is done with the help of a reasponce the rule is executed. For
example, consider a rule that changes the valubeoindex cache. Due to a mistake of
types, the rule sets the property a string valseead of a double value (“200"xsd:string
in the place of “200"xsd:double). After the maddédtion has been made, the model
becomes inconsistent.

Rule interaction Once the rule is accepted into the system f(ibisa duplicated rule
and it keeps the model consistent), the last gatt identify its interaction with the other
rules from the system. This falls to the shoulddrhe human expert. It is true that with a
big number of rules this becomes harder to followt,as seen from the state of the art , it is
one of the flaws of the system. The maximum that lsa done here is passing through a
series of testing procedures to ensure that theralevsystem works as intended.

Example.There is an existent rule that staf@aile 1] the minimum index cache for an
Essbase base is 3MBn the technical forum, a new piece of informatjoot yet integrated
in the system) states th@iRule 2] for data sizes grater than 1GB the minimingfex cache
size is 10MBThese two rules translate into ontology rules:

[Rule 1- already existing in the KB
PREFIX cp: <http://localhost/CacheProtoBC.owl#>
INSERT

{

?base cp:dp_hasIindexCacheMin “3"xsd:double.
}
WHERE

?base rdf:type cp:c_Base.

1]
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[Rule 2- new candidate for the KB
PREFIX cp: <http://localhost/CacheProtoBC.owl#>
INSERT

{

?base cp:dp_hasIindexCacheMin “10"*xsd:double.

}
WHERE
{

?base rdf:type cp:c_Base.

?base cd:dp_hasIindexFileSize ?ifs.

?base cd:dp_hasDataFileSize ?dfs.
FILTER (?ifs + ?dfs > “1000"*xsd:double)

1

When adding Rule 2, the expert knows of the existesf the first rule. If both rules
are integrated in their current form, there will &e inconsistency in the model as the
dp_hasIindexCacheMiproperty is functional and it will have two valuts a base over
1Gb: “3” and “10". To solve this, the expert modgiRule 1 by making it disjoint with the
second rule. The complementary condition below dsled to Rule 1, allowing the
integration of both rules:

?base cd:dp_hasIndexFileSize ?ifs.
?base cd:dp_hasDataFileSize ?dfs.
FILTER (?ifs + ?dfs <= “1000""xsd:double)

57.4.5.3 Autonomic computing dynamics over the ontology mlode

We describe in this subsection the temporal dynaumi¢he ontology model. The state
of the art showed that temporal dynamics is a @agir sensible subject with ontologies.
The AC dynamics ontology expression is strictlyatet! to the order of executing the four
phases of the ACM loops.

Retaking the diagrams from the UML model, we redadit there were several criteria
that enabled the dynamics of the system: the ooflehe CHOP principles, the ACM
MAPE-K loop phases for the managed elements, th®EK loops for higher ACM levels
etc. The dynamics expressed by these criteriasrai® the changing of states of the
managed elements, with instances fromdh8tatesclass. There is a state dependency for
the symptom-diagnostic-heal cycle (SDH).

The ontology model allows the description of thpaesages between the states, but it
should always be remembered that the actual actiwnkeals are performed via the
effectors. The ontology model stops at the sugdemttions and obviously cannot perform
them. This is why the AC dynamics is expressed asmbination between the ontology
model (with the rules) and external factors thanpeaction taking (i.e. '3 party software,
human intervention etc.).

To illustrate the ontology rule dynamics we firsegent a complete process of the
MAPE-K loop for a Base over the Self Healing prplei then, we proceed with the
ontology rule description of the two heuristicsgmeted in the UML modeling.
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7.4.5.3.1 MAPE-K loop process example

The purpose of this example is to express a fullREA loop with the ontology
model. We illustrate the entire process, startirggnf the monitored BI Copilot data and
ending with the effectors that execute the requirettbns.

We present the expression of the following probl&or. an Essbase base, in function
of its size, the data fragmentation levels influeits performances. A base export, reset and
reload are required when performances are undesgieified levels. Table 31 expresses
the information to be integrated with the ontologgdel:

Table 31 : Base defragmentation analysis

Performance | Base access| Base size | Fragmentation | Action
requirement mode (MB) Quotient
80% of the Buffered / 0 - 200 >= 60% Export, reset
queries <1s | Direct 10 reload and

Buffered / 200-2000 | >=40% the base

Direct 10

Buffered / >= 2000 >= 30%

Direct 10

Direct 10 <=50 >= 75%

First, the Bl Copilot DBs play the role of the sensasthe base ACMs. The data is
loaded into the ontology via the DB to OWL trangfiation, for each of the bases, resulting

In:

Table 32 : Base defragmentation data example in thading DB to OWL phase

c_Base dp_hasAvg | dp_hasAccesss | dp_hasData | dp_hasindex | dp_hasFragmen
80QRT Mode FileSize FileSize tationQuotient
i_Base_1| “1.25"™ “Buffered™™ “700"\N “100"M “0,55"\
xsd:double | xsd:string xsd:double xsd:double xsd:double
i_Base_2| “0.75"™ “Direct™™ “2000"™M “1000™M “0,65"\"
xsd:double | xsd:string xsd:double xsd:double xsd:double
i_Base_3| “1.9" “Direct™™ “25"\N ‘BN 0,82\
xsd:double | xsd:string xsd:double xsd:double xsd:double

Secondwe can proceed with the actual MAPE-K loop angpitases. The description

of the loop is done through the properties of tieance of the base ACM:

Where the four rules are described as instancebheof Rulesclass and have their

=8 owl:MamedIndividual "i_mw&CM_SH_Base_1"

bodies declared into text files:

W rdf:bype "#c_ManagedElement Ak
W op_isLinkedTo "#i_EBase_1"

W op_hasPurpose "#i_SelfHealing”

W dp_isacCMackive "xed:brue”

¥ op_hasRulesMonitor "#i_Base_Monitor_SelfHealing_Rule1"
¥ op_hasRulesanalyvze "#i_Base_analyze_SelfHealing_Fule1"
¥ op_hasRulesanalyvze "#i_Base_analyze_SelfHealing_Rulez"
¥ op_hasRulesPlan "#i_ Base_Plan_selfHealing_Rule1"
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=8 owl:MamedIndividual "i_Base_Monitor_SelfHealing_Rulel”
-0 rdfibype "#c_RulesMonitor”
-8 op_hasPurpose “#i_SelfHealing"
= W dp_hasBody "contologyirules) selfhealingibase)monitor|Base_Monitor_SelfHealing_Rulel.arg"

Monitor. We already have almost all the data needed fharptevious table. Almost,
because there is a configuration indicator requigdhe problem which is not part of the
retrieved data: the total size of the base. We lla@édase data file size and the base index
file size, and need to compute their g$umwith the rule below
(Base_Monitor_SelfHealing_Rulel.arq):

File: Base_Monitor_SelfHealing_Rulel.arq

[Rule 1-computes the base size
PREFIX cp: <http://localhost/CacheProtoBC.owl#>

INSERT
?base cp:dp_hasSize ?base_size.
}
WHERE
{
?base rdf:type cp:c_Base. // it is a base, so HselACM
?base cp:dp_haslIndexFileSize ?ifs.
?base cp:dp_hasDataFileSize ?dfs.
LET (?base_size := ?ifs + ?2dfs).
1

Analyze.Having now all the elements for the analysis, tli&VApasses to the analysis,
by describing two rules: the first determines whketbr not the system needs healing (the
performance condition) and the second determinakether or not the fragmentation ratio
is good.

The performance condition rule assigns an erragratiatic of high QRT performances
for all concerned bases:

File: Base_Analyze SelfHealing_Rulel.arq

[Rule 1-decides whether or not the performances angroblem
PREFIX cp: <http://localhost/CacheProtoBC.owl#>
INSERT

{

?base cp:op_hasDiagnostic cp:i_Error_Performancegh®RT.

}
WHERE

{

?base rdf:type cp:c_Base.
?base cp:dp_hasAvg80QRT ?qrt80.
FILTER (?qrt80 > “1"xsd:double)

1

Once the rule is executed,Base 1and i Base 3are affected and have the
i_Error_Performances_HighQRdiagnostic for theiop_hasDiagnostiproperty.
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The fragmentation ratio rule adds theHighFragmentationRatediagnostic to the
concerned bases:

File: Base_Analyze_SelfHealing_Rule2.arq

[Rule 1-decides if the fragmentation ratio is goodrwot
PREFIX cp: <http://localhost/CacheProtoBC.owl#>
INSERT

{

}
WHERE

{

?base cp:op_hasDiagnostic cp:i_HighFragmentatioreRat

?base rdf:type cp:c_Base.

?base cp:dp_hasFragmentationQuotient ?fq.
?base cp:dp_hasSize ?size.

?base cp:dp_hasAccessMode ?am).

FILTER (

?size > 0 && ?size <= 200 && ?fq >= 60) ||
(?size > 200 && ?size < 2000 && ?fq >= 40) ||
(?size >= 2000 && ?fq >= 30) ||

(?size <= 50 && ?fq >= 75 && ?am = "Direct") )

1

After execution, all three bases have a high fragai®n rate diagnostic. The
op_hasHealproperty of the_HighFragementationRatediagnostic links with the actions:
i_BaseExport, i BaseReset and i_BaseRelo@lde next step is to determine whether or not
these actions are planned and executed.

Plan. On one hand, there is a high fragmentation ratiafl of the three bases. On the
other hand, a high QRT error diagnostic is spetibaly for two of the bases. Therefore,
the planning rule decides which actions will bef@ened:

File: Base_Plan_SelfHealing_Rulel.arq

[Rule 1-decides if the actions will be planned
PREFIX cp: <http://localhost/CacheProtoBC.owl#>
INSERT
{

?base cp:op_hasHeal ?heals_1.

?base cp:op_hasHeal ?heals_2.

}

WHERE

{
?base rdf:type cp:c_Base.
?base cp:op_hasDiagnostic cp:i_HighFragmentatiorRat
?base cp:op_hasDiagnostic cp:i_Error_Performancegh@RT.
cp: i_HighFragmentationRate cp:op_hasHeal ?heals_1.
cp:i_Error_Performances_HighQRT cp:op_hasHeal ?keal

}
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Only if the two diagnostics are presengéther then heals will be performedBase 1
and i_Base 3 have the heals of BaseExport, i BaseReset, i BaseRelgaom the
i_ HighFragementationRategndi_ActionsNA(from thei_Error_Performances_HighQRT
The latter action indicates a generic action, Afgh QRT diagnostic by it self disposes of
no specific heal.

Execute.The required action concepts are linked in the loggowith machine/human
actions (i.e. scripts, programs etc.) This is wheeeontology model “ends”. The planned
actions are further on interpreted by a softwaregram that will be in charge of their
execution. Therefore, the execution phase of thivAtology model doesn’t exist in its
purpose, the ontology will not perform the spedfiactions by itself. It exists on its
declaration, as due to the rule chaining and tipeession of the heals concepts, we are able
to determine which actions are executed for whi$eb

From this example we proceed to the expressiorhefdynamics through the two
heuristics, which details the ontology temporalletion of indicators.

7.4.5.3.2 Self optimization algorithm

The expression of this heuristic in the ontologydelointroduces the notion of
temporal ‘pervious’ configuration/performance iratiars. We retrace the same steps as in
the rule example above for understanding the ogjyomodeling of the heuristic.

The parameters of the self optimization heuristie mstances of the_Algorithms
class. These parameters are not present in the@la€ DBs, and their values are manually
filled by the human expert before launching thé gptimization ACM.

Table 33 : Self Optimization algorithm parametergample

c_Algorithms
i_Algorithm_1

dp_hasDelta
“0.05""xsd:double

dp_hasStep
“0.4""xsd:double

First, the Bl Copilot DBs offer the configuration and ripemance indicators
(exemplified in Table 34).

Table 34 : Self Optimization ontology indicatorsample

c_Base dp_hasAvg80 | dp_hasAvg80 | dp_hasindex | dp_hasindex
QRT QRTPrev Cache CachePrev
(xsd:double) (xsd:double) (xsd:double) | (xsd:double)

i Base 1| 1.25 1.1 50 60

i Base 2| 0.75 0.9 100 85

i Base 3| 1.9 1.5 3 3.2

We notice the introduction of the two “*prev”’ pragpies, which indicate the previous
values of the indicator, enabling a first tempoaals. Whenever a past time stamp is
required, the concerning properties are ‘duplicatethe ontology model: “*prev’ becomes
“previday”, “prev2weeks”, “previmonth” etc. As it iimplemented by the base self
optimization ACM, the instance of tlee ACMclass looks like:
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=8 owl:MamedIndividual "i_mywaCM_S0_Fase 1"
-0 rdfibype "#c_ManagedElement ACM
-89 op_isLinkedTo "#i_Rase_1"
-89 op_hasPurpose “#i_SelfOptimziation”
-8 dp_isaCMactive "xsd:krue"
-8 op_hasRulesanalyze "#i_Base_analvze_SelfOptimization_Ruls1"
: -89 op_hasRulesanalyze "#i_Base_analyze_SelfOptimization_Rulsz"
L op_hasRulesPlan "#i_ Base_Plan_SelfCptimization_Fule1"

The ACM has namonitor rules for this heuristic in the ontology model.eTfirst
executed rule is thanalyzerule which decides whether or not the previousheathanges
violate the performance threshold:

File: Base_Analyze SelfOptimization_Rulel.arq

[Rule 1-decides wether the old cache change wagiviatim the QRT perspective
PREFIX cp: <http://localhost/CacheProtoBC.owl#>

INSERT

{

?base cp:op_hasDiagnostic cp:i_ValidCacheChangePrev

}
WHERE

{

?base rdf:type cp:c_Base.

?base cp:dp_hasAvg80QRT ?qrt.

?base cp:dp_hasAvg80QRTPrev ?qrt_prev.

cp:i_Algorithm_1 cp:dp_hasDelta ?delta.

FILTER ((?qgrt <= “1""xsd:double) && // keep thenitial constraint valide

((?qrt <= ?qgrt_prev) || /I either the cache chanden't affect the performances

(?grt > ?qgrt_prev && ((?qgrt-?qrt_prev)/?qrt < ?ded) )) // the performance drop
is within the limits

1]

The second analyze rule is based on the valid celthwege diagnostic, and attempts to
lower further the cache values. The new cacherngpoted further with the rule:

File: Base_Analyze SelfOptimization_Rule2.arq

[Rule 2-attempts a new cache change
PREFIX cp:<http://localhost/CacheProtoBC.owl#>

DELETE
?base cp:dp_hasIindexCachePrev ?cach_prev. //diéleteld cache value

}
INSERT
{

?base cp:op_ hasindexCachePrev ?cache.

?base cp:op_hasindexCache ?new_cache.

?base cp:op_hasDiagnostic cp:i_ValidChangeCachgo/bn and plan the cache
change
}
WHERE
{
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?base rdf:type cp:c_Base.

?base cp:op_hasDiagnostic cp:i_ValidCacheChangePrev

?base cp:dp_hasIindexCache ?cache.

?base cp:dp_hasIindexCacheMin ?min_cache.

cp:i_Algorithm_1 cp:dp_hasStep ?step.

LET (?new_cache := ?cache - ?cache * ?step). //mamthe new index cache
FILTER (?new_cache >= ?min_cache) // while keeghrgminimum levels

1]

The second rule is dependant on the first rule ow#alidCacheChangePrevf the
rule is satisfied then thee ValidCacheChangeliagnostic is set indicating to the planning
phase that a cache change needs to be performed.

Plan. The planning rule indicates which healing actians executed. In this case, the
i_ModifyCachesheal implies three actions: stop the applicatiaitror the ontology values
to the DSS configuration and restart the applicatio

File: Base_Plan_SelfOptimization_Rulel.arq

[Rule 1-plans the heals actions to be executed
PREFIX cp: <http://localhost/CacheProtoBC.owl#>
INSERT

{

?base cp:op_hasHeal ?heal.

}
WHERE

{

?base rdf:type cp:c_Base.
?base cp:op_hasDiagnostic ?diag.
?diag cp:op_hasHeal ?heal.

Execute The ontology can't act on its own so the actieme performed by the
effectors. In this case, the effectors are softvpmograms which use to a series of Essbase
scripts that modify the cache values.

7.4.5.3.3 Self configuration heuristic

The self configuration heuristic ontology modeliiltustrates how the managed
element ACMs communicate, as it requires exchahgieseen the managed element levels.
It is based on the utilization periods definedhe bntology, the physical server resources
and on the managed elements performances. We réh@ihthe SLA utilization periods are
not specified in the Bl Copilot DBs, but directlgsrted in the ontology according to client
specifications (Table 35)

Table 35 : Self Configuration ontology periods exala

¢_Physical c_Calendar | dp_hasCalendar | dp_hasCalendar | dp_hasCalendar
Application Specific Period IntervalValue Day

i APP 1 i Period 1 “M"Mxsd:string 1,2,3Mxsd:int ,213,4,5"xsd:int
i APP 2 i_Period 2 “M"Mxsd:string 7,8"Mxsd:int ¥5¢sd:int
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The managed elements resources and performancesbi@ieed similarly with the
previous example, from the Bl Copilot DBs.

The dynamics of this heuristic is reinforced by thet that it combines different type
managed elements. The MAPE-K loops chain diffeyesitl ACMs require information from
other ACMs. Therefore, the loops are executed sévienes to ensure the passage. In our
modeling, the loops are executed in accordance thtlDSS hierarchy, and this is how we
further present them.

MAPE-K Loop Base ACM

Is the first executed loop. The rules for the ba€d/s try to see if the application has
freed some memory and allocated them a part of drder for the ACM to perform a cache
reallocation.

Monitor — has one rule that computes the free memorydoh dase as a difference
between the base allocated and occupied memorybdsdesallocated memory is changed by
the physical application ACM, and the base occupiednory is the sum of its caches. The
fact that the base allocated memory is controliedhle physical application ACM implies
that the base loop will be executed at least twesi (to ensure at least one passage through
the physical application ACM loop and one cachenglaexecution).

File: Base_Monitor_SelfConfiguration_Rulel.arq

[Rule 1-computes the base free memory
PREFIX cp: <http://localhost/CacheProtoBC.owl#>
INSERT

{

?base cp:dp_hasFreeMemory ?fm.
}
WHERE

?base rdf:type cp:c_Base.

?base cp:dp_hasOccupiedMemory ?ocm. // taken fnenBt Copilot DBs

?base cp:dp_hasAllocatedMemory ?am. // propertyngkd by the physical
application ACM. //At first loop passage this pragds either empty or contains a
non updated value

LET (?fm := ?am - 2ocm).

1

Analyzethe rules look at the base free memory and, iction of its value, raise an
error diagnostic (if negative), or a cache realiioradiagnostic (if grater than 0):

File: Base_Analyze_SelfConfiguration_Rule.arq

[Rule 1-if free memory is negative then set an erddagnostic
PREFIX cp: <http://localhost/CacheProtoBC.owl#>
INSERT

{

?base cp:op_hasDiagnostic cp:i_Error_NotEnoughMem.

}
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WHERE

{

?base rdf:type cp:c_Base.

?base cp:dp_hasFreeMemory ?fm.

FILTER (?fm < 0). // base uses more than it hascalted
i

[Rule 2-if free memory is positive then set a bapéiraization diagnostic
PREFIX cp: <http://localhost/CacheProtoBC.owl#>
INSERT

{
?base cp:op_hasDiagnostic cp:i_ NonOptimalCacheQoméition.

}
WHERE

?base rdf:type cp:c_Base.
?base cp:dp_hasFreeMemory ?fm.
FILTER (?fm > 0). // there is some free memory lade for this base

1

The planning andexecutionphase are similar to the previous example. Thenjrtag
recovers the heals from the diagnostics of the geoh&lement, and the execution triggers
the changes required by these heals.

MAPE-K Loop Physical Application ACM.

The second ACM, which runs its loop after the ba&aM, is in charge of allocating
the available memory between the bases of the sgopkcation. It is dependant on the
logical server ACM, thus similar to the base ACMaill run at least 2 times in order to
obtain the amount of memory it can allocate.

Monitor the monitor rule is similar to the base monitoteyuas it computes the
available free memory to be allocated to the ba&kls®, the physical application modifies
the performance levels according to the utilizapeniod, by scaling the QRT into the QoS.

File: PhysicalApplication_Monitor_SelfConfiguratioRulel.arq

[Rule 1-computes the physical application free memor
PREFIX cp: <http://localhost/CacheProtoBC.owl#>
INSERT

{

?app cp:dp_hasFreeMemory ?fm.

WHERE

{
?app rdf:type cp:c_PhysicalApplication.
? app cp:dp_hasOccupiedMemory ?ocm. // taken freBi Copilot DBs
? app cp:dp_hasAllocatedMemory ?am. // propertyngjeal by the logical server
ACM. //At first loop passage this property is eitl@mpty or contains a non
updated value
LET (?fm := ?am - ?ocm).

1
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File: PhysicalApplication_Monitor_SelfConfiguratioRule2.arq

[Rule 2-modifies the QoS with the utilization peried
PREFIX cp: <http://localhost/CacheProtoBC.owl#>
INSERT

{
?app cp:dp_hasQoS ?qos.

WHERE
{
?app rdf:type cp:c_PhysicalApplication.
?app cp:dp_hasAvgQRT ?avg_qrt.
?app cp:op_hasUtilisationPeriod ?up.
?up cp:dp_hasCalendarYear ?up_year.
?up cp:dp_hasCalendarDay ?up_day.
?up cp:dp_hasCalendarinterval ?up_int.
?up cp:dp_hasCalendarintervalValue ?up_intval.
cp:i_CurrentDate cp:dp_hasCalendarYear ?cd_year.
cp:i_CurrentDate cp:dp_hasCalendarDay ?cd_day.
cp:i_CurrentDate cp:dp_hasCalendarinterval ?cd_int.
cp:i_CurrentDate cp:dp_hasCalendarintervalValue Zicdval.
{/l application in utilization period
LET (?qos := ?avg_qrt). //the QoS is the QRT iflagaion in utilization period
FILTER (?up_year = ?cd_year && ?up_day = ?cd_day &&p_int = ?cd_int
&& ?up_intval = ?cd_intval)}
UNION
{/lapplication outside the utlisatino period
LET (?qos := (?avg_qrt/ 4)). //the QoS is the QiRided by 4
FILTER (?up_year != ?cd_year || ?up_day !'= ?cd_dayup_int = ?cd_int ||
?up_intval != ?cd_intval)}

1]

Analyze allocates the memory to the low performance fdsest, the rules determine
their number and second, they redistribute the fresmory between them. The used
performance indicator is the Qo0S:

File: PhysicalApplication_Analyze SelfConfiguratidtulel.arq

[Rule 1-allocates the free memory to the non perfammbases
PREFIX cp: <http://localhost/CacheProtoBC.owl#>
DELETE

?base cp:dp_hasAllocatedMemory ?am. // removeslthealue

}
INSERT
{

?base cp:dp_hasAllocatedMemory ?new_am.// the matidn needed by the
base ACM

?app cp:op_hasDiagnostic cp:i_NonOptimalCacheCamfigion. // thus
requiring a cache //reconfiguration with the newmuey values

}
WHERE
{
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?app rdf:type cp:c_PhysicalApplication.

?base rdf:type cp:c_Base.

?app cp:op_hasChild ?base.

?app cp:dp_hasQoS ?app_qgos.

?base cp:dp_hasQoS ?base_qos.

?base cp :dp_hasOccupiedMemory ?occ_am.

?app cp:dp_hasFreeMemory ?app_fm.

?app cp:dp_hasNumberOfNonPerformantBases ?npb.

FILTER (?app_qos < ?base_qos). //non performingebas

LET ( ?new_am := ?occ_am + ?app_fm / ?npb) //corapé new memory

1]

Plan & Executethe cache reconfigurations with the new valuesdange in similar
ways as presented previous.

MAPE-K Loop Logical Server ACM / MAPE-K Loop Physit Server ACM

The two ACMs will execute in this order and retdke same considerations from the
physical application ACM, for the memory reallocatirules.

Summing up the ontology rule adoption, the dynarafdhie self configuration requires
the following passage of the loops twice over ti&Sierarchy:

Base MAPE-K — Physical Application MAPE-K — Logi&arver MAPE-K — Physical
Server MAPE-K — MAPE-K — Physical Application MARE- Logical Server MAPE-K —
Physical Server MAPE-K

7.5 Conclusion

The section presented our proposed approach vighhibsis. It was split into two main
parts: the proposed UML modeling and the proposgdlegy modeling.

First, the UML model presented our vision over amptete DSS autonomic
management model, with two fundamental aspectsic stad dynamic. The static aspect
concerned the hierarchical organization of the D@8 its configuration and performance
parameters. The dynamic model included the desmmipdf the autonomic computing
adoption for DSS management. It described the A€ranchical model, with the
organization of the ACM levels and the MAPE-K lodporeover, the dynamic knowledge
integrated the non-structured pieces of informatigtn the management model, with the
help of formalization rules organized by criterieck as managed element hierarchy or AC
principles and MAPE-K loop phases.

Second, before the description of the ontology modeseries of UML-DB/OWL
translations have been presented, with the purpbsaderstanding the construction of the
ontology model. The information is formalized witbth relational DBs (Bl Copilot) and
with ontologies (Bl Self-X). The translation considtions were based on previous works
which detailed the subject.

Third, we have presented the ontology model, withhe information presented din
the UML modeling plus some extra information dediieom the inference. We have seen
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that the static aspect has already been implemédyegP2 with the Bl Copilot DBs, and
that the ontology model completed the dynamic aspap, with the usage of inference
engines and ontology based rules. We have presehtegrocess of loading a non-
structured piece of information into the ontolognd exemplified the AC dynamics and
ACM communication via the two self management fstias.

As a sum up, our proposition tried to build a vadidd viable DSS management
knowledge model. The question: why ontologies astd-elational bases doesn't really have
sense in this context, as they are both used. h&llgowerful mathematical support and
aggregated information offered by the ACMDBs aladgswith the temporal dynamics is
used by the ontology model as a constant informasiource. The ontology information
depends and is populated with the data from the. DBe semantic Bl Self-X knowledge
bases and the Bl Copilot DBs coupled together faum complete DSS management
solution.
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8 Experiments and Results

“Defect-free software does not exist.”

W. Venema

8.1 Introduction

The experimental environment and the results we loéained provide the arguments
for and against our approach. Because this is a application domain, previous
comparison results don't exist in most of the eipents we have conducted. Nevertheless,
we try to show similar results where the case. Mbst notable result that we have obtained
is the important reduction in the time spent by hunbDSS experts to manage the data
warehouses. This corresponded to the initial pwpdsour approach: help humans better
manage their DSS. The level of effectiveness isusised with the results.

We present first the software products that has leeveloped with the approach, and
the experimental prototype (Bl Self-X). We prest general component architecture and
the functioning and implementation details of eaomponent. Afterwards, we proceed to
the description of the experimental environmenysséparating the ‘laboratory’ theoretical
environments from the real client environments. r€Ehare different methodologies and
protocols used in each case, and we detail therurim This environment separation
influences in the next section the performed expents, as we present our results under
‘perfect’ conditions and under real client conditio Each obtained result is discussed, to
asses its gain (if any) and to compare it with ottmethods (if existent). We close the
chapter with the conclusions, and a note on howresults impact actual data warehouses
management and the future of DSS.

8.2 Software products — experimental prototype

This section presents the software implementatfasuo approach, Bl Self-X, with its
integration with the other SP2 software solutioNe first describe the general architecture
of Bl Self-X, and then we go into the technicalailstof each module.

8.2.1 General architecture

The general architecture shows how the Bl Self-Kwsre module is integrated with
the rest of the SP2 solutions. The BI Self-X isepasate module, and, it contains in turn
three sub modules organized by their functiongiigure 81).

205



cmp ExperimentalDevice J

El Optim ER

Bl Self Configuration 5]

Dss  g] |

I
req@res
<‘ s <r_jrup_act>>
S Bl Self Healing =7

Bl Self Diagnostic & |

Bl CopilotDgs 5] !
L

requires
DB to OWL )

Logs To DB

Bl Self Optimization = |

Figure 81 : Bl Self-X experimental device integrati

First, the DSS is a separate component in its whidien, the Bl Copilot DBs, build
from the logs and traces of the DSS activity, oféer interface to the specific data
warehouse implementation (Oracle, SAP, IBM etdie Two components are external to the
component which implements our approach, Bl SelfN§vertheless, any implementation
of Bl Self-X requires the existence of a data warete architecture and its corresponding
Bl Copilot DB model. It also needs the interfacatttranslates the data from the Bl Copilot
DBs, and populates the ontology with the respeadtiwermation. The Bl Self-X module
contains three sub modules, which correspond tofitee three principles of AC: self
configuration, self healing and self optimizatidach of the modules is dependant on the
previous one in the CHOP order.

» Self Configuration moduleassures the first level of AC adoption, keepihg t
configuration of the data warehouses within thekivgy limits and in conformity
with the best practices.

» Self Healing module- makes sure that the DSS has little (or no) ervange
functioning. The implementation of the module assutwo functionalities (with
two sub modules):

o Self Diagnostic- alerts the human expert over the causes of arrdrthe
various diagnostics of the DSS. It equally propoaeseries of healing
actions, without executing them.

o Self-Healing Action- uses the diagnostics healing actions, to perfoemth
in an autonomic manner without requiring humanrirgation.

» Self Optimization modulerequires passage through the self configuradiat the
self healing module, and implements t improvemertt aptimization capabilities.
The usage of this module can either be

o0 In pre-production, when new configurations are nexgl This is done via
loading and stress tests to find suitable (if natiral) starting production
configurations.
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o While in production, if the situation allows it,alself optimization module
improves the resource/performance ratio, withoytaating the DSS over
the specified limits.

Note We note the absence of the Self Protection moduies is due to the fact the
focus with this thesis is on the first three prples only. We have mentioned this principle
both in the state of the art and the models, brettperimental prototype doesn’t implement
it.

Regarding the physical implementation, the DSSgather several physical machines,
as data warehouse hosts. The interface which btilelsBI Copilot DBs is on another
machine, has connections with the data warehougsigath servers (ftp, http etc.) and is
able to gather all the traced data. Then, the oacted DBs can be stored on a separate
machine. Finally, the BI Self-X module can be dgphibon a third machine (with all its sub
modules and the DBs to OWL interface). Of courbeytcan be together on the same
machine, but this depends on the chosen implementatchitecture by the clients, who
sometimes are reticent when it comes to installiogv software products on existing
configurations. There is a high flexibility with éhdeployment, such that even all the
analysis part (Bl Copilot DBs + Bl Self-X) can ben# on SP2 machines, starting from the
logs extracted from the clients DSS servers.

The implementation of the ontology model is dongida Bl Self-X, as the software
product modifies directly the ontologies via thelAfterface. Bl Self-X is built in such a
manner that enables autonomy up to the specifie. Isloreover, it can directly modify the
data warehouse configurations or leave the actiorise performed by the human expert
(e.g. a non trusty client can demand that all tepg@sed actions are only proposed to the
human experts, without any specific autonomic actédken by the software).

In consideration with the general implementatiorchdecture, there are several
elements that need to be discussed, specificaslytien reproducibility, implementation
generics and simulation considerations.

Reproducibility -a first question that is posed when implementingeaperimental
prototype is if it is reproducible, if the expero@ms and the deployment of the software are
easy and scalable and if the same results arenebtainder similar conditions. We have
tested the Bl Self-X prototype for Essbase systéonsjs and some of our clients. The self-
configuration and self-healing modules function emthe government of the same rules,
thus the changes and diagnostics are the samegyeindent of the DSS. The question was
posed when implementing the optimization algorithms here the conditions of usage
change from system to system. Yet, as we shallst#ethe experiments, the results all
show the same tendency in improving performances.

One very important aspect of reproducibility islscpassing. Prototypes are usually
used for small scale experiments and under labmgrato/ironments. High load charges and
results obtained with benchmarks such as [tpc (R@Eh offer a good view of the systems
reproducibility. Unfortunately, our approach wast reuitable for testing under these
environments. We have successfully proven a sadegge of the prototype, in terms of a
higher number of data warehouses over a highevigctReproducing Bl Self-X under
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various conditions also implies the reproducibildl the Bl Copilot architecture for the
given environment. The two are coupled togethed, BhSelf-X depends on Bl Copilot.
The degree of liberty offered by the latter impatitectly the one for our approach.

One last aspect of reproducibility concerns these@eduction’. Even under laboratory
environments, there will never be two perfectlynleal experiments. We always use an OS
as deployment platform and we don’t control evegywn which it uses its memory, disks
or CPUs. Fluctuations in the performance occuthaltime. For example, our experiments
have shown that under identical cache configuratfonthe same data warehouses, over the
same activity, the query response time has an g@evariation of up to 10%. These
variations are expressed as ‘noise’, and must kentato consideration when speaking of
reproducibility.

Generics— the generics of the prototype refers to twoedédht aspects: (i) platform
independence and (ii) data warehouse implementggogrics.

Platform independenc@eans that the Bl Self-X software can be deplayedifferent
OSs. As it is completely implemented with Java, ¢hess platform compatibilities are not
an issue. The problems may appear at the interctonewith the other SP2 modules, as
the technologies behind them are platform relat®dET for the interface with the BI
Copilot module and SQL Server DBs for the Bl CopiiBs). But, as the architecture is
modular, Bl Self-X needs only a connection to thBsDwhile the Bl Copilot module is
deployed on another machine. Therefore platforrepemdence generics is assured.

The second aspect @fenericsrefers to the data warehouse implementation. The
software prototype, as well as the ontology moael tihe Bl Copilot suite, are build for a
specific data warehouse implementation (Oracle HgpeEssbase). This problem is more
accentuated with the DB model. We have tried tqpkige ontology model as generic as
possible (with the DSS architecture part of courske AC adoption model remains the
same no matter the DSS model). Nevertheless, sbthe elements described don’t always
apply (e.g. the storage mode for Essbase Cubes ABSO) is not a valid measure for a
BO cube; or the notion of physical application doesiave a sense for Microsoft DSS
solutions). Our view towards this problem is tffatentiate between the generic and the
specific notions, a task that implies a perfectvdedge over all the targeted systems. For
now, the model mixes the two, assuring a firstll@¥eenerics with which most of the DSS
solutions can be fitted with.

An interesting discussion about generics refershto data warehouse fundamental
architecture (not the software implementation) hwiite Kimball / Inmon models. We have
specified that our modeling suits the hierarchicahon proposition for data warehouses.
Applying our techniques for a Kimball approach @ssgible at a first glance. As the model
would contain only one managed level (no more medaglements hierarchies), the
taxonomy considerations would no longer apply. Mindess, this would not render the
model nor the implementation useless. We have mbtbgen in this situation, but we
consider plausible an adaption of the Bl CopilotsDBodel and the Bl Self-X ontology
model for a Kimball data warehouse implementatibrcan be one of the improvement
points with our approach.
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Simulations —Testing the prototype before putting it into protien is a laborious task
due to the existence of the multiple modules thaistnbe assured and the complex
environmental set up. This is why we had to uséaats to simulate elements such as user
activity (predefined and random), usage periodsy/(dght) or utilization periods
(calendars). All this is explained in detail witietexperimental environments.

|8.2.2 Functioning

The overall functioning of Bl Self-X is shown indtire 82.
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Figure 82 : Experimental Device functioning

The three main DSS architecture elements are als@pthe functioning, with the first
step of loading the data from the Bl Copilot DBghe ontology model. Each of the three
elements, architecture, configuration and perfoiceans treated separately, and together
they form the sub module that assures the DB20W#&rface. Then, depending on the use
scenario and autonomic adoption level, each sefiedule is executed, either with human
intervention or in an autonomic manner. The diagelmows what happens over a single
passage of the MAPE-K loops (for all the managedehts).

Execution timestampsre specific for each DSS. Self configuration aetf healing
can either be executed punctually a specific moroert defined time intervals (e.g. each
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hour, the self healing module activates the sedilihng ACMs, such that the system has a
failure latency of 59 minutes). Self optimizatioanconly be executed at regular defined
time intervals (i.e. only one execution of the optiation ACMs loops doesn’t bring much
optimization; the more loops are executed, theebétie optimization result is).

Evidently, the execution times depend on the updatitervals of the Bl Copilot DBs.
This is why, prior to loading the ontology, an updaf these bases is requested. From the
execution point of view, the Bl Self-X processesitwhe finishing of the Bl Copilot
processes (cf. with the use case).

8.2.3 Bl Self-X implementation details

The software implementation details the Bl Self#étptype’s technical elements and
their interconnection. The Bl Self-X module is cdetply written in Java (version 1.5
compatible), with the Jena API for ontology suppartd the swing API for the GUI. The
choices have already been argued, shortly becduke oross platform support and the big
community around Jena. Figure 83 illustrates aildetaview of the components of the
implementation:
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Figure 83 : Bl Self-X software implementation detsi

XML Config — the BI Self-X configuration file; it is under éhform of an xml
document, specifying the following elements:

* The URIs of the ontology models and the paths ¢étiitology rules root folder

* The addresses of the Bl Copilot DBs and the coarding connection parameters,
for the DB2OWL translator

* The date/timestamp for which a configuration orlingawill be made (e.g. a self
healing is required on the date of 25 April 201A%130:00 hours). For an interval
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requirement, it equally specifies the ending daey.(optimization between the
25.05.2010 00:00:00 and 25.06.2010 00:00:00)

An example of an xml configuration file is showrldve:

the path of the other SPZ Solutions software
SPZPath
{) C:/Installed/spz/
the path of the input ontology
ontoln
1) F:/Projects,/BIOptim;/Ontology; CacheProtoEmpty.owl
the TDE storage path
tdbPath
, F:/Projects,/BIOptim,/Ontology/TDE,/CacheProtoEmpty
the ontology namespaces
ontoMamespace
) http://localhost/CacheProtoBC.owl
the path of the BI Optim application
appFath
£ F:/Projects/BIOptim/
the BI Copilot DEs credentials
sqlMachine
'_ 10.20.30.12
sqiDb
{) DEMD221_BIC
sqlldser
) vb_user
sqlPassword
£) admin
the number of steps in case of a self optimization scenario
rumberCfSteps
) 20
3 the current day ftime {or the start day time for a self optimization scenario)
'":_-- W Day
L4 20100522120000

Java Software Progran+ is the main module, which implements the different sub

modules of the software prototype. Among these axeh

A DB20OWL loadethat is in charge of loading the Bl Copilot DB#oithe ontology
models, with DSS architecture, configuration andfggenance parameters. The
loading is done with regards to the specified gpoadences of the DB — OWL
models.

A GUI for communication with all the elements of the AChatecture. The role of
the GUI is also to provide the manual manager fater Moreover it provides the
list of actions that are performed by the self @unfation, the list of diagnostics and
heals from self healing, and the evolution of partars with the self optimization.
The GUI permits the selection of the operation mddeere are several operation
modes depending on the usage purpose of Bl Self-Xequally permits the
configuration of the various parameters of ‘durim¥ecution, such as the active
ACMs.

ACM Runneris a module that simulates the chaining of the A®@Wdps for the
managed elements. It can be seen as the orchdstrateager which coordinates the
execution of the ‘little’ ACMs. As a part of the ACrunner we have th&CM
MAPE-K loop runner which is in charge of running a single loop forsiagle
managed element only.

Simulatoris a module in charge of simulating the DSS agtiit has several sub-
modules:
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o Time Simulator which basically changes the dates on the datehsase
machines so that it simulates daily intervals areigated

0 Periods Simulator ensures the difference between the day andig n
periods

0 Activity Simulator — in charge of executing operations on the data
warehouses, with the purpose of generating perfocsandicators (e.qg.
data reloading, cube recalculations, data quety)wadrks either with
predefined patterns or randomly.

The Java module is standalone, requires no installar additional elements. All the
required jar files are packed with the distributiaich includes:

*  The JDOM library for xml interface

* The TDB libraries (including Jena) for the ontoldgterface

* The SQLJDBC driver library for the Bl Copilot DBterface

» The default java libraries, including the swingdibies for GUI development

DSS Scripts (Essbase) contains the scripts for accessing the speddta warehouse
implementation (in our case Essbase). There aréypes of scripts:

» Configuration Modifier— permitting configuration parameters modification
Example The following script modifies the access mode &mel caches of an
Essbase cube with the passed parameters ($1-$5):

login ‘admin’ '‘password’ on 'localhost’;
alter database $1 set io_access_mode $2;
alter database $1 set index_cache_size $3;
alter database $1 set data_file_cache_size $4;
alter database $1 set data_cache_size $5;
logout;

* Query Runner scripts that run various operations on the datgehouses such that
human activity is simulated. It contains a pre-dedi pool of operation queries.
Example. A data retrieval query that returns all the praduaf type C, with all its
sub products, on the Market A, for the second swmed each existing year, is
shown below:

<Sym

<Supshare

<Column (Scenario, Year)
<CHILDREN Scenario
<IDESCENDANTS Qtr2
<Row (Product, Market, FY)
<IDESCENDANTS ProdC
<IDESCENDANTS MarketC
<CHILDREN FY
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8.3 Experimental environments

The experimental environments refer to the fullteahin which the experiments are
performed, from physical (machines, network etu.logjical aspects (data warehouse sizes,
user activity, SLA specifications etc.). We preseetveral aspects that we take into
consideration when we speak of an experimentarenwient, as follows:

e The hardware architecture—regarding the physical machines and their
specifications, such as CPU speed, RAM or disk cfpaThe hardware
architecture describes also the links that exidgtvéen these machines (local
networks, internet etc.) as well as any virtuakespntation of the physical servers
(e.g. Microsoft Hyper V or VMWare ESX).

* The logical software architecture concerns the software and communication
protocols that are installed on the hardware azchite, such as: data warehouse
architecture and configuration, operating syste®@§ load and performance,
network capacity etc. All the DSS architecture Is\feom the physical server level
down concern the logical software architecture.

» The user activity- be it normal user, developer or DSS expert, the astvity is
very important when performing an experiment. Ddéfg users have different
usage patterns (e.g. developers perform long testireries, normal users perform
small fast queries etc.).

* SLA/O s—the levels of service and objectives are equal plathe experimental
environment, and relate with the user activity. thk considerations regarding the
day/night data warehouse usage purpose or thewdathouse utilization periods
are taken into consideration as part of the expartal conditions.

* Performance— all aspects which indicate the performance, from tjuality of
service to the time needed for an expert to diagraosd ‘heal’ a DSS, are the
indicators of the experiment validity.

We have split the experimental environments ar® itwwo main categories: (i)
theoretical ‘laboratory’ environments and (ii) réalent’ environments. The considerations
presented above are valid for both, but their im@etations differ, as discussed in the
following.

8.3.1 Laboratory environments

A laboratory (or theoretical) environment is splgiecreated to maximize the
performance gain of the experiment. It is perfornygdus and it is ‘perfect’ without any
noise or interference. With the laboratory experitaewe are able to control and isolate
each module of the Bl Self-X prototype. This isesd&l, as before going into production
over real environments, the product must be testedral times for failures and bugs in the
theoretical environment. This assures the overality standard of our solutions, and also
provides the figures we can show our (future) ¢dien
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The hardware architecturas build on top of a single physical machine teaables

virtualization. This allows the simple reallocatiof resources, specifically CPU power,
RAM capacity and hard disk capacity, for each efvirtual machines (Figure 84):
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Figure 84 : Laboratory environment

The logical architecturancludes identical logical servers on each of tineial server.

Even if the resources allocated for each virtuavesediffer, the logical server remains the
same (e.g. Essbase version 9). The characteridtibe logical architecture are:

Each virtual server contains only one logical sertree version of the logical server
is the same

Each logical server contains the same number oSiphly applications, with the
applications being identical on all logical servers

On a logical server, each physical application roagtain a various number of
bases. The application base configuration is dagdit on the other logical servers.
Each base is the same, contains the same dataaridehsame structure. Therefore
the data warehouse structure is a suite of mirrodedtical applications (with
identical bases).

The parameter configuration of the bases differsickv allows us to isolate the
performance indicators with the parameters, withaking into account the actual
data.

The user activityis simulated via the simulator module presentatieeaAs there are
no real users, activity must be simulated. To #rat we have created pools of predefined
scripts aimed towards the generation of severdbpeance indicators, as follows.
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Retrieval / report generation time scriptswhich perform data retrieval operations
which are used to generate rapports: from simpleicfwtake under a second) to high
demanding (up to several minutes). Most of the QFReUslve around the 1 second value (as
observed from the real human activity). Figure B8ves the report distribution for the query
response time (under a good configuration):
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Figure 85 : Query response time distribution in abdoratory environment

Calculation times scripts-perform calculation operations such as sums oduamts.
The considerations from the retrieval time are galhethe same for calculation operations.
In the laboratory environment, we provide the sanm®ol of calculation queries which are
executed in the same manner every time (suchekatts are predictable).

Cube restructuration- demand re-computations of the aggregated data data
warehouses. Therefore it expresses as the timesddedreintegrate the new operational
data into the aggregated dimensions. Dependinghenrdésource allocation / parameter
configuration, this operation can vary greatly freaveral minutes to several hours.

Data load— performance is measured by the times requirddag data to the cubes
(e.g. from plain files). A base exports, clears egldads the data from the exported source.
As we have the same bases, the data files aredderfthe data load times differs on the
parameter configuration and especially on the CBWep.

SLA/Os — service levels are defined by our DSS experte Tact that this is a
theoretical environment allows a higher flexibilitffor instance, we can define different
service levels for each base, whereas in a realaement they are usually defined by
application or logical server. The service leveleggnents that we use concern solely the
utilization periods and utilization purposes.

We define the utilization periods manually depegdiom the test, as well as the
performance thresholds for each utilization peridtiey are specified in the ontology
model, by performance measure, by utilization meremd by managed element. The
c_Clandarclass and its properties assure their specificafl@ble 36 exemplifies a SLA,
often used with our experiments, for a single base.
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Table 36 : Base SLA specifications — Laboratory @omment

Base size | Performance measure| Non utilization pedo(s) | Utilization period (s)
2GB Retrieval 5 1

Calculation 50 5

Restructuration 1000 100

Data load 100 20

The utilization purposes (day/night cycle) are dated by changing the date and time
of the logical servers (the OS and the virtual eBr\such that we are not obliged to wait a
full day. This way, with the theoretical experimente reduce the day interval to up to 30
minutes (i.e. we can simulate 48 days/night cydlging a single day of theoretical testing).

Performance- the performance aspects relate to the definitiothefuser activity and
SLA/Os. This aspect is common to the two environmeas the followed performance
indicators are the same. The advantage of the d&drgrenvironment is that it allows the
isolation of specific indicators. This implies thae can perform the experiments for one
single performance indicator at a time (i.e. ordyadretrieval queries are launched to obtain
the query response time).

8.3.2 Real environments

Unlike the theoretical laboratory environmentsgal renvironment describes what we
face with our clients. A real environment is diffat in several ways, the most important
being that it is unpredictable (prone to constdra@nge). To point out the main differences,
we retake each of the environments aspects.

The hardware architectureis characterized by the existence of several physic
machines. The presence of virtual machines is ailgiby also, but not so often met with
our clients. The general component diagram of @&ntliphysical data warehouse
environment is shown in Figure 86.

The physical servers are now separated; each af ties with its own (unshared)
resources.

The logical architecture— each of the data warehouse architectures is speaifine
physical machine on which the logical server isathsd. There are logical servers that have
only one physical application and logical serveithwven as much as 30 applications. We
have even met servers with more than 200 Essbdms.clihe characteristics of the logical
architecture are:

» The version of the logical servers may vary onetéht machines (even though if it
is not a usual case)

» The number of physical applications and their cttaréstics (size, number of bases
etc.) vary for each logical server

» Each base is different, in data and size, as trepart of specific applications (e.g.
Budget, Accounting etc.). Normally, a duplicategédavill never be found in a real
data warehouse architecture (unless specificajpyesssed by the requirements).
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* The parameter configuration for each base, appmitcat logical server are likely to
differ and to reflect the level of usage and thpested performances (SLAS)
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Figure 86 : Real environment hardware architecture

The user activityin real environments is generated by the real userd proves to be
quite unpredictable. As the DSS experts saying,gges me what | want so | can tell you
what | really want, the data retrieval operationsparticular explode exponentially. We
identify the three types of user activity specifw the: (i) normal user, (i) system
administrator and (iii) developer or DSS expertriNal user queries usually revolve around
the 1 s threshold, as also specified in the thisatetnvironment, where as administration
gueries can even last for tens of minutes (e.gctap all the cube data). Moreover, looking
again over the four types of activity, most of th€96,4 %) is generated by data retrieval
queries. Figure 87 indicates the distribution @& tiser activity per type of activity over a
one month period for a real Essbase logical server.
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Figure 87 : Logical server activity distribution @r a one month period

Restitution —that directly concerns the query response timesileg to the theoretical
environment, or the link that is the other way awdhumost of the user activity is done by
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normal users requiring ‘small’ reports. The disitibn of the response time query activity is
shown in the diagram below for one logical serugiirdy a period of one week:
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Figure 88 : Query response time distribution in aal environment

Calculation activity— Table 38 shows an example of the average célmulimes in
rapport with the cube sizes (for CALC_ALL operasor full cube recalculation). In
comparison with the restitution times, the numifesatculation queries is very small.

Table 37 : Average calculation time related withetlvase size for base for

CALC_ALL
Cube size (GB) | Average calculation time (m)
15 33.3
2 14.6
0.149 0.8

Restructuration time- restructuration operations are second in thigigcthart (3,2%
of the total number of operations). They are infleed by several parameters such as: CPU
power, RAM memory, base size, cache and blocksahge etc. We retake the table above
and show the average restructuration times in ladiva with the base size, along with the
data load times (Table 38).

Data load- in real environments data load occurs rarelyy(0rll% of the operations)
and most of times never during several months.oRegnce over data load operations is the
less important.

Table 38 : Average restructuration and data loadchis with base size

Cube size (GB) | Average restructuration time (s) | Auage data load time(s)
15 2289.3 79
2 383.7 18
0.149 4.7 0.9

SLA/Os- for the service level specifications we remaihi@ same area of utilization
periods and purposes, as the elements don’t cHangethe theoretical environment. The
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agreements are specified by the client, and theigate the periods on which applications
are mostly used. Usually they are elaborated bicéb@pplication. The big difference is

that in real environments we don’t have SLAs elated for individual bases. A typical

client SLA example is: “I need the budget applioatio be optimal in the last two weeks of
September; outside this period it must only be aasjve”. This translates into: find the

optimal resource allocation when this applicatisnn the utilization period, while in the

non utilization period keep its configuration ag thninimum required.

Performance— Performance considerations change for the redat@ments due to
unpredictability. For instance, the days when dgwets have high activity on the cubes
greatly affect the performances of the normal us@ige main differences form the
‘laboratory’ environments are:

* Uncontrolled user activity — i.e. developer actiomer the data warehouses,
administration actions, users reporting explosion

» External factors — such as changes of the physingironment (change of the
RAM, disk etc.) or change in the environment cdodi (e.g. OS freezes, network
or power failures etc.)

* Uncontrolled parameter reconfiguration — expertsrirene on the data warehouse
parameters, even several times per day if necessgrg can impact the
performances greatly.

* Noise — the real environment performances presdrigleer noise level than the
theoretical environments. The causes are multiilen CPU fluctuations to
network lags.

8.4 Conducted experiments and results

The conducted experiments and the results we haw@ned with Bl Self-X are
divided according to the AC principles and the esponding modules: self-: configuration,
healing and optimization.

8.4.1 Self configuration

The self configuration experiments concern the gyostuction configurations of data
warehouses. Before a new data warehouse is putpnouction, a preliminary phase is
required as to establish its starting configurafjoarameters, allocated resources etc.). The
Bl Self-X Self Configuration module has the objeetiof finding a good (if not optimal)
starting configuration, by using the best practicemalized in the knowledge base.

The theoretical and real environments are not s¢gawith this experiment. They are
similar because the concerned phase is pre-pradudievelopment), which allows a high
flexibility. The methodology is to try several datarehouse configurations and choose the
one with the best performance levels. The testedfigurations include: the
minimum/maximum resource configurations, random figomations, often met
configurations and, of course, the Bl Self-X coofigtions. With each of them, we
performed the same series of tests to observeeitiermance.
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The managed elements affected by the configuratomsisually low level in the DSS
hierarchy (most of the configuration is done atebdsvel). The experiment we have
conducted included the following:

» A physical server machine which was to host therfuproduction data warehouses
(8 GB of RAM, 2 TB hard disk, Intel quad core presers)
* An Essbase logical server (version 9), containiGgphysical applications and 38
bases.
* The interesting configuration parameters are(byagad element type)
0 Base
= Storage Mode: aggregation or block
= Caches: Index, Data and Data File
= Access mode: Direct or Buffered
= Block size value
0 Application:
= Hard disk space
o0 Logical server
=  RAM Memory allocated
* The Essbase readme documents and the expert’s éagevabout the initial setup
of the data warehouses (including best practicds@ommendations).

The graph from Figure 89 shows how the averageyquesponse time changes with
the different data warehouse cache allocations,eurtbe same (simulated) activity
conditions.
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Figure 89 : Average QRT variation with different cae configurations

We have performed an activity simulation equivakena one day period and tested it
over six different configurations. On the left veat axis we have the allocated cache values
and on the right axis the average query respons fiir the data retrieval operations. The
six configurations correspond to:
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* C1 - the minimaWorking cache configuration, following Oracle sg®etions (the
Essbase v9 Manual). The minimal configuration atsoresponds to the default
cache configuration.

* (C2 - arandontonfiguration, generated in a random manner, betwee minimum
and the maximum configurations. Here the random fedsrned a low cache
allocation. It was introduced in the experimentaasomparison point, but cannot
prove to be a good reference due to its own sfdtarmlomness’.

» C3 -the oftemet configuration. This was established by our espghen asked to
give a configuration for the data warehouse.

* C4 — the best practices (business rulebj)ained by taking into account the best
practices and pieces of advice. This is the firsppsed configuration by the Self
Configuration module. It takes into account therenr environment and resource
conditions, and, based on the knowledge base ritilesmputes the corresponding
parameter values.

* C5 - the autonomic computing improved best prastigghe result of the second
state of the Self Configuration module. The valalsobtained starting from the C4
configuration, and trying to find a better combioat(heuristically) around it. We
label this configuration also as a result of théf Sgtimization module, because it
is obtained after a succession of several optimizatttempts, specifically five.

* C6 — the maximatonfiguration, where caches are set at their maxinvalues.
These values are either specified by the Essbaserdmtation (e.g. equal to the
sizes of the bases) or limited by the availableusses. We note that in our case the
maximum configuration is not possible because theme only 8GB of RAM
installed on the physical server (the performanas wbtained on a 16GB server for
comparison purposes).

As cache allocations increase, from 456 MB in CI75@4 MB in C4, the average
response time decreases almost 9 times (from 4% 2ltseconds). We observe that between
the often met configuration and the first Bl SelfS¢lf Configuration proposition there is
almost 150% response time gain (from 13.4 to Scérsds). Even in its first state, with the
best practice rules taken into consideration, Bf-®eoffers a 148% performance gain
More interesting is the passage from C4 to C5. Bwih a 12% decrease of the used
memory(from 7524 MB to 6688 MB), the average QRT has aatian smaller than 10%
(of 0.5 seconds). C5 brings further the efficien€yhe initial Bl Self-X configuration, with
self optimization, by providing a very good configtion / performance ratio (the best out
of the 6). C6 obviously will provide the best respe times (with the maximization of the
cache allocations), but is not possible with theteay, as the available RAM is limited to 8
GB.

The experiment has shown that starting configunatfor new data warehouses can be
substantially improved (up to 9 times if the defagbnfigurations are used). Many
companies use the default configurations (C1)Heirtdata warehouses and then they spend
time and money on interventions from the DSS esperteconfigure their systems. Others,
demand this configuration in pre-production (C3hish is the case for most of our clients.
With the usage of Bl Self-X the C3 configuratiorcomes C4 or even C5 if optimization is
applied.
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Note We remind that the self configuration experimeomcerned the pre-production
stage of the data warehouse. The objective waadpif not the ‘best’, a very good starting
configuration. Accordingly, the followed performandndicators were purely technical
(without the consideration of the SLAs and the iserlevels).

8.4.2 Self healing

Self healing has two components: (i) the diagngstiase, when anything that may be
wrong with the DSS is identified, and (ii) the hegl phase, where the diagnostics are
solved by healing actions (the link between th@uitstic and heals). We consider that the
hardest part is the identification of diagnostas healing is a matter of applying a series of
specific actions in the specified order. Therefave, present the results we have obtained
with the self healing module in the light of seifghostic.

As we have seen, the main objective of the selfrabatic is to reduce the time spent
by a human expert doing the same job. This impdiessequently the reduction of the
financial cost and ‘healing’ time when problems wcand also a higher accuracy in the
diagnostic. Our experiments focus in this exactalion. We first show the temporal gain
obtained by using BI Self-X with self diagnostiésy, then to greater argument this gain by
introducing the financial aspect into the balanodHe real environments experiment).

%8.4.2.1 Theoretical environment

The theoretical environment for the self diagnostiodule allows to individually
isolate each diagnostic and to validate each aisalyke. Whenever a new diagnostic or rule
is introduced in the system, the theoretical emvitent permits its proper integration. The
theoretical experiment was run under several stageghich the purpose was to see the
differences in the time required by the human espter pose the diagnostic and the time
taken by Bl Self-X. We must note that the expertuged’ for our tests was also at the base
of the ontology diagnostics rule elaboration, ddte existent diagnostics are supposed to
be known to him, thus he should be able to idemti§m.

The set up physical environment contains:

* A single physical machine with virtualization suppo

e One virtual machine installed with a Windows 20@3ver OS, SRV_PHYS
» Asingle Essbase logical server, SRV_LOG

» Two psychical applications, APP_1 and APP_2

» APP_1 contains 6 data identical Essbase bases, BASE16

» APP_2 contains 2 data identical Essbase bases, BASE?

» Parameters for each base and applications arefisgecihe performed experiment
and are presented accordingly

The first performed experiment was with a single diagnastich referred to the base
data block size dimensions. The rule that was \ia@lb was:An optimal data block size
should be between 2 and 100 KO, for BSO baBhs.rest of the DSS parameters were
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configured in such matter that this was the onlgbpgmatic diagnostic. Specifically we
have configured two bases, BASE_11 and BASE_22 avitata block size of 500 KO.

Given the system, we asked our expert to identiey gingle problem with the data
warehouses. He was given accessed to the DSS anpraxdded access to Bl Copilot DBs
over system configuration. In addition, he was gpadly told that only one configuration
problem exists. This was the simplest of possiefts, and the expert took 4 minutes to
identify the problem and the two bases. In ordeidémtify it the expert had to go through
each configuration report for each base, applinasind the logical server. The Bl Self-X
self diagnostic module took 4 seconds to identifgrid the time was due to the data load
into the ontology from the Bl Copilot DB$he temporal gain is substantial: 1 to 60, the Bl
Self-X system has given the information 60 timetefahan the expert, on the simplest
diagnostic experimentVe also define the accuracy rate of the expergdas the number
of diagnostics identified in rapport with Bl Self-¢ this case it is 1, as only one problem
existed).

The secondexperiment was to test the efficiency over thérerstet of diagnostic rules.
We have configured the data warehouses in suchnmendhat the maximum of possible
bad problems appear (or how a data warehouse coafign should NOT be). There are 19
total different diagnostics: 13 non-critical configtion problems (the data warehouses
work but are not optimized) and 6 critical probleftie data warehouse don’t work).

Given the environment, we asked the expert to iffetihe maximum number of
possible problems. He was again given the Bl Copépport support, but was not specified
the total number of existent diagnostics. Afteramalysis that took 10 minutes, the expert
was able to identify 17 of the 19 diagnostics. Bi&elf-X took 6 secondshere is a 100
to 1 gain in the analysis time, this time with arcwaracy of 89,4%All though the time
needed for the expert to identify the diagnostiesrdased in rapport with the number of
existent problems, the accuracy decreased as fiextexas not able to identify the whole
19 diagnostics (which him self helped elaborate).

Figure 90 shows the results for the two tests, Withtemporal gain and the accuracy
over the two vertical axes, and the test conditiartbe horizontal one.

Even if the accuracy dropped in the second case, himan expert identified
successfully the 6 critical diagnostics, and, madeedback with a new diagnostics which
was not present in the knowledge base (and wasvaftgs integrated). This proves that the
system doesn’t replace the human expert, but inggrand helps him with his work.
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Figure 90 : Diagnostics elapsed time and human acacy comparison

%8.4.2.2 Real environment

The real environment is taken from our clients, #rd time the objective was to see
thegain in time and moneyf Bl Self-X. In real situations, the client agke intervention of
the human expert if problems occur, therefore timadn expert is in charge of fixing them.
Healing implies that (i) a full diagnostic is pemnited or a diagnostic related to the problems
indicated by the client and (ii) any possible caokéhe problems must be fixed such that
the problem doesn’t occur anymore. The role ofBh8elf-X self healing module is to help
the expert with the first phase, identificationtibé causes of problems and of the possible
healing actions. This implies a gain in the expetithe and consequently a decrease in the
financial cost supported by the client.

The experiment was done with one of our clientgr dlee following environment:

» Three physical servers, each with a different posegracity (RAM, CPU and hard
disk).

* The installed OS: one Windows Server 2000 and tvioddivs Server 2003

» Each physical server had one logical Essbase sélleéhe logical servers had the
same major version (Essbase version 9)

» A total of 43 physical applications and 200 Essbasases belonging to these
applications, on all of the 3 logical servers

* Each individual base had its own parameters

Our human expert was called by the client indigatihat there are extremely low
response times when generating reports over the wWatehouse ensemble. The client
wasn't able to specify exactly which logical serwexrs generating these problems and asked
for a problem resolution.

From the point of view of the client expenses, fihancial cost for the operation was
established at today’s market average: 1500 EU&y/ plus accommodation (if the case)
fees and the time lost on getting to the locatiodexed with the expert's hourly salary).
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Our expert estimated that he required a full dapdtve the problems. He had to drive
500km to the client s location, thus there was aleme night accommodation fee. In total,
the client had to pay 2500 EUR for the interventiOm site, the expert spent 70% of his
time to diagnose the problems of and 30% to fixrth€rossing this with the financial cost,
1750 EUR were spent for the system diagnhostitereas only 750 were spent for the
‘healing’. If we consider nevertheless that the ekfhas to go on site for the healing
operations (fixed cost), theystem diagnostic costs at least 1000 @B of the 1500
EUR daily price).

From the perspective of the client, his acces$¢oBI Self-X self diagnostic module
gains him at least 1000 EUR per intervention. lerage, from our experience, there are
about 15 intervention needs per year for a regtllant. For the client above, this means a
yearly gain of at least 15000 EUR. This sum is seha low, if we don'’t take into account
the availability time gain Quantifying financially the availability time ia hard and
subjective task. One possibility is to take the bamof different users accessing the data
warehouses in the non available interval (hourd)raaltiply it by the average hourly wage
of these users. For example, for a 5 hours norladoifiy, with 50 different users, with an
average wage of 20 EUR / hour, the cost is 5000 HbBur example, we consider the70%
of the 8 hours spent by the expert, thus 5.6 hd860 EUR for each intervention day.
Multiplied by the number of intervention days, taeailability time gainis 84000 EUR.
Adding up, there is a total hypothetical gain ehast100.000 per yeafor the client.

From the perspective of the expert, there are positive and negative effects. The
negative concerns the fact that Bl Self-X will @@ a good part of his work, thus will
reduce his gains (instead of 1500 EUR he will otdite 450 EUR for the ‘healing’).
Nevertheless, from the positive perspective theedxpas an invaluable 100% accuracy tool
that permits him the identification of the diagnostin less than 1 minute. This gains him
substantial time, allowing him to perform more @gms in the same amount of time (i.e.
over one month period). In addition, the commeraigbact of an autonomic diagnostic
module ‘excites’ the client and provides betteribess opportunities. Table 39 sums up the
figures presented earlier:

Table 39 : Diagnostic expert time and client cosingparison for one year period

Intervention cost | Non availability cost | Total
(EUR) (EUR) (EUR)
Initial 37500 120000 15750(
With BI Self-X Self Healing | 22500 36000 58500
module
Yearly potential gain 15000 84000 99000

This experiment shows that the two entities (humachine) work together to faster
solve the problems. The MAPE-K loop is assured by software module (for the
monitoring and analysis), and the planning and eti@c is assured by the expert himself.
Evidently, some of the actins that are taken camipemented directly in the loop, such
that the expert only decides upon the modificatitha will be performed, based on the
‘healing’ list proposed from the diagnostics. Thesluces even further his time, and relates
to the second aspect of self healing (action exaautOur future experiments will take this
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into consideration too. Nevertheless, the objecisvassured: the work time of the expert
and the client costs are greatly reduced.

8.4.3 Self optimization

The self optimization experiments were conducteth whe purpose of showing how
the BI Self-X — Self Optimization module can impeothe performance and service levels
with existing production data warehouse impleméonat The key word here is:
‘production’. This means that the data warehoushitacture is deployed and data changes
each day. Without a dynamic system that adjustgpttrameters and resource allocations
accordingly, the system degrades.

First, as we remember, DSSs function in a discantis way. The day/night
discontinuity permits changing the parameters atahd of the day. The Bl Self-X Self
Optimization module changes each night the parasefahe data warehouses, accordingly
to the implemented heuristics. Unlike the previdws modules, this time the MAPE-K
loops are completely implemented by the managedexies ACMs, with the planning and
the execution phases.

Second, as specified in the discussion about dare@heuse performance, the most
important are service levels, not the raw techriiwdicators. The objective of the Bl Self-X
Self Optimization module is to increase the quadityervice offered to the user. Under the
conditions of defining SLAs with regards to thelipéition periods of data warehouses, we
understand that we may have different QoS in differutilization periods, for different
users and activities, and for different purposes.

For example, Figure 91 shows the difference betwberraw performances of a data
warehouse (specifically an Essbase application)taedoS computed for three different
criteria (and their combination). We assume theesdata warehouse configuration is used
over a 20 day period. This implies that the techinjgerformance indicator (the query
response time) is constantly the same throughasitpétriod. However, during the 20 day
interval, some days are more important than othdugng which the data warehouse is
considered critical. Therefore, the quality of segyerformance indicator and the levels of
service perceived by the users are different duthgse days (even though technical
performance is identical).

The purpose of the graph is to point out that uperseive differently an identical
technical performance indicator, in rapport witkitmeeds and expectations. For instance,
having a 5 second QRT on an archive rarely useticatipn is not that bad as having a 5
second QRT on a production constantly used apjital his is translated with the usage
of SLAs and SLOs, and by the specification of otiyectargeted values for each of the
performance measure, for each of the criteria. @ypmuting the QoS as the rapport between
the objective value and the actual value, diffexatiies are obtained indicating the different
levels of service corresponding to the specifie@ga (e.g. the light blue QoS curve).
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Figure 91 : Performance / QoS difference over a @8y period

The right vertical axis contains the raw perform@anadicator, QRT, which, as
reminded, is constant. The left vertical axis pnés@ combination of the quality of service
depending on three chosen criteria: (i) utilizatipariod, (i) user activity and (iii)
application type (and the three combined). Any @qg8al or greater than 1 implies a total
user satisfaction. On the horizontal axis we h&wee20 day period. Detailing over the three

QoS computation criteria, Table 40 exemplifies@T objectives for each of them:

Table 40 : Target QRT with QoS criteria example

Criteria QRT Obijective (s) | QRT Value (s) | QoS = Objetive /
Current value

Utilization period

High 1s 0.2

Low 5s 1
Application type

Production 0.5 5 0.1

Archive 10 2
User activity

100 queries 5s 1

1000 queries 1s 0.2

» The utilization periods- high utilization periods are specified betweerys6-10
and 14-20. During these periods, referring to #ngdt QRT table, the objective is 1
s. Similarly during low utilization periods the elfive is 5s. Consequently, users
perceive the 5s QRT value as unsatisfying durirghilgh utilization periods (QoS

= 0.2), while being completely satisfied during tbe ones (QoS = 1).

» The application typeescribes how important is an application to therubased on
its purpose. For instance heavily used productigplieations are more important
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than the archive applications. The type of the iappbn usually doesn’t change
with time, therefore its importance from this poaftview is always the same. In
the presented graph, the data warehouse corresporaproduction application,
therefore with very high expectations (0.5s). Tfaes the 5s QRT value is very
unsatisfying to the users, reflected by a very @5 (0.1).

* The user activitynfluences the perceived user performance prapualiy with the
‘size’ of the activity. An application with a lotf activity (i.e. a high number of
retrieval queries) is more important than an appilim with low or unexistant
activity. The interval unit of activity is estaldied to 1 day, and based on the
number of queries executed during the day usersepyer QRT as more or less
critical. Objective QRTs scale (non linear), fomexle for 1000 queries being 1s.
In our graph, the activity peaks correspond to utikzation periods (the highest
during days 8-10 and 14-17). During the 20, we hawasidered a constant
variation of the activity for each day, thus thé\aty curve changes a lot.

 The combined Qo% the final user satisfaction indicator, computexia scaled
average of the three QoS indicators presentedeeafls we have seen from the
performance measure section, each of the comp&ig)plays a role in the final
user satisfaction, translated by a scale factowd®n O and 1. In our case, the
utilization periods contributed with a scale faadb0.5, the user activity 0.4 and the
application type 0.1. This indicates that utilipatiperiods play the most important
role with the user satisfaction. The activity oé thiser has a smaller impact, but still
important, while the application has the smallegtuence. Combining the three
curves, we obtain the combined QoS curve. It regd® the initial premise: that
QoS may vary strongly under the same configuragehhical performance
conditions.

There are two objectives for the Bl Self-X Self @ptation module. The first is one is
to allow data warehouse systems to change theifigtoation parameters while in
production. As we remember, the big problem withadaarehouse systems is that they
don’t adapt accordingly with the changes in thede sdata and usage conditions. Bl Self-X
reconfigures them in an automated mannetakyng into account the SLAs and Sl.@s
condition without which managing a DSS efficierilynot possible.

The second objective is to argument the fact thapraoving technical raw
performances only can be a vital mistake, forrtpact with the service levels is not direct.

Note.In any of the two objectives, we have to keep indhithat what we propose, both
technical and service oriented, is a novelty wiBl®management. To this point, there is no
equivalent of the self optimization module, thusréhis no well documented optimization
(only small ‘hacking’ scripts developed locally B\ES experts). Monitoring DSS activity
and integration of the SLAs are some of the noveléynent introduced by SP2 and used by
this thesis. Therefore, the self optimization ressabntain three dimensions: the situation of
yesterday (and of today for many of our hopefullyufe clients) without the solutions of
SP2, the situation of today with the BI Copilot pag, and the situation of tomorrow, based
on Bl Copilot with Bl Self-X.
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%8.4.3.1 Theoretical environment

The theoretical environment, in the case of thé Sptimization module, provides a
great advantage over the production environmenentially fatal changes don't affect the
production process. The self configuration and Ise#fling module concerned either the pre-
production process or the production process watitrolled changes (by the DSS expert).
The self optimization module first performs the mpas and then looks what happens
during the next cycle. This can raise dangerousasdgns where a bad configuration can
drastically affect the performances and even retftedata warehouses useless. It is more
or less like saying: “Shoot first, and then ask tjuestions”. The theoretical environment
allows us to refine the heuristics and to adjustdtitical thresholds.

We present two experiments, aimed at the two dpdcibbjectives of the self
optimization module. The theoretical environmensimilar to the previous one used in the
other modules. It is described by:

* A physical server equivalent — which is a virtuaahine such that we control the
CPU, RAM and disk capacities. This would allow agtay on the three important
external parameters. These there are modified nigntiaus are not part of the
MAPE-K loops. Among the three, the most interestindhe RAM capacity, for
which we have allocated 8 GB.

* One Essbase logical server (v9), which has 7.5 G&llocated RAM memory, as
500 MB were reserved for the OS (a Windows 20038e5P2)

 Two applications, one with two Essbase cubes aadother with six cubes. The
bases are identical in data and size, but diffdraw they are configured. The size
of the bases is 2000 MB each, with an index siz8@00MMB and a data file size of
1700 MB.

The theoretical environment enables us to speb#ySLA/SLOs per base. Taking into
account the four different types of activity traaspd to performance indicators, an example
of SLOs for a single base that we used for the iaxjgat is shown in Table 41

Table 41 : Base SLO example with performance ovélization periods

Performance indicator (time) | SLO in utilization period (s) | SLO outside utilization
period (s)

Response 1s 5s

Calculation 5s 25s

Restructuration 100s 1000s

Data load 20 200s

This kind of table is specified for each the 8 Isashlternatively, the table can be
specified at a superior level (e.g. applicationyl @l the elements underneath inherit the
SLOs.

As this is a theoretical environment, we retake dbsvity simulator to perform the
four activity operations. As we remember, theraipercentage distribution for the four
operation types, specifically: retrieval — 80%,ccddition — 6.67%, restructuration — 10%,
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data load — 3.33%. This helps us compute an oveelinical performance indicator as a
scaled average of the four, expressed as:

0.8 * Ret + 0.067 * Calc + 0.1 = Restr + 0.033 * Datal
4

OverallPer fiochnical =

Consequently, the overall QoS is computed in thmesaanner. The scaled factors
remain the same, whereas the four individual Qd8egaare computed based on the SLA
utilization periods. Several parameters influenceatly the performances; the parameters
that we used in the experiment are divided betwaanually modified and autonomic
modified. The manually modified parameters are‘éxéernal’ linked to the characteristics
of the physical server, mainly:

* The available RAM- which we can change only manually by modifying virtual
machine RAM allocation

e The allocated RAM- the amount of memory (from the available RAMpedted to
the logical server (Essbase).

* Number of allocated CPUs for the physical server and for the logical seifeeg.
the physical server may dispose of 4 CPUs, butdsgsbses only 2).

The autonomic parameters are changed directly théhMAPE-K ACM loops. They
are ‘internal’ parameters, for the logical served ¢hey relate to:

» Storage mode- specific to an application (thus to all the Isasentained by the
application), either block storage mode (BSO) agragation storage mode (ASO).
The choice of the storage mode influences somieeobther parameters.

e Cache valuesfer BSO, the three values of the Index, Data anth[Bde cache, for
each Essbase base. For the ASO mode, the valhe ¢SO Cache, specified also
per base.

» Block Size the size of each data block, specific to each Essbabe for the BSO
mode only.

* Fragmentation Ratio the level of disk fragmentation, specific for edoase, which
can be controlled by launching periodical automdéfragmentation.

* Access mode specific to an application (and all the bases d¢oath; it can be
either Buffered or Direct I/0. The buffered accessle uses a memory buffer (thus
consumes more memory) with increased performarntks. direct 1/O accesses
directly the hard disk, thus relies on a good fragtation of data.

8.4.3.1.1 First conducted experiment

The first conducted experiment, with the environtrayove, shows how the Bl Self-X
Self Optimziation module offers a constant adaptatf the data warehouse configuration
parameters. We don't take into account the SLAsl anly aim at improving the raw
technical performances.

Figure 92 shows how optimization of caches infleanthe average QRT for two data
warehouses over a 15 day period. The objectivdh@fgraph is to show that by recurrent
operations, the system reaches a balance staie obhfiguration and performance.
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Figure 92 : Data warehouse technical performancepnovement with Bl Self-X Self
Optimization

Without the BI Self-X module, the configurations wid have not changed. The two
data warehouses would have occupied 7000 MB of Rk performances would have
degraded as new data is added periodically. Thigrwation/performance ratio from day 0
would have been practically the same for the l4sdayith an eventual degradation in
performance). On the other hand, with the adoptiotihe self optimization module and the
heuristics for self improvement and resource realion, the graph shows that better
resource / performance ratios can be obtained.

Referring back to the self management heuristitsthis particular experiment, the
individual heuristic ran each day, while the readition triggered once each 5 days. This
means that data warehouses decrease each dayhie¢Q@RT ratio by gradually decreasing
the values of their caches, while keeping a cett@mel of performance. Moreover, once
each 5 days a reallocation of the freed memoryisedetween the two data warehouses
depending on the individuals QRTs and their demmaform the average QRT. As we only
have 2 data warehouses, at each reallocation dhkawe a high performance level and the
other a low one.

In the first 4 days, the occupied cache decreasebdth of the data warehouses, as
only the individual heuristic is running. QRTs witWW1 are only slightly affected by the
cache decrease from 5550 to 2429.1 MB (there im@ease of about 10%). This implies
that DW1 had too much unnecessary memory for thes The same consideration is valid
for DW2, as reducing its caches by almost half, @®T only slightly increases. So, the
evolution from the first four days indicates thattbdata warehouses had cache memory to
spare.

Day 5 is the first day in which reallocations arad®e, therefore the freed memory from
the first four days is allocated to the needingadatirrehouse (here DW2). Once the
reallocation is made, there is an important perforoe boost for DW2 (almost 90%), where
as DW1 has a sudden drop of performance due téothéow cache allocation (the peak
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corresponding to 1681.7 MB). The performance b@&aAf2 indicates the fact that a high
infusion of cache memory was needed in order taxatab to the performance levels of
DW1. Moreover, as the drop of caches from DW1 wassignificant, DW1 switches places
(from the performance point of view) with DW2, blosving a doubled QRT (which is
unacceptable).

Starting from day 5, the self optimization contiaue revolve around the same point,
with attempts to further improve DW1 and DW?2. Tliads to some recurrent peaks when
cache changes are not acceptable. Day 7 offefseteparameter/performance ratio, which
translates int@ gain of 70% of the used resources and almost 1fad%he performance
Referring to the recurrent peaks, the way the beosi are described doesn’'t implement an
attenuation mechanism. Once a balance point has fleaehed, the heuristics will further
attempt improvement. In the case above, each timmes¢lf improvement heuristic tries to
decrease the cache value for DW1 right before &ecaeallocation, performance drops
greatly and the configuration is restored to thevimus one. The self improvement heuristic
enters an infinite loop as long as the utilizatiantivity and data doesn’t change.
Nevertheless, this scenario is very unlikely wigalrapplications, as user activity and data
change all the time, therefore the same environmheaanditions will most likely never
happen.

Comparison point

In order to show how the Bl Self-X Self Configumati module positions itself we
present in Figure 93 a comparison between (i) ésalts presented above with the adoption
of the BI Self-X module, (ii) random configuratioagd (iii) the state without the usage of
the BI Self-X module or any other module. As thenparison between the with and without
Bl Self-X is demanded, we introduced the random manson point to show that acting
upon the configurations without knowledge of thesteyn can prove ‘devastating’ for
performance.

The comparison point is a ratio between the cacttke the average response time,
computed as:

1
Ratio = Scale Fact
atto Total Cache Value * Avg QRT " ocate Factor

As the optimization aims at lowering the cache trelaverage QRT values, a higher
ratio indicates a better situation. Consequently,nstice on the Bl Self-X curve that the
maximum ratio values correspond to the ‘best’ aunfation day shown earlier: day 7.
Moreover, the days during which we had the perforceadrops correspond to the ratio
drops (days 5, 9, 13).

Comparing the Bl Self-X curve with the situation evld no action is taken for
optimization, there is a clear improvement. Theygnarve decreases slightly but constantly,
as more data is added to the data warehouses.eAsatthe configuration doesn’t change,
performances degrade slowly. Compared to the gesfilBl Self-X, the ratio is improved
more than twice. The random curve offers both be#sults (day 5) and very low ratios
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(days 9, 13 etc.). It proves that it is not a ahblternative, even compared to the grey
curve.
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Figure 93 :Self-Optimization cache/QRT ratio compson for theoretical
environments

The objective of this first experiment is reachéée have shown that better technical
performance and configurations can be obtainedisteally and that data warehouse
management system should implement a constant onmgit/ improving feature.

8.4.3.1.2 Second conducted experiment

The second conducted experiment has the objectishdw that the key to an efficient
DSS is not the improvement of the technical perforoe but of the levels of service. We
wanted to show and to reinforce the fact that taking into account SLAs when trying to
optimize data warehouses can prove to be the pi@cnistake with DSS manageméhe
retake the conditions from the first experiment, tis time we take into account the SLA
activity periods and the target performance objestifor these periods. This way, the
heuristics will not search to improve the techniaiformance QRT but the QoS indicator
computed with regards to the specified SLAs Thaltesre shown in Figure 94.

On the left vertical axis we have the total allechtache, whereas on the right vertical
axis we have in red the average QRT and in greeratkrage QoS. The QoS indicator us
scaled such that it fits the same metrics as th&.Q®Re have done this shift of the QoS
curve to better show the ‘intersection’ between @eS and the performance and to
underline the fact that better performance doesettessarily imply higher QoS. On the
horizontal axis we have a period of 30 simulategsdavith the high utilization periods
between days 5-10 and 12-15. The simulation isénee used for the first experiment.
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Figure 94 : Query response time and QoS evolutioithveache allocations

This time, our experiment started with an initidhmnum cache configuration, where
we have a high average QRT and a small QoS. Eaclweary to improve the cache/QoS
ratio (with the individual self improvement heuii3tand each 5 days the reallocation
heuristic is triggered. This occurs on the daysesponding to the peaks of the QoS curve
(5,10,15,20). Towards the end of the month theesygiradually stabilizes with the cache
allocation, QoS and QRT. The ‘best’ found configiarais during day 13, the criteria being
the maximization of the QoS. The experiment reicdésragain the fact that good technical
performance doesn't necessarily mean a high @b8.highest Qo% obtained for day 13
with a correspondin@RT that is higher than the minimum obtained QRiis simple fact
shows our objective for data warehouse managenmengase of the levels of service.

Comparison point

Similar to the first experiment, we provide the garison point between (i) the BI
Self-X Self Optimization module configurations frdfigure 94, (ii) random configurations
and (iii) the configurations without any optimizati module. The three curves are shown in
Figure 95.

This time, the comparison point is the average @Rd its evolution over the 20 days.
The lower it is the better performances are. Bywshg the differences in QRT we
understand implicitly the differences in the Qo&tfee three cases.

In the case where no optimization module is usé@ @rey curve) we see that
performances degrade slowly but constantly, dughto increase in size of the data
warehouses. Compared to the Bl Self-X curve (r@d)have QRTs that are more than two
times smaller, starting from day 10 and with thefgrenance gap widening. Relating to the
random curve, most of the QRTs are higher then thattBI Self-X and the w/o Bl Self-X
curves. Similarly, the conclusion is that modifyipgrameters without knowledge of the
system leads lower performance.
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Figure 95 : Self-Optimization QRT comparison withL8 considerations

%8.4.3.2 Real environment

The theoretical experiments had the objective etiasg the two specified objectives
for the self optimization: the benefits of integngt a continuous monitoring and
optimization system with data warehouse and thgbpeance with data warehouses must
be indicated by the quality of service, dependimgtiee SLA/Os, and not by the raw
technical indicators. The results were shown orestraint perimeter with a few data
warehouses, configuration parameters and perforeniaigiicators.

For the real experiments, we have tested the martule client environment. The big
constraint was regarding the critical changes, ashave shown that the self optimization
works on the principle: act first and then seergmults. With the theoretical environment
critical points were not a concern, but with thalrproduction environments we cannot
afford any ‘diversions’. Therefore, the heuristicedification ratios and thresholds are
greatly reduced such that the change impacts opainameter modifications have smaller
impacts. This way, even if the QoS risks of headilgpping during certain days, it will not
reach 0. A QoS value of 0 implies that the systemoi longer working.

The real environment that was used for testingainst

» Arreal physical server dedicated to the storagbeflata warehouses. It disposes of
16GB of RAM, from which 500 MB are allocated forettDS (Windows 2003
Server SP2).

* One Essbase logical server (v9), which uses thefdése 15.5 GB of RAM.

» A big production application, containing 12 diffatdases, with a total files size of
100GB.

With the above configuration, we have run the BF-ZeSelf Optimization module for
a period of 20 days. During this period the adgfivitas assured by the users of the
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application, knowing that the utilization periodedo’t change. Although, this may seem
contrary to the statement of SLA use, even witltbet changing of the utilization period
there we have obtained notable improvement in resousage, technical performance and
guality of service. The following parameters araa@ned with the experiment:

* Configuration
o Total cache values: the sum of the three cachegxjrdata and data file)
used by the data warehouse
0 Block size: the block size for each base of theliegion. In this case it
was common for all the bases of the application
0 The access mode: again common for all the bas#isechpplication. It is
configurable only at application level.
» Performance
0 The retrieve time (QRT) for building rapports witle base data
0 The calculation time for the reallocation of thesdaimensions.
0 The quality of service (QoS), as a combination bé tperformance
indicators and the used system resources (the Rgdd)u

From the heuristics point of view, the behavior damilar to the theoretical
environment. The individual self optimization hetic runs daily, while the self
configuration reallocation heuristic applies onaelefive days. The two heuristics apply for
the cache configuration parameter, over all thredopmance indicators. As reminded, the
step and threshold are significantly reduced inmamson with the theoretical environment,
to prevent big performance drops. For this expeaninvee have used a step value of 0.04
with an acceptance performance drop of 0.02. Cporedingly, we have divided in half the
values from the theoretical environment.

We present the obtained results with the help wéis¢ graphs, organized by parameter
and followed objective, while reminding that theénpary objective is the improvement of
the QoS.

First, Figure 96 shows how performances (calculation ggtideval) are improved
while decreasing the cache usages. ConsequerglyQds increases as the two durations
and cache usages decrease.

We notice that cache values don’t change too msatestricted by the heuristics low
thresholds. The average QRT follows a somewhat taphspattern, with a slight
improvement in rapport with the initial value. Bet®n days 14 and 18 the cyclic behavior
seen in the theoretical environments occurs, as#iti@nce point has been reached. The
calculation time curve is similar to the QRT curbat with a better overall gain from the
cache modifications (from day 5 on). The cyclic &dbr is present equally, with the
mention that calculation impacts are more powetah retrieval impacts.

Nevertheless, the objective is achieved, as betggonse and calculation times are
obtained with fewer cache memory, thus the QoB\maved.
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Figure 96 : Self Optimization performance with caehk on a real environment

Second we choose another parameter, the block sizepmtral its influence on the
performance durations (Figure 97).
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Figure 97 : Self Optimization performance with blksizes on a real environment

There are five different modifications that are mddr the block size, with inverse
impact on the calculation and retrieval time. Ag thlock size doubles each day, the
retrieval time increases whereas the calculatiore tdecreases. Thus the impact on the
overall QoS is remains somewhat constant. Deperatintpe followed purpose, this could
change. For example, if the usage period is nighte(e only calculations are made), than
there is a big increase over the QoS.

Third, and last, we analyze the impact that the accesterhas on the performance
levels in Figure 98.

237



70,00
60,00
50,00
40,00
30,00 -
20,00 -
10,00 -
0,00 -

Duration (s)

Direct I/O Buffered

Access Mode

B Avg Retrieval Time M Avg Calculation Time

Figure 98 : Self Optimization performance with aceemode on a real environment

In this specific case, as the disks were very (45t000 RPM), the impact in the
retrieval time is basically negligible. Neverthaethe calculation time is strongly impacted
by the buffered mode due to the large quantityatéd

Comparison point

Once again, we show in Figure 99 the comparisomds the results obtained with (i)
the Bl Self-X module, (ii) random configurationsdafiii) without the usage of the Bl Self-
X module. We note that this time the differencesvieen the with and without BI Self-X
curves are much more smaller, as it is a productiovironment and change intervals
decrease drastically.
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Figure 99 : Self Optimization QoS comparison forra@al environment

We considered as comparison point the Quality ofi€e final indicator. The QoS was
computed starting from the results presented eabdiecombining the total used cache, the
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average retrieve time and the average calculaiioe.tThe used formula is described
below, whereSF stands fromScale Factor

_ 1
" CacheValué 05 * CacheSF+ AvgQRT* 0.3+ AvgCalc*0.2

QoS * GlobalSF

Comparing the red and grey curve, the QoS gairthi®rBl Self-X module is smaller
reported to the performance gain in the previoyeements. Moreover, during certain days
we even obtain slightly smaller QoS values (daysabdl 16). As mentioned, in real
environments permitted changes are much moregtestrio prevent system failures. Such a
failure was obtained in one of the random confitjare : day 11. Because of a bad access
mode / cache value combination, the calculationraimns didn't end, such that the
calculation time was considered infinite. Consediyethe QoS was equal to O.

Concluding the real experiment case, the objedsveeached by providing better
configuration/performance ratios for production ieowments. Even if the gains are smaller
than in theoretical environments, we have showrt tha using the Bl Self-X Self
Optimization module, enterprise scan further inseethe quality of the provided service of
their data warehouses.

8.5 BI Self-X approach interest

Summing up the experiments and results presentdreave discuss in this sub
section the impact he Bl Self-X has both with tledusons offered by SP2 and in the
context of the client.

SP2 Solutions interest

The initial BI- Copilot offered solution was deseghas a surveillance and reporting
tool. It basically performed the first step of thetonomic computing model: monitoring,
offering no ‘in house’ analysis (unless explicilydit operations demanded by the client
from our experts). Moreover the information andadgdthered by Bl Copilot referred to the
organization, configuration and performance of BI®S and the data warehouses only. No
additional meta-information was contained (suches practices, business rules etc.).

Bl Self-X brings two main new elements to Bl Copileirst, it a complete integration
model for all the knowledge involved in managingD&S, from configuration and
performance parameters (already present) to bestiges and policies implementations,
SLA adoption and QoS assessment (Bl Self-X). Th®logy semantic model allows the
integration and formalization of a much wider spact of information sources, from
readme technical documents to the experience d8&# experts themselves.

Second, Bl Self-X closes provides the self-manageroapabilities that impact the
DSS directly. By using a an entire series of ralesr the data monitored by Bl Copilot, it is
capable of autonomic diagnostics and even heabretilt basically closes the MAPE-K
loop offering a complete self-management solutibhis, as we have seen from the
experiments, leverages a good part of the expedi&, reduces his intervention times and
helps him to be more efficient.

239



Market / Client interest

From the market and client point of view, Bl Copieas a very innovative product, in
the sense where nobody before SP2 was performigiggated monitoring tasks over DSS
environments.

Therefore, from the client point of view, Bl Coiliifts his/her head from the ground,
whereas Bl Self-X helps him look up to see the aligve the trees. Nevertheless, from the
return over investment results, we have seen thaiguthe Bl Self-X Self Diagnostics
module greatly increases the availability time wildita warehouses, thus reducing client
loss and expenses. Metaphorically, Bl Copilot saysu are lost, | can show you the way’
whereas BY Optim addsNow that you know the way, | can fly you there

From the IT management market perspective, Bl Reiftrudes a new term as an
evolution of ITIL's CMDB, that is the:Configuration Management Knowledge Base
(CMKB). The CMKB indicates that management takes intoidenstion all the information
available, both data and meta-data and in addiafiers semantic and collaborative
capabilities. Developing over this concept is mdrbur future works, and we are convinced
that is the next fundamental step of system managenTherefore, this provides an
excellent continuity point for future works on thgbject of DSS management.

8.6 Conclusion

This chapter presented the experiments and thdtgese have obtained with our
approach. The first part provided a detailed dpton over the Bl Self-X software
prototype, including its three modules for confafion, healing and optimization. We have
shown how it can integrate with existing data warete systems, and how the different
components interconnect.

The second part focused on the description of tkperémental environments
(theoretical and real), their specifics, and hoerwtivity is distributed and simulated. For
the data warehouse implementation we have use@ridmde Hyperion Essbase Bl solution.

Finally, in the third part we have shown a serie®xperiments and results that we
have obtained for each of the three modules. Therarents have been made in each case
over a theoretical environment first, to test tiffectiveness, and then over a real ‘client’
environment to show the prototype capability andhaweor with higher charges and
unpredictable environments.

From the comparison point of view, we can asseastspiberforming the experiments was
fairly in our advantage, as so far up to this pdtire are was existent integrated solutions
for DSS management. Everything was performed manuabm monitor to analyze and
interventions over the data warehouses. A comparisonot into question, but being
pioneers in the domain offers this advantage (dsdddantage as we step on unexplored
ground).

Overall, the results have shown that it is alwagttdr to use a machine or software (Bl
Copilot) where possible over the human factor whishexpensive, much slower and
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potentially unreliable (which is fairly obvious).&have shown with our solutions from this
thesis that there is place for improvement, (Bf-Sebver the Bl Copilot suite). Moreover,
the results reinforce the advancement towards tata warehouse client satisfaction and

DSS progress.
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9 Conclusions and Perspectives

“In my end is my begging”

T.S. Elliot

9.1 Conclusions

This thesis combined three major research arejsmgnagement of Information
Systems, specificallyDecision Support System and Data Warehqug$i#s knowledge
formalization for managing a DSS via w8bmantic Webechnologies and Ontologies and
(iif) autonomic task management wiutonomic Computingrhese are the three pylons of
our work.

Decision Support Systems and Data Warehouses dféeumique and novel applicative
case. The state of the art allowed us to understhadsituation today, what the main
problematic points are and how our approach cap kelving some of them. From the
principle that you cannot manage what you don’tsnes, DSSs lack a proper assessment
of their environments. A parallel was constantlydmeetween the operational and the
decisional world as to see that the principles Wwhapply for the first (much better
referenced) have nothing to do with the second. Miost important aspect was the
objective of efficient data warehouses which isrifi@d by the levels of user satisfaction
and not by raw technical performance. From thifintey a series of service level indicators
which quantify this subjective aspect is shownh&sgreat challenge of DSS today. Service
Level Agreements and Service Level Objectives atirect part of these processes, and
should always be taken into consideration with D&®agement.

With Autonomic Computing we have approached the nmpioblem that it is
referenced with IT System management today: contglekhe ‘enemy’ of IT development
is IT development itself and the requirements famisautonomic and autonomic solutions
are on the order of day of any enterprise. To #id, IBM proposed the Autonomic
Computing adoption model. The objective is cleat arust not be mistaken with artificial
intelligence (even if they are related): to helpofbfessionals focus on higher level tasks by
leaving the low level tasks to autonomic computimgnagers. Technology and human work
together, it is not about replacing the human expet about helping him as he no longer
can face on his own the challenges of complexitgfeRing back to data warehouses,
adopting autonomic computing for the operationall @ecisional world are completely
different subjects. The idea was elaborated wighagperational in mind, so in order to apply
it for the decisional world we had to propose dartaodifications (i.e. specific heuristics
which take into account the DSS characteristicssamdgce levels).

The AC model has at its core knowledge bases. iShighere the web semantics and
ontologies were taken into consideration for madgthe information. As the development
of web towards the web 3.0 (semantic) is well efmgrguith recent years, using ontologies
with AC seemed a valid approach. The state of therasented some previous approaches
towards this ‘combination’ (few to count) but withportant results from our point of view,
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which were in addition the starting point of thiees$is. Moreover, ontologies have proven
themselves lately and begin to be a viable altermab the classical DBs. Information in the
new era is seen as knowledge and should thereforstdsed into knowledge bases. The
efforts of big industry players such as Oracle aréestimony to the utilization of the

ontology standards (such as RDF/OWL or SPARQL)cvhve consequently have adopted.

Contributions

Our main contributions come form the combinationtied three domains itself. We
wanted to offer a way of managing efficiently demis support systems, with all the
information and knowledge required (from wheretitie of the thesis).

A ontology model for DSS

With data warehouses and decision support systhmgentral contribution is a model
of the DSS environment. Up to this point, no one fadlowing the data warehouses, from
where the high rate of failure with their implematians. It was ‘cool’ to do it, offered clear
advantages but noone was following it. With the@ipilot solutions, this monitoring is
possible with the vision of an integrated CMDB. ey from this, in the thesis we have
proposed an ontology model of the DSS, with we hhivieled into three major parts: (i) the
architecture, (ii) the configuration and performariedicators, and the (iii) pieces of advice
and best practices for DSS management. These wemalized with OWL ontologies and
ontology rules, which in turn were integrated aowledge base for the autonomic
computing model.

A autonomic computing adoption model for DSS

Second, by implementing autonomic computing withSD®/e have challenged the
traditional ways in which AC works. The most img@ott aspect was the non continuity in
utilization of the data warehouses and the qualftgervice as the targeted performance
indicator. We have adopted two heuristics whichetékto consideration the utilization
periods (SLAs) and the QoS indicator, computed wébards to the SLAs. We have
reinforced the fact that the QoS is not the sanmndutilization periods and we have
proposed to compute the QoS as a scaled measuvedpetll the elements that form the
SLAs. To this end, we have implemented the firseehAC principles (self-configuration,
healing and optimization) with ACMs corresponding ¢ach entity from the DSS
architecture and to each AC purpose.

Experiments

The results we have presented with our approacke wisided into three parts, each
corresponding to one AC module: configuration, imgahnd optimization. In turn, each part
contained two types of results: the ones obtained theoretical environments, which we
build especially for testing the approach and theeso obtained over real (client)
environments which were used for validation.

» The self configuration experiments have shown ¢imarprises would benefit much
more if their initial configuration of the data wedwouses would take into
consideration all the best practices and piecesaaiice, specific for their

244



environment. Our approach benefits from the knogdetbase that contains this
information. The self configuration module affeth® pre-production systems, so
no real ‘danger’ of failure is present.

* Next, the Bl Self-X self healing module experimehts/e shown the gain in both
time and cost when performing diagnostics of dataelwouses and on problem
resolution. Whereas a DSS expert would take houmtags to find the problems
and the solutions, the self healing module wouldgmm the task in a matter of
minutes (for the diagnostic). Moreover, enterigsing the Bl Self-X self healing
module can save substantial amounts of money, wheh reduction of the
intervention costs and of the non availability pds.

* The last series of experiments were performed Her gelf optimization module,
which acted upon existing data warehouse configunsy following the rule: ‘shoot
first, ask the questions after’. This by itself ashigh risk, but embedding the
heuristics with very small thresholds allowed ustoid general failures or errors.
Even if sometimes drops in performance have beditew) the system would
achieve its goal of increasing the service levels the user satisfaction. We have
also proven that taking into account SLA/Os andresging QoS based on them is
much more important than looking at technical penfances when speaking of
optimization with data warehouses.

Returning to the aggregated view, the results wee habtained show two big
advancements with DSS management: (i) monitoring ititeresting information (Bl
Copilot) and (ii) usage of this information to capfre, diagnostic, heal and optimize the
DSS (Bl Self-X). To our knowledge, there is no grted solution today, neither in the
world of academics or industry that performs thesés.

9.2 Perspectives

Drawing the line is always hard, especially with eeging technologies. The
perspectives are strongly related to our continusask, beyond the elements that were
presented with this thesis. We present our persscifrom the research and the industrial
point of view, as we have the privilege of interactwith both worlds:

Ontology— web semantics develops constantly, and at thewilren this paragraph is
written some of the features presented for OWL BABQL may have already become
obsolete. This is a novel technology, and it isyardw that it begins to be implemented in
the industry more often. We consider that knowletgees are the future of information
systems for expressing knowledge. DBs are welleafged and highly used, but we see this
new technology catching up fast. We are currentiykimg on several projects that integrate
the two (DBs & OWL), in which we try to make usetb& benefits of the two technologies:
expressiveness and complexity of the ontologiel thi¢ storage and fastness of the DBs.

The DSS Model- with the advancement of the Bl Copilot CMDB solato the
ontology model for Bl Self-X has to evolve conseaaflye There is a continuous process of
improvement. This means more advanced -configurstiomore configuration and
performance indicators, an increased number of fesitices etc. Software evolves each
day, and if we want to be up to date, all new imfation must be integrated in the
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knowledge bases. Therefore, the DSS ontology mslu@illd follow the guidelines for any
ontology: it changes constantly and is the work abllaborative effort.

Autonomic Computingwe understand very well what are the ‘en jeux’ s tfor
future of IT and DSS. The ontology model provideswith all the information needed to
manage the system. Autonomic computing plays the gbthe executive, therefore from
this perspective our AC model evolves constantlghwthe ontology model. As new
diagnostics and problems occur, new actions ardaal@ Also, we begin to step in the
audit fields, as by watching the DSS audit expeattsvork, we are able to evolve the
autonomic tasks from their conclusions and actidie autonomic computing manager is
therefore in a constant learning phase, as we aothgtliment it with knowledge.

As we mentioned earlier, several projects are uradaboration and development,
based on the semantic technologies. An integradfoall the items (advice, best practices
and problems) that are mentioned in several soreasime documents, technical forums
etc.) is aimed with the SP2 Bl Knowledge moduleisTimakes use of both semantics
capabilities and DB support. Bl Knowledge uses lmgfies of which contain information
about types of software problems, types of possiolgons, software functionalities and
even a detailed software ontology that permitsidieatification of source, compatibility or
migration aspects. The DBs come into play oncdhalinformation from the ontology is
inferred, such that there is a fast access fafahe items. With the development of the Bl
software ontology, another project is part of autufe work. We aim at building a detailed
complete Bl Software ontology with the help of t@mmunity, and for this we work on the
TIMSys project. Its purpose is to allow users téirdetheir DSS configurations and access
them by a unique link, thus easing the task ofesysdpecifications.

The general perspectives for the development ofas&m technologies are bright.
Meta-data is everywhere and not integrating it \domlean missing the next step in the
evolution of the information systems. Maybe it vgliss another 20 years before ontologies
replace DBs, but this is a question we can’'t andatenow. The best we can do is see that
the two are beginning to work together and fusimmards the future of knowledge bases.
And, with them, the entire processes of IS managefoiows fast behind.
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Résumé:

Les travaux de cette thése combinent trois domaileesecherche : (i) la gestion des
Systemes d’Information Décisionnel (SID) et lesrepbts de données, (ii) la gestion
autonomique avec le Calcul Autonomique et (iiiptdgration des connaissances avec les
technologies sémantiques et les ontologies.

Dans la littérature, la plupart des travaux trditdes Systemes Opérationnels,
fondamentalement différent des SID. Les SID mantiderpratiques bien définies pour leur
gestion. Dans ce contexte, la thése adresse deabtépratiques: (i) l'intégration des
connaissances pour la gestion des SID a l'aideod&gogies et (ii) 'utilisation du Calcul
Autonomique en tenant compte des particularitésSdies

Les apports principaux de cette thése sont :([@b@ration d’'une ontologie qui modélise le
SID et sa gestion, comprenant donc : I'architectie® entrep6ts de données, les paramétres
et les performances subjectives (Qualité des SEs)i@insi que les conseils de gestion; (ii)
I'élaboration d’'un modéle de Calcul Autonomique mettant au SID d'assurer des
fonctions d’autogestion : configuration, diagnaséparation et optimisation, avec le but
d’améliorer les niveaux de service; (iii) le dé@mbement de l'approche Bl Self-X,
composée de trois modules, chacun chargé d'undidonde gestion CA. Les résultats
obtenus avec cette approche ont montré que lespeisis qui utilisent Bl Self-X pour la
gestion de leur SID ont des meilleures performanaesi qu'une baisse des codts et du
temps passé dans I'implémentation et la maintendedeurs entrepots de données.

Mots clés: Systéme d’Information Décisionnel, Entrep6t denbées, Ontologie, Calcul
Autonomique, Qualité de Service

Abstract:

This thesis combines three major research doméinthe management Decision Support
Systems (DSS) and Data Warehouses, (i) autonaasic tanagement using Autonomic
Computing and (iii) the transformation and modeliof knowledge by adopting Web
Semantic technologies and Ontologies.

In the literature, most of the references are domerds Operational Systems, which are
fundamentally different from DSSs. There is a lafkwell defined management best
practices for DSS. In this context the two mainuéssare addressed: (i) the integration of
the DSS management knowledge into a unified knogdedource with the help of
ontologies and (ii) the usage of the integratedwkadge base with the Autonomic
Computing model.

The principal contributions of the thesis aretli@ elaboration of an ontology model of the
DSS and its management policies, which includesitwtures, parameters, technical
performances, subjective performances (QoS), bestipes, known issues, service levels
(SLA/O); (ii) the elaboration of an autonomic cortipg adoption model that provides the
DSS with self management functions: configuratibealing and optimization, with the
main purpose of improving the levels of servicei) (ihe development of Bl Self-X,
composed of three modules each in charge of anefCranagement function. The results
obtained with this approach have proven that eris&p using Bl Self-X with their DSS
have increased performance and service levels wleibeeasing the costs and time in the
implementation and maintaining of their data waredes.

Keywords: Decision Support System, Data Warehouse, Ontolagyonomic Computing,
Service Level Agreements, Quality of Service



