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1Introduction

1.1 Context and motivation

In our daily life, we do social activities like chatting, buying, sending
letters, working, visiting friends, etc. These activities are achieved in our
society through physical, digital and human entities. For instance, if we
want to write and send a letter, we might type it and print it, we might use a
web application to indicate us the nearest mailbox then we might consult
another web application to provide us the schedule of the public transport
that will allow us to reach the mailbox.

Each entity in the previous system plays a role enabling us to achieve
this activity. Our PC and printer should enable us to write the letter and
print it. The public transport should enable us to reach the mailbox. The
web applications should enable us to retrieve the necessary information
about our travel. The persons who work in the postal service should send
the letter in a reliable way.

Besides the explicit entities we identify, there are some implicit ones
that play a role in the previous activity. For instance, the installed appli-
cations on our PC should work properly. Our Internet connection should
allow us to access the web applications. The information that we retrieve
from the web applications should be reliable. The providers of the phys-
ical and digital resources in the postal service should provide reliable re-
sources.

The simple previous example illustrates that under any activity we
achieve every day, there is a whole system we rely on and we trust, maybe
unconsciously, which enables us to perform our social activities.

If we transpose our social life into a digital life, we find out the same
structural aspects. Every day, digital activities like chatting, mailing, blog-
ging, buying online and sharing data are achieved through systems com-
posed of physical and digital resources e.g., servers, software components,
networks and PCs. These resources are provided and controlled by per-
sons (individuals or legal entities) we depend on to execute these activ-
ities. The set of these entities and the different relations between them
form a complex system for a specific activity. From this point of view, a
digital system can be considered as a small society we rely on and we trust
to perform our digital activities.

When users need to choose a system to perform a digital activity, they
face a lot of available options. To choose a system, they evaluate it con-
sidering many criteria: functionality, ease of use, QoS, economical aspects,
etc. Nowadays, trust is also a momentous aspect of choice.

1



2 Chapter 1. Introduction

From the previous, two main issues arise:

1. How to formalize the entities of a system and the relationships be-
tween them for a particular activity?

2. How to evaluate trust in a system as a whole for an activity, knowing
that a system composes several entities, which can be persons, digital
and physical resources?

These points embody the main focus of this thesis. We argue that studying
trust in the separate entities that compose a system does not give a picture
of how trustworthy a system is as a whole. The trust in a system depends
on its architecture, more precisely, on the way the implicit and explicit
entities the users depend on to do their activities, are organized. Thus,
the challenge in evaluating trust in a system is firstly, to model the system
architecture for a specific activity. Secondly, to define the appropriate metrics to
evaluate the user’s trust in a modeled system for an activity.

1.2 Contribution

The contributions of this thesis are divided into two parts. The first part
concerns the modeling of a system architecture, where we identify its com-
ponents and the ways they are related. The second part uses the previous
modeling to evaluate trust for an activity achieved through this system.

System modeling
Evaluating trust in a system for an activity requires a system modeling
that makes the user aware of all the entities she depends on for achieving
the activity.

We start by studying and analyzing existing frameworks that allow to
model a system. We observe that this part of our work intersects with
Enterprise Architecture domain that focuses on providing mechanisms to
allow enterprises to model their systems. We find out that these models
are not oriented to enable evaluating trust but predicting and developing
the work of enterprises.

Inspired by this domain, we propose SocioPath [ALB+
12, ALB+

11a,
ALB+

11b], a formal model to give a vision about a used system for an
activity. This model formalizes the entities in a system for an activity and
the relations between them.

Evaluating trust
To evaluate trust, we first, study the main notions about trust like trust
definitions, models and metrics. Then we study the graph-based trust ap-
proaches that are mainly introduced in social networks. These approaches
inspire us to present the model resulting from SocioPath as a graph that
represents a system for an activity then evaluate trust in this graph. How-
ever, the interpretation of the graph is different in our work from graph-
based trust approaches in the literature. For us, a graph represents a
system for a digital activity and not a social network. This assumption
plays an important role in the operations we propose to evaluate trust and
in the results we interpret.
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We propose two new approaches to evaluate trust in a system for an ac-
tivity, SocioTrust and SubjectiveTrust. SocioTrust [ASABL13] uses prob-
ability theory and SubjectiveTrust [ABSAL13] uses subjective logic.

1.3 Outline

In the following, we detail the structure of this thesis :

Chapter 2: A background about enterprise architecture
This chapter gives the main concepts in the enterprise architecture model-
ing. It describes two main frameworks used in this domain, the points that
intersects with our work and the necessity of proposing a simple model
that is directly oriented to the global objective of this thesis which is eval-
uating trust in a system for an activity.

Chapter 3: A background about trust
In this chapter, we introduce the main concepts about trust like trust def-
initions, models, metrics, etc. We introduce an overview about subjective
logic since it is used for evaluating trust. We focus on the works for eval-
uating trust in social networks.

Chapter 4: SocioPath: Modeling a system
In this chapter, we introduce our formal metamodel named SocioPath.
SocioPath is based on notions coming from many fields, ranging from
computer science to sociology. It is a generic metamodel that considers
two worlds: the social world and the digital world. It allows to define
models based on the first order logic and draw a graphical representation
of these models that identify persons, hardware, software and the ways
they are related. It also allows to answer the user on some main questions
about her used system like, on which entities (either social or digital) she
depends to achieve an activity? and what are the degrees of her depen-
dencies on these entities?

Chapter 5: SocioTrust: Evaluating trust in a system for an activity using
theory of probability
In this chapter, we show that by using SocioPath, a system for an activity
can be introduced as a simple graphical presentation. We use this presen-
tation to evaluate trust.

Using probability theory, we propose an approach named SocioTrust
to evaluate trust in a system for an activity. Levels of trust are then defined
for each node in the graph. By combining trust values, we are able to esti-
mate two different granularities of trust, namely, trust in a path and trust in
a system, both for an activity to be performed by a person. We conducted
several experiments to analyze the impact of different characteristics of
a system on the behavior of the obtained trust values. Experiments are
conducted on both synthetic traces and real data sets that allowed us to
validate the accuracy of our approach.
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Chapter 6: SubjectiveTrust: Evaluating trust in a system for an activity
using subjective logic
In this chapter, we use subjective logic to evaluate trust. This latter al-
lows to express trust as subjective opinions with degrees of uncertainty,
whereas in SocioTrust, trust values are considered as values of probabili-
ties. Hence, users cannot express their uncertainties.

We extend SocioTrust to use subjective logic. The system model is
also based on SocioPath. Some experiments are conducted to evaluate the
accuracy of this approach and to confront it with real users.

Chapter 7: Conclusion
This chapter concludes the thesis and provides future research lines.

1.4 Publications

This thesis is based on the following publications:

International conferences

• Nagham Alhadad, Yann Busnel, Patricia Serrano-Alvarado and
Philippe Lamarre. Trust Evaluation of a System for an Activity with
Subjective Logic. In 11th International Conference on Trust, Privacy, and
Security in Digital Business (TrustBus2014), 12 pages, September, 2014,
Munich, Germany. (submitted)

• Nagham Alhadad, Patricia Serrano-Alvarado, Yann Busnel and
Philippe Lamarre. Trust Evaluation of a System for an Activity.
In 10th International Conference on Trust, Privacy, and Security in Dig-
ital Business (TrustBus2013), 12 pages, August, 2013, Prague, Czech
Republic.

• Nagham Alhadad, Philippe Lamarre, Yann Busnel, Patricia Serrano-
Alvarado, Marco Biazzini and Christophe Sibertin-Blanc. SocioPath:
Bridging the Gap between Digital and Social Worlds. In 23rd
International Conference on Database and Expert Systems Applications
(DEXA2012), short paper, 8 pages, September, 2012, Vienna, Austria.

National conferences and workshops

• Nagham Alhadad, Philippe Lamarre, Patricia Serrano-Alvarado and
Yann Busnel. Trust Approach Based on User’s Activities. In Ate-
lier Protection de la Vie Privée (APVP2012), 6 pages, Juin, 2012, Ile de
Groix, France.

• Nagham Alhadad, Philippe Lamarre, Yann Busnel, Patricia Serrano-
Alvarado and Marco Biazzini. SocioPath: In Whom You Trust?. In
Journées Bases de Données Avancées (BDA2011), short paper, 6 pages,
October, 2011, Rabat, Morocco.

• Nagham Alhadad, Philippe Lamarre, Patricia Serrano-Alvarado,
Yann Busnel and Marco Biazzini. SocioPath: In Whom You Trust?
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In Atelier Protection de la Vie Privée (APVP2011), 6 pages, Juin, 2011,
Soreze, France.

Technical reports

• Nagham Alhadad, Yann Busnel, Patricia Serrano-Alvarado and
Philippe Lamarre. Graph-Based Trust Model for Evaluating Trust
Using Subjective Logic. Research report , 50 pages, October, 2013.

• Nagham Alhadad, Philippe Lamarre, Yann Busnel, Patricia Serrano-
Alvarado, Marco Biazzini and Christophe Sibertin-Blanc. SocioPath:
In Whom You Trust? Research report , 7 pages, September, 2011.





2Background about enterprise

architecture

“If I had 8 hours to chop down
a tree, I’d spend 6 hours
sharpening my axe.”

-Abraham Lincoln.

Contents
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In order to focus on the first introduced question in the introduction:
How to formalize the entities of a system and the relationships between them

for a particular activity? (cf. Section 1.1), we study and analyze the En-
terprise Architecture Framework (EAF) where models of enterprises can
be created (cf. Section 2.2) including all the entities that build an enter-
prise, like human, digital and physical ones, and the relations between
them. Since there are a variety of EAFs, we detail the main concepts in the
most used frameworks in this domain: TOGAF (cf. Section 2.2.1), which
is mostly used in huge enterprises and OBASHI (cf. Section 2.2.2), which
is employed in relatively small enterprises, then we show the necessity of
proposing a simple model that is directly oriented to the global objective
of this thesis which is evaluating trust in a system for an activity.
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2.1 Introduction

In Enterprise Architecture (EA), the term “enterprise” does not mean only
the information systems employed by an organization, it expresses also
the whole complex, social-technical system [Gia10], including: people, in-
formation and technology.

A widely known definition of an EA is the definition given by Gi-
achetti [Gia10]: “An Enterprise Architecture is a rigorous description of the
structure of an enterprise, which comprises enterprise components, the properties
of those components, and the relationships between them”.

The goal of this description is translating the business vision into mod-
els. To do that, analytical techniques are used to formalize an enterprise.
This allows to produce models that describe the business processes, peo-
ple organization, information resources, software applications and busi-
ness capabilities within an enterprise. These models provide the keys that
enable the enterprise evolution. Therefore, humans, technical resources,
business information, enterprise goals, processes, the roles of each entity
in an enterprise and the organizational structures should be included in
this description.

Since the EA is a description that contains the different types of entities
in an enterprise, it is divided into four layers [Hew06] as follows:

• The technology layer: it includes all the types of hardware like com-
puters or networks, and software like operating systems.

• The application layer: it describes the structure of the applications
that is built using the technology layer and the interaction between
these applications. This structure should be created in a way that it
can be reliable, available, manageable and reused.

• The data layer: it includes the information and the way they are
stored, arranged and managed.

• The business layer: it describes the enterprise’s strategies, objectives,
processes and activities.

Figure 2.1 illustrates the layers of the enterprise architecture.

Developing an EA is a complex task, it needs an expert that is called
the enterprise architect who should own particular skills and knowledge,
like the ability to see how parts interact with the whole, the knowledge
of the business for which the enterprise architecture is being developed,
interpersonal and leadership skills, communication skills, the ability to
explain complex technical issues in a way that non-technical people may
understand, the knowledge of Information Technology (IT) governance
and operations, comprehensive knowledge of hardware, software, appli-
cation, systems engineering and knowledge of financial modeling as it
pertains to IT investment.

An enterprise architect builds a holistic view of the enterprise strate-
gies, processes, information and resource assets [SR07]. She gets this
knowledge and ensures that the IT environment used, which is supported
by the enterprise architecture, meets the current and future company
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Business

Data

Application

Technology

Figure 2.1 – Enterprise architecture layers.

needs in an efficient and adaptable manner. To do that, the enterprise
architect uses a framework that provides some tools, which generate the
enterprise models. In the next section, we explain the concepts of a frame-
work and a model in an enterprise.

2.2 Enterprise architecture framework and enterprise

model

The Enterprise Architecture Framework (EAF) is a framework for an Enterprise
Architecture which defines how to organize the structure and views associated
with an Enterprise Architecture [The99].

An enterprise model is a computational representation of the structure, activ-
ities, processes, information, resources, people, behavior, goals, and constraints of
a business, government, or other enterprise [MSF98].

The enterprise architecture is very complicated and large [Roh05]. To
manage this complexity, the EAF provides methods and tools that allow
to produce enterprise models. Many frameworks have appeared like the
Zachman Framework in 1987 [Zac87], the Technical Architecture Frame-
work for Information Management (TAFIM) in 1991 [Dep96], The Open
Group Architecture Framework (TOGAF) in 1995 [Har07], The OBASHI
Business & IT methodology and framework in 2001 [OBA] and The Rail
Architecture Framework (TRAK) in 2003 [TRA03]. They all aim to analyze
an enterprise by formalizing its entities and the relations between them us-
ing different analytical methods in order to produce enterprise models. To
focus on this points, we choose to study two of the most used frameworks
in this domain which follow the standard of the EA modeling, TOGAF
and OBASHI.
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Figure 2.2 – Interactions between TOGAF metamodel, stakeholders and the models.

2.2.1 The Open Group Architecture Framework (TOGAF)

TOGAF is a framework for EA that provides an approach to design, im-
plement and manage the enterprise information architecture [Har07]. It is
a registered trademark of the Open Group in the United States and other
countries [Jos09]. TOGAF defines a metamodel that allows to formalize
an enterprise (cf. Section 2.2.1.1) and produce models (diagrams, catalogs
and matrices) for the company stakeholders (cf. Section 2.2.1.2) as shown
in Figure 2.2. Next sections introduce these concepts.

2.2.1.1 TOGAF metamodel

The TOGAF metamodel [Tog09b] allows to define a formal structure of
the components within an architecture like an actor, a role, a data entity,
an application and a business service. Besides the components, the meta-
model defines the relationships between these components like an actor
belongs to an organization unit or a role is assumed by an actor. Figure 2.3
shows a simplified version of the proposed metamodel in TOGAF.

TOGAF follows the standard of modeling at four layers: Technology,
Application, Data and Business. The Technology level contains the Tech-
nology Component1, which is a specific technology product. It can be either
hardware or software like a specific type and version of a server or a
specific type and version of an operating system. Technology Component
provides a platform for the application component and the business service.

The Application level contains the Application Component, which is an
application functionality like a purchase request processing application.
An application component is implemented on several technology components,
accesses a data entity and supports a business service. For example, the pur-
chase request application would be implemented on several technology
components, including hardware and software. It accesses some data like
client information and supports the purchase order business service.

1In this section, words in italic refer to keywords in the TOGAF metamodel shown in
Figure 2.3.
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Figure 2.3 – A simplified version of TOGAF metamodel.

The Data level contains the Data Entity, which contains all the data of
an enterprise. It is supplied or consumed by the business service or the actor.

The Business level contains the following components:

• Function: a unit of business capability.

• Business Service: the services provided by the enterprise like a pur-
chase order. A business service operates as a boundary for one or
more functions. It provides an interface to access a function, it is accessed
by an actor and owned and governed by an organization unit.

• Organization unit: an external or internal self-contained unit that has
resources, responsibility and objectives. It contains actors, owns func-
tions and owns and governs business services.

• Actor: a person or group of persons that interacts with the enterprise.
An actor accesses a business service or a function, consumes or supplies
data entities and performs a role.

• Role: the usual or expected task assumed by an actor.

The enterprise architects use the metamodel to formalize an enterprise
architecture and provide some information represented in sub-models de-
noted catalogs, matrices and diagrams.

2.2.1.2 Catalog, matrix, and diagram models

The company stakeholders do not actually need to know the details of the
metamodel or how the architecture has been built. They care about spe-
cific issues like “what is the most suitable team for a particular project?”,
or “does the team have enough competencies to execute a given task?”.

In order to answer the needs of the stakeholders, the concepts of cata-
logs, matrices and diagrams have been defined in TOGAF.
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Figure 2.4 – System/Organization Matrix [Tog09a].

Catalog: Catalogs are lists of components of a specific type, or of related
types, that are used for governance or reference purposes [Tog09a]. For
example, the role catalog provides a list of all the actor roles within an
enterprise. This catalog is a key input for the enterprise to identify the
impact of organizational change management, to determine the company
needs and to choose the qualified members for a specific task.

Matrix: Matrices are grids that show the relationships between two or
more components from specific types [Tog09a]. For instance, the Sys-
tem/Organization matrix represents the relationship between the appli-
cation components and organizational units within the enterprise. This
mapping helps the enterprise to define the application set that are used
by a particular organization unit and facilitate the distribution of appli-
cations usage to the organization units that need it. Figure 2.4 shows an
example of a System/Organization Matrix. For instance the organization
“CORPORATE FINANCE” uses the application “SAP FINANCIALS”.

Diagrams: Diagrams are graphs that represent the components and the
relationships between them in a rich and visual way to allow stakeholders
to retrieve the required information easily [Tog09a]. TOGAF defines a set
of architecture diagrams to be created. For instance, the Application&User
Location Diagram shows the locations of the actors and applications, and
the actors who can access or use these applications as shown in Figure 2.5.

In the following, we present the layers, the relationships, the rules and the
models of OBASHI another EAF.

2.2.2 OBASHI

The OBASHI framework provides a tool for capturing, illustrating and
modeling the relationships of dependency and the dataflows between
business and IT environment in a business context. The name OBASHI
is a licensed trademark of OBASHI Ltd [OBA].
Contrarily to TOGAF, OBASHI does not have a specific metamodel to
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Figure 2.5 – Application&User Location diagram.

formalize the enterprise components. Instead, OBASHI proposes an iden-
tified classification for the components which should be located in the
layer that corresponds to their type. OBASHI has six layers: Ownership,
Business processes, Applications, Systems, Hardware, and Infrastructure
(cf. Section 2.2.2.1). The OBASHI relationships (cf. Section 2.2.2.2) de-
scribe the relations between the components, which follow the OBASHI
rules (cf. Section 2.2.2.3). This model allows to create the business and IT
diagram (B&IT) and the dataflow (cf. Section 2.2.2.4), which are the main
output of the OBASHI tool that helps the enterprise to develop its work
and understand its needs.

2.2.2.1 OBASHI Layers

OBASHI extends the EA modeling from four layers to six layers [OBA]. It
divides the technology layer of EA into three layers: infrastructure, hard-
ware and software. The business layer is divided into a business process
layer and an ownership layer. The data layer is included implicitly in the
business process layer.

• Infrastructure: the network infrastructure into which the hardware
is connected, e.g., Switches, Routers and Hubs.

• Hardware: the computer hardware on which the operating systems
run, e.g., Servers, Laptops, Tablet and PCs.

• System: the operating system on which the applications run, e.g.,
Unix, Linux, Windows XP and Vista.

• Application: software application, e.g., Excel, Oracle, etc.
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• Business Process: the processes or functions that are used by the
owners, e.g., Monthly Balance, Sales Transactions or Capture Bud-
geting.

• Ownership: the person or group of persons that owns or governs
business processes that exist in the Business Process Layer, e.g., Plan-
ning Manager or Purchasing Officer.

The components are located in the layer that corresponds to their type.
Then relationships between them are defined as we show in the next sec-
tion.

2.2.2.2 OBASHI relationships

Six types of relationships are defined in OBASHI:

• Connection: a relation that represents a physical connection between
two components.

• Dependency: a relation that shows when a component depends on
another in order to function normally.

• Spatial: an implied relationship that exists between components
placed above or below each other in OBASHI layers.

• Set: explicit logical group of components regardless of their position
in the OBASHI layers.

• Layer: components that belong to the same layer.

• Sequential: list of components, which have a sequence of depen-
dency or connection relationship.

The relationships between the components follow the OBASHI rules, as
introduced below.

2.2.2.3 OBASHI rules

The following rules govern the implicit and explicit relationships between
the enterprise components in the OBASHI Framework.

• The connection relationship is a bi-directional relationship.

• A component can be connected to one or more components.

• The connection relation exists between components in the same layer
or between components in two adjacent layers.

• The components within the same layer have an implicit relationship
between each other, which is the layer relation.

• The dependency relation is a uni-directional relationship i.e., a com-
ponent X may be dependent on a component Y, but Y might not be
dependent on X.
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• The sequential relationship comprises at least two connected com-
ponents.

• A component may have one or more instances within a layer.

After situating the components in the layers, defining the relation-
ships between them and applying the OBASHI rules, we obtain the
B&IT diagram and the dataflows which are considered as the main
output of the OBASHI tool.

2.2.2.4 OBASHI B&IT and dataflow

The B&IT diagram is a graphical representation of the enterprise compo-
nents and the relationships between them, which provides a visual map of
how the business works and bridges the gap between the business and the
IT. This view helps to manipulate and analyze the enterprise information
within its business context. Figure 2.6 shows an example of an OBASHI
B&IT diagram where each component is situated in the layer that corre-
sponds to it (cf. Section 2.2.2.1) and the relations between these compo-
nents are applied (cf. Section 2.2.2.2) with respect to OBASHI rules (cf.
Section 2.2.2.3).

The business resources and IT assets in OBASHI approach are consid-
ered as the path through which the data can flow [OBA10]. Based on that,
OBASHI provides a graphical representation about the data flows across
the organization. This is called OBASHI dataflow, which is achieved by
following the sequence of the connection and dependency relations in the
B&IT diagram.
The dataflow helps to track dataflows between people, process and tech-
nology, which provide an intuitive and easily understandable diagram
that facilitates the management, the communication and the decision mak-
ing. Figure 2.7 shows an example of a dataflow view extracted from Fig-
ure 2.6.
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2.3 Conclusion

In this chapter, we gave an overall view about the main aspects in EA.
We presented two enterprise architecture frameworks, TOGAF, which is a
very powerful framework that is used in huge enterprises, and OBASHI,
which is relatively simple and easy-used (much more employed in small
enterprises). With this general view, we have focused on the first part of
the scope of this thesis.

TOGAF is a very rich and powerful framework. It proposes a detailed
complex metamodel that allows to retrieve information about an enter-
prise which useful for developing the enterprise work. TOGAF produces
a set of graphs represented by diagrams. None of these diagrams rep-
resents directly an activity achieved through a system for a given user.
Besides that, obtaining these diagrams goes under a complex procedure
of modeling that needs an expert to do it. This complexity and the high
cost of TOGAF leads us to exclude this framework and study a simpler
one, OBASHI.

Contrarily to TOGAF, OBASHI does not have a specific metamodel to
formalize the architecture. Instead, OBASHI proposes an identified clas-
sification for the components which should be located in the layer that
corresponds to their type. For instance, a PC is situated in the layer Hard-
ware, an operating system is situated in the layer System. The relation-
ships between these components follow some defined rules that control
them. Despite the simplicity of using OBASHI, the introduced output
does not answer our needs. The B&IT Diagram and the data flow present
a dependency graph that allows to find the sequences of the dependencies
relations between the entities in an enterprise. In our work, the resulted
model should represent an activity achieved through a system by a given
user, more precisely, the model should contain the entities this user de-
pends on to perform an activity and not the flow of dependencies between
entities in a system.

Generally, in EA, modeling covers all the complexity of an enterprise
including the financial aspects, processes, projects, etc. Our work con-
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verges with the EA works in the general structure as we both aim to model
an architecture to retrieve some information about the used system.

However, in our work, we look for a solution to describe a complex
system, potentially based on several enterprises. Through this descrip-
tion, we aim to retrieve the information that concerns an activity achieved
by a given person through a system, including the entities this person de-
pends on for this activity which can be human, physical or digital ones
and can belong to different organizations. Our objective focuses on mod-
eling a system from the point of view of the user who achieves an activity
and not from the point of view of the enterprise owners who aim to make
global analysis that improves performance as in EA. Furthermore, the so-
cial aspects in EA has been limited to the business or owner level. A
human in EA has been considered as an actor that ensures business con-
tinuity. Whereas, in our work, the analysis of information are centralized
on the participants to a system including the potential trust relations be-
tween them. These main differences in the objective and the viewpoints
impose different notions in the modeling, different degrees of complex-
ity and different approaches to follow but all inspired from the concepts
in the EA works which are presented in this chapter as we will show in
Chapter 4.

In the second part of this thesis, we use the system modeling to evalu-
ate the user trust in an architecture. Next chapter presents a background
about the notion of trust.
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“Trust is a social good to be
protected just as much as the
air we breathe or the water we
drink. when it is damaged, the
continuity of the whole suffers;
and when it is destroyed,
societies falter and collapse.”

-Sissela Bok.
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In order to focus on the second introduced question in the introduction:
How to evaluate trust in a system as a whole for an activity, knowing that

a system composes several entities, which can be persons, digital and physical
resources? (cf. Section 1.1), we study the main concepts about trust like
definitions, metrics and types and we analyze the proposed approaches
for evaluating trust. We proceed from a broad view of trust in different
disciplines reaching the computer science in Section 3.2.1, then we present
some main concepts about trust in Sections 3.2.2 , 3.2.3. We finally focus
on trust studies which are based on a graph in Section 3.3 since these
works evaluate trust depending on a model (graph) that represents a used
system.
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3.1 Introduction

Trust plays an important role in our daily life. We build trust relationships
every day without being aware of that. We drive our cars because we trust
some car companies to produce safe and reliable cars. We work in a team
because we trust our colleagues, directors and institutions. We live in our
houses because we trust the architects and the workers who build it. Brief,
our society cannot exist or survive without trust.

Since the society relies that heavily on trust among its mem-
bers [Coo01, Usl02], it has been studied in many sciences ranging from
sociology, psychology, philosophy to economics and computer science.

In computer science, a system can be considered as a small society in
which each entity is an individual. When users need to choose a system
to perform a digital activity, they are faced with a lot of available options.
They evaluate it considering many criteria: functionality, ease of use, QoS,
economical aspects, etc. Recently, trust emerged as a momentous aspect
of choice [JIB07, Mar94]. In the trust management community [MFGL12,
Vil05, JIB07, ZDB11, YH07], two main issues arise: (i) How to define the
trust in an entity, knowing that entities can be persons, digital and physical
resources? Defining trust in each type of entity is naturally different but
mainly depends on subjective and objective properties [YH07]. The second
issue is, (ii) How to evaluate such value of trust in a system under a particular
context? This point embodies the main focus of our study. Since our
objective is evaluating trust in a system for an activity, some main concepts
about trust are studied in Section 3.2: trust definitions, trust metrics and
trust types. In Section 3.3, we focus on the graph-based trust approaches
for evaluating trust which are studied in the literature.

3.2 Trust concepts

In this section, we present some definitions and models of trust in different
domains and the used metrics for evaluating trust. We also present the
notion of global and local trust.

3.2.1 Trust definition

Researchers define trust according to their specific world view. Psychol-
ogists define trust as “cognition about the trustee” [RHZ85]. For some
philosophers, trust is “the acceptance of the risk of being betrayed” [McL06],
while economists define trust as “an economic-choice mechanism that reduces
the cost of transactions, enables new forms of cooperation and generally furthers
business activities, employment and prosperity” [Fuk96].

The multiple definitions of trust have prompted some researchers to
develop a general model of trust based on the different sciences. The
study of McKnight et al. [MCC98] about trust in social sciences is fre-
quently cited by computer scientists because it presents a broader view
about trust models and trust properties. The components that compose
his trust model shown in Figure 3.1 are the following:

Disposition to trust (mainly from psychology): means a general propen-
sity to trust others.
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Figure 3.1 – Mcknight’s trust model [MCC98].

Institution-based trust (mainly from sociology): refers to an individual’s
perception of the institutional environment.

Cognitive processes (mainly from psychology): means the presuppose of
the availability of knowledge like reputation.

Trusting beliefs (mainly from social psychology): means that the trustor
realizes if the trustee has attributes that are beneficial to her, like the
ability of the trustee to do what the trustor needs (Competence), the
trustee caring and motivation to act in the trustor’s interests (Benev-
olence) and the trustee honesty and promise keeping (Integrity).

Trusting intention (mainly from social psychology): means the trustor is
securely willing to depend, or intends to depend, on the trustee.

Mayer et al. [RCMS95] also developed a general model of trust con-
sidering many concepts that come from different sciences. Figure 3.2 il-
lustrates their proposed model. This model converges with the previous
one in most of the considered aspects about trust like the integrity and
the benevolence of the trustee. The concepts of ability and propensity corre-
sponds respectively to the concepts of competence and disposition to trust in
McKnights’s model. Mayer added a new concept to his model, he consid-
ers that risk should be a factor that affects trust.

The previous models are generic and comprehensive but they are
complex and highly theoretical, besides the difficulties in implementa-
tions. Yet, computer scientists often adopt trust definitions in social sci-
ences because they consider them: simple, real and implementable. Gol-
beck [Gol05] defines trust as “Alice trusts Bob if she commits an action based
on a belief that Bob’s future actions will lead to a good outcome”, which is
adopted from sociology [Deu62]. Jøsang et al. [JIB07] define trust as “the
subjective probability by which an individual expects that another individual per-
forms a given action on which its welfare depends”. This definition is adopted
from the work of the sociologist Gambetta [Gam00].



3.2. Trust concepts 23

Ability

Competence

Integrity

Trust

Perceived risk

Risk taking in 
relationship Outcomes

Trustor's 
propensity

Figure 3.2 – Mayer’s trust model [RCMS95].

3.2.2 Trust metrics

Trust metrics can be classified according to the used scale of trust val-
ues. Several types of trust metrics have been proposed. To simplify their
description, we classify them into two main categories; discrete metrics
where a trust value belongs to a defined discrete interval like {1, 2, 3, 4, 5}
and continuous metrics where a trust value belongs to a defined continu-
ous interval like [0, 1].

3.2.2.1 Discrete metrics

The simplest way to define a discrete metric is by using binary values that
express either trust or distrust like [CH97, GH06, KFJ02]. Other works dis-
cuss that trust should have a degree of strength [ARH00, CNS03, Man98,
VC03]. Thus, it should be represented as a range of discrete values like
eBay1, where trust values are +1 to give a positive opinion, 0 for a neutral
opinion, or �1 for a negative opinion. In Epinions2, trust values are inte-
ger values in the range {1, 2, 3, 4, 5}. Abdul-Rahman et al. [ARH00] pro-
pose to give semantic meaning to the values. In their proposition, users
vote very trustworthy, trustworthy, untrustworthy or very untrustworthy.

Users are often better able to provide a trust value in the form of dis-
crete statements, than in the form of continuous measures. A system that
allows trust to be expressed in the form of a discrete statement provides
better usability than in the form of a probability value. This is because
the meaning of discrete statements comes to mind immediately, whereas
probability values require more cognitive effort to be interpreted [Jøs07].

The operations that are applied to the discrete metrics for evaluating
a trust value are formed by considering relatively simple or basic meth-
ods of computation like the multiplication, the minimum, the maximum,
the average of several trust values [SKJ+00] or the weighted average. The
weight can be determined by several factors like the credibility of the per-
son who evaluates the trustee [GH06].

1www.ebay.com
2www.Epinions.com
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Although that systems that allow discrete metrics provide better us-
ability than continuous metrics because users can express trust easily, re-
searchers consider that discrete measures do not easily lend themselves
to sound computational principles [JIB07, Jøs07, TA12]. Thus continuous
metrics have been proposed.

3.2.2.2 Continuous metrics

The continuous range [0, 1] of trust values has been proposed to cover
the limitations of the computing methods used for discrete metrics. Trust
value in the continuous range represents the probability of how much a
trustee will perform actions in the way the trustor expects. Trust studies
in computer science are often based on works made in sociology or psy-
chology (cf. Section 3.2.1). If we turn back to works on trust in sociology,
some of them define trust as a value of probability.

The sociologist Gambetta [Gam00] says “when we say we trust someone
or that someone is trustworthy, we implicitly mean that the probability that he
will perform an action that is beneficial or at least not detrimental to us is high
enough for us to consider engaging in some form of cooperation with him.”

Computer scientists did not hesitate to capture this notion and inter-
pret it as mathematical formalism that can be implemented.

In probabilistic metrics, trust values are usually between 0 and 1.
In [LW10], authors compute a trust value towards composite services. The
trust value in each service is considered as a probability by which a service
performs an expected action, then the rules of independent probability
and conditional probability are applied to compute trust in composite ser-
vice. The advantage of probabilistic models is that the rich body of prob-
abilistic methods can be directly applied. This provides a great variety
of possible derivation methods, from simple models based on probability
calculus to models using advanced statistical methods.

Despite the framework that is provided by probabilistic metrics to in-
troduce a meaningful computation for trust, researchers argue that the
probability value is not totally realistic in introducing trust because users
cannot express their ignorance or their degree of uncertainty about a sub-
ject. In simple words they cannot say I do not know or I am not sure. Users
hardly can determine an absolute certainty opinion on a proposition. This
idea led researchers to look for mathematical formalisms to express un-
certainty.

Subjective logic [Jøs01] proposes a solution to this problem. It is a prob-
abilistic logic where the sum of probabilities over all possible outcomes
not necessarily add up to 1, and the remaining probability is interpreted
as uncertainty. In the following, we present an overview of subjective
logic.

Overview of subjective logic
If a person needs to express her agreement on a proposition using binary

logic, she might say agree or disagree. In probabilistic logic, she provides
a value between 0 and 1 to express the degree of her agreement on this
proposition. In previous logic, a given person cannot express her igno-
rance or her degree of uncertainty. Subjective logic proposes a solution
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for expressing uncertainty. It uses opinions as input and output variables.
Opinions explicitly express uncertainty about probability values, and can
express degrees of ignorance about a subject.

In the terminology of subjective logic, an opinion held by an individual
P about a proposition x is the ordered quadruple Ox = (bx, dx, ux, ax)
where:

• bx (belief) is the belief that x is true.

• dx (disbelief) is the belief that the x is false.

• ux (uncertainty) is the amount of uncommitted belief.

• ax is called the base rate, it is the priori probability in the absence of
evidence.

With bx, dx, ux, ax 2 [0..1] and bx + dx + ux = 1.
The opinion’s probability expectation E(Ox) = bx + axux is inter-

preted as a probability measure indicating how x is expected to behave
in the future. ax is used for computing E(Ox). More precisely, ax de-
termines how uncertainty shall contribute to the probability expectation
value E(Ox) [Jøs01].

Subjective Logic is directly compatible with traditional mathematical
frameworks as we show in the following:

• If b = 1, that is equivalent to binary logic “true”.

• If d = 1, that is equivalent to binary logic “false”.

• If b + d = 1, that is equivalent to classical probability constraint.

In subjective logic, if b + d < 1, that expresses degrees of uncertainty
represented by the value of u = 1� b� d and if b + d = 0, that expresses
total uncertainty.

An opinion Ox can be defined as a point in the tri-dimensional
bounded space shown in Figure 3.3-(a). The belief axis bx, the disbelief
axis dx and the uncertainty axis ux run from the middle point of one edge
to the opposite corner. In Figure 3.3-(b), the horizontal bottom line be-
tween the belief and disbelief corners represents opinion’s probability ex-
pectation E(Ox). The base rate is represented as a point on the probability
axis. The line joining the top corner of the triangle and the base rate point
is called the director. The value E(Ox) is formed by projecting the opinion
point onto the probability axis in parallel to the base rate director line.
For instance, in Figures 3.3-(a),3.3(b), the point Ox represents the opinion
Ox = (0.4, 0.1, 0.5, 0.6) and E(Ox) = 0.7.

Subjective logic consists of a set of logical operations like the conjunc-
tion, the disjunction, the consensus and the discounting operators which
are defined to combine opinions3. As we see, in subjective logic users can
express their uncertainty about a proposition. This makes it appropriate
to evaluate trust.

3These operators are presented in detail in Chapter 6 in Section 6.2
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Figure 3.3 – Opinion space.

3.2.3 Local vs global trust

Trust can be classified into global or local value. The global trust value
represents a single trust value in a subject regardless of who asks for this
value. Essentially, for each subject, one trust value is computed. For in-
stance, reputation systems compute a global trust value. Ebay is an exam-
ple of these systems because it calculates a single trust value for each of
its clients.

The local trust value represents the point of view of the person who
asks for this value like most of the trust works in social networks [Gol05].
Two persons who ask for a trust value of one subject, they might obtain
two different values.

In [MA05], authors make a study on data from the real and large user
community, Epinions.com. It uses computational experiments to investi-
gate the differences between global and local trust. The experiments they
conducted show that a local trust achieves higher accuracy than a global
one in predicting the trust a specific user should place into another user.

There are many proposed approaches for evaluating trust in the lit-
erature [ABAR12, AABR13, Gol05, JB08, Mar94] and several interesting
surveys [AG07, Gol06, JIB07, ZDB11]. The approaches we present in the
next section are graph-based.

3.3 Graph-based approaches for evaluating trust

Trust approaches based on graphs [Gol05, Gol06, HWS09, JB08, JHP06,
LW11a, RAD03] are especially used in social networks where the main
idea of trust derivation is to propagate it between two nodes in a graph
that represents the social network.

3.3.1 Trust propagation

A social network is a social structure made up of a set of persons (indi-
viduals or organizations) and a set of relations between these persons. It
can be represented as a graph where the nodes are the persons and the
edges are the relations between them. Trust between two persons in a so-
cial network can be evaluated based on this graph where the source node
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is the trustor, the target node is the trustee and the other nodes are the
intermediate nodes between the trustor and the trustee. Values are associ-
ated to the edges to represent the trust value attributed by the edge source
node towards the edge target node. Figure 3.4 shows an example of trust
relationships in a social network where, for instance, B trusts C with the
value 0.8.

Trust propagation focuses on finding a trust value in a defined per-
son or resource through the multiple paths that relate the source with
the target. For instance, in Figure 3.4, how much A trusts G know-
ing that there are different paths that relate A with G. The paths are:
path1 = {A, B, C, D, G}, path2 = {A, B, C, F, G} and path3 = {A, E, F, G}.
To propagate trust through a graph, two steps are considered [AFGL08]:

• Transitive trust combination through a path: the main idea of this
step is to compute a trust value in a target node through a path by
combining the trust values among the intermediate nodes that be-
long to this path. In simple words, this step focuses on the problem
of trust transitivity through a path, if A trust B and B trusts C, does
A trust C? and how much? Several operators are employed for trust
transitivity ranging from basic operators like the minimum or new
proposed operators like the discounting operator in subjective logic.

• Parallel trust combination through a graph: the main idea of this
step is to combine the several trust values through the multiple paths
that relate the source with the target to obtain a single trust value in
a target node through the whole graph. For instance, if s1, s2 and s3
are paths that relate A with G and A trusts G with different values
through these paths, how much A trust G through the whole graph
composed of s1, s2 and s3. Several operators are employed for trust
parallel combination through a graph ranging from basic operators
like the average or new proposed operators like the consensus opera-
tor in subjective logic.

In the following, we present some of these studies.
Richardson et al. [RAD03] discuss an abstract framework for trust

propagation. In this approach, the previous two phases are followed to ob-
tain trust values through the paths that relate the trustor with the trustee
using the multiplication operator, then a single value is obtained through
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a graph that contains several paths. The proposed operators to obtain this
value are the minimum, the maximum or the average operators. Authors
argue that the ideal operator is a user-dependent.

Golbeck [Gol05] proposes two types of methods for trust propaga-
tion. The first one, [GH06] considers binary trust values. Firstly, the
source node classifies all intermediate nodes either as trustworthy or non-
trustworthy. The trustworthy nodes, from the point of view of a source
node, are the nodes that agree with the source with a certain probabil-
ity on the classification of the nodes, while non-trustworthy nodes mostly
disagree with the opinion of the source node. Since the associated value of
trust to each node is either trust or distrust, the trust propagation occurs
through the trustworthy paths only (i.e., the paths that contain trustwor-
thy nodes only). This can be considered as a kind of graph simplification
that is based on eliminating the paths that can be considered as unreli-
able. To compute a trust value towards the target node, the source node
polls each of its neighbors to obtain their trust values in the target. If a
neighbor N has a direct trust relationship with the target, its trust value is
returned. If N does not have a direct trust value in the target, it queries all
of its neighbors for their trust values. Each neighbor repeats this process
till reaching the target. Once this search is complete, the source averages
the received values and rounds the final value. This rounded value is the
inferred trust value in the target.

The second method proposed by Golbeck, named TidalTrust, consid-
ers discrete trust values between 1 and 10. The source node associates
the nodes that have a direct relationship with the target with a value of
credibility. The previous algorithm is applied except the last step. Instead
of computing the rounded average value, the source node computes a
weighted average value. The weight is defined by the value of credibility.

By observing the different approaches that are proposed to study the
trust propagation through a graph, Agudo et al. [AFGL08] propose a gen-
eral model for trust propagation using discrete metrics. They split the pro-
cess of computing trust in two steps. Firstly, they introduce an abstract se-
quential operator to compute a trust value through a path. Secondly, they
introduce an abstract parallel operator to obtain a value of trust through
the whole graph. By making an overview on the proposed operators in
the literature, they propose the following combination of (sequential, par-
allel) operators: (min, min), (min, max), (product, min), (product, max),
(product, mean).

To summarize, two levels of computing should be considered when
propagating trust through a graph. The first one is computing a trust
value in a target node through a path. The second one is computing
a trust value in a target node through a graph to come up with a final
trust value. The different proposed methods agree on these phases but
they differ in some points, like the graph simplification before applying
these two levels of computing, the proposed operators and the navigation
algorithm through a graph. Figure 3.5 shows the general method for trust
propagation through a graph.

Next section studies the continuous metrics and illustrates a problem
for evaluating trust based on a graph using some discrete or continuous
metrics.
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Figure 3.5 – A general method for trust propagation through a graph.

3.3.2 Dependent paths: a potential problem

In [JHP06, JB08], Jøsang et al. raised a problem of previous approaches.
They argue that some computational models do not give exact results
when there are dependent paths (i.e., paths that have common edges) in
the graph.

To explicit this problem, we give a simple example shown in Figure 3.6.
We need to evaluate TA

E , A’s trust value in E. The paths between A and
E are: path1 = {A, B, C, E} and path2 = {A, B, D, E}. There is a common
edge between these two paths which is A �! B.

Let ⌦ be the operator of trust transitive combination through a path
and � be the operator of trust parallel combination through a graph. To
evaluate TA

E , the A’s trust value in E:

TA
E = TA

B ⌦ ((TB
C ⌦ TC

E )� (TB
D ⌦ TD

E )) (3.1)

However, if we apply the general method presented in Section 3.3, TA
E is

computed as follows:

TA
E = (TA

B ⌦ TB
C ⌦ TC

E )� (TA
B ⌦ TB

D ⌦ TD
E ) (3.2)

Relations 3.1, 3.2 consist of the same two paths path1 and path2, but
their combined structures are different. TA

B appears twice in Relation 3.2.
In some computational models the previous two equations produce dif-
ferent results depending on which expression is being used. Whereas in
some other model, the results would be the same. For instance, when
implementing ⌦ as binary logic “and”, and the parallel � as binary logic
“or”, the results would be equal. However, when implementing ⌦ and
� as probabilistic multiplication and comultiplication respectively, the re-
sults would be different. It is also different in the case of applying the
discounting and consensus operators in subjective logic for transitivity
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and parallel combination respectively. If ⌦ is the average function and �
is the minimum or maximum function, the results are also different.

Table 3.1 shows examples of applying different operators on a simple
graph and the different obtained results of Relations 3.1 and 3.2 using
some discrete or continuous metrics.

Jøsang et al. [JHP06] propose an interesting approach for trust propaga-
tion based on subjective logic. Similar to the previous approaches, authors
propose a method to combine opinions through a path using an operator
called discounting in subjective logic that helps to deduce the transitivity
of opinions, and to compose opinions through the different paths using an
operator called consensus in subjective logic that allows to combine several
parallel opinions.

To deal with the problem of the multiple calculations of the values as-
sociated to common edges, Jøsang et al. propose a method based on graph
simplification and trust derivation with subjective logic. This approach is
called Trust Network Analysis with Subjective Logic (TNA-SL). They sim-
plify a complex trust graph into a graph having independent paths by
removing the most uncertain paths i.e., the paths that have a high value of
uncertainty (cf. Section 3.2.2.2). The left side of Figure 3.7 shows a graph
simplification in TNA-SL.

The main disadvantage of TNA-SL is that a complex graph must be
simplified before it can be analyzed, which can lead to loss of informa-
tion. To avoid this loss of information, authors describe a new method
for trust network analysis in [JB08]. They split each common edge into as
many edges as the number of paths sharing this edge to obtain a graph
with independent paths. The opinion assigned to the edge in common
is also split in a way that if the split opinions are combined again, they
produce the original opinion associated to the original edge. The right
side of Figure 3.7 shows the graph transformation to a graph that has in-
dependent paths by splitting the edge and the opinion associated to this
edge.

To summarize, the trust propagation works mainly follow the same
approach for evaluating trust in a target node in a graph by following
two steps: (1) trust propagation through a path and (2) trust propaga-
tion through a graph employing different metrics and operators (cf. Sec-



3.4. Conclusion 31

Graph A E

D

C

B

0.70.8

0.6

0.9

0.5

⌦ average
� maximum

Discrete
metrics Equation 3.1 TA

E = 0.825

Equation 3.2 TA
E = 0.8

⌦ multiplication
� comultiplication

Continuous
metrics Equation 3.1 TA

E = 0.623

Equation 3.2 TA
E = 0.64

Table 3.1 – The different obtained results of Relations 3.1, 3.2 by applying an example of
discrete metrics and continuous metrics on a simple graph

tion 3.2.2). Before doing these two steps, some works have proposed a
graph simplification where they eliminate some paths that are consid-
ered as not important. The details of the proposed metrics and operators
differ from a work to another. Jøsang is one of the first who discusses
the problem of dependent paths explicitly. His proposed solutions work
only for the trust propagation problem using subjective logic. The other
approaches, either ignore the problem [RAD03, AFGL08], either propose
simple solutions like choosing one path in a graph [LWOL11], or removing
the paths that are considered unreliable [GH06, JHP06].

3.4 Conclusion

Trust represents now a huge field that contains several and varied aspects.
One of the objectives of this thesis is evaluating trust in a system for an ac-
tivity. To realize this objective, we noticed that some main concepts about
trust should be studied and adopted like trust definition (cf. Section 3.2.1),
metrics (cf. Section 3.2.2) and the type of trust that should be evaluated
(local or global) (cf. Section 3.2.3).

In this thesis, we adopt the definition proposed by Jøsang about trust
“trust is the subjective probability, by which an individual expects that another
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Figure 3.7 – Proposed solutions by Jøsang et al. to transform a graph having dependent
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individual performs a given action on which its welfare depends”. This defini-
tion, which is adopted from social sciences, is simple and realistic, it has a
direct relevance to our context and it can be interpreted as a mathematical
formalism since trust is defined as a value of probability.

Since trust is defined as a probability in this thesis, the continuous
metrics are adopted. We aim to take benefits of the rich body of proba-
bilistic methods to be applied to the context to our work, more precisely
probability theory and subjective logic are employed to evaluate trust in
this thesis.

Even if most of the current research studies evaluate a global trust
value, we share the vision of some researchers [MA05, Gol05] in believing
that such a value is misleading and trust evaluations must be made from
the perspective of the individual. Thus, in this work we choose to evaluate
a local trust value.

We focus on the graph-based trust approaches in social network which
converge with our work in relying on a graph to evaluate trust. We both
collect trust values through a graph then combining these values. How-
ever, the main idea of their works is to compute a trust value in a target
node in a graph depending on the trust values among the intermediate
nodes. In our work, we depend on the trust values associated to the inter-
mediate nodes by a particular user to compute a trust value towards the
graph as a combination of several nodes.

Furthermore, the interpretation of the graph is different. For us, a
graph represents a system for a digital activity achieved by a particular
user and not a social network. This assumption plays an important role in
the operations we apply and in the results we interpret. Due to the differ-
ence in the graph interpretation, the semantics of trust value associated to
the graph entities and the different granularities of trust we estimate, we
cannot adopt directly their methods or operators. We need to use other
methods that are more adaptable to the context of our work.

Moreover, in this chapter, we explicitly introduced the problem of the
dependent paths in a graph for evaluating trust. This problem will be
treated in our work.
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Next chapter presents SocioPath, our proposed metamodel that allows
to model a system for an activity.
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system

“It is impossible to work in
information technology without
also engaging in social
engineering.”

-Jaron Lanier.
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In the EA, the modeling covers all the complexity of an enterprise ar-
chitecture including the financial aspects, processes, projects, etc. In

our work, we need a simple representation of a system for an activity
that reveal some aspects about the used architecture like the relations of
dependences. These relations will be used for evaluating trust. This im-
poses different notions in the modeling, different degrees of complexity
and different approaches to follow, which are inspired from the concepts
presented in the EA works. In this chapter, we present the first contribu-
tion of this PhD thesis: the SocioPath metamodel. SocioPath allows to
draw a representation (or model) of a system that identifies its hardware,
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software and persons as components, and the ways they are related (cf.
Section 4.2). Enriched with deduction rules (cf. Section 4.3), SocioPath an-
alyzes the relations between the components and deduces some implicit
relations. In SocioPath, we propose some definitions that reveal main as-
pects about the used architecture for a user (cf. Section 4.4). An illustrating
example is presented in Section 4.5.
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4.1 Introduction

Nowadays, the most widespread architectures belong to the domain of
distributed systems. Most of participants’ activities on these systems con-
cern their data (sharing and editing documents, publishing photos, pur-
chasing online, etc.). Using these systems implies some implicit and ex-
plicit relationships which may be partly unknown. Indeed, users achieve
several activities without being aware of the used architecture. In our
approach, we believe that users need to have a general visual represen-
tation of the used system including the social and digital entities. Based
on this representation, a lot of implicit relations can be deduced like the
relations of the social dependence [Eme62, Mol90, Bla64]. By proposing
SocioPath [ALB+

12], we aim to answer the user’s questions about its used
system:

1. Who are the persons that have a possibility to access a user’s data?
and what are the necessary coalitions between persons in order to
access this data?

2. Who are the person(s)/resource(s) a user depends on to perform an
activity?

3. Who are the persons who can prevent a user from performing an
activity?

4. Who are the persons whom a user is able to avoid to perform an
activity?

5. How much a user trusts a system for a specific activity?

Some of these questions raise several issues as someone may be able to
grab information about who the user is, what the user does, and so forth.
That directly leads to privacy [Wes70], trust [MGM06] and security is-
sues [LABW92].

The analysis of such systems is usually limited to technical aspects as
latency, QoS, functional performance, failure management [ACH96], etc.
The aforementioned questions give some orthogonal but complementary
criteria to the classical approach. Currently, people underestimate depen-
dences generated by the systems they use and the resulting potential risks.

In this chapter, inspired by the enterprise architecture, we propose the
SocioPath metamodel. This approach is based on notions coming from
many fields, ranging from computer science to sociology. SocioPath is a
generic metamodel that is divided in two worlds; the social world and the
digital world. SocioPath allows to draw a representation (or model) of a
system that identifies its hardware, software and persons as components,
and the ways they are related. Enriched with deduction rules, SocioPath
analyzes the relations between the components and deduces some implicit
relations according to a specific activity concerning some data.

4.2 SocioPath metamodel

The SocioPath metamodel allows to describe the architecture of a system
in terms of the components that enable people to access digital resources.
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Figure 4.1 – Graphical view of SocioPath as a UML class diagram.

It distinguishes two worlds; the social world and the digital world, the social
world where persons or organizations own any kind of physical resources
and data, and the digital world where instances of data (including source
codes) are stored and processes are running. Figure 4.1 shows the graphi-
cal representation of SocioPath, that we analyze in the next sections.

4.2.1 The social world

The social world includes persons (users, enterprises, companies, etc.),
physical resources, data and relations among them.

• Data represent an abstract notion that exists in real life, and does not
necessarily imply a physical instance (e.g., address, age, software
design, etc.).

• Physical Resource represents any hardware device (e.g., PC, USB de-
vice, etc.).

• Person represents a generic notion that defines an Individual like
Alice or a Legal Entity like Microsoft.

4.2.2 The digital world

The digital world has entities that are defined as follows:

• Data Instance represents a digital representation of Data that exist in
the social world. For instance, a person has an address (Data) in
the social world. Whenever she writes it in an object, she creates a
semantically equivalent digital instance of her address in the digital
world (Data Instance). In that way, the source code of a software is a
representation of the software design in the digital world.

• Artifact represents an abstract notion that describes a “running soft-
ware”. This can be an Application, an Operating System or a Network
Service. It may be a single process or a group of processes that should
be distributed on different locations, yet defining a single logically
coherent entity.
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• Digital Resource represents an Artifact or a Data Instance.

• Actor represents a Person in the social world or an Artifact in the
digital world. This is the core concept of SocioPath. Indeed, only
Actors can access or control Digital Resources as presented below.

4.2.3 The relations in SocioPath

Several relations are drawn in SocioPath. In this section, we briefly de-
scribe them.

• owns represents a relation of ownership between a Person and a
Physical Resource (owns(P, PR)), or between a Person and some Data
(owns(P,D)). This relation only exists in the social world.

• isConnectedTo represents a relation of connection between two Physi-
cal Resources (isConnectedTo(PR1, PR2)). It means that two entities are
physically connected, through a network for instance. This symmet-
ric relation exists only in the social world.

• canOperate represents an Artifact that is able to process, communicate
or interact with a target Digital Resource (canOperate(F,DR)). This
ability may be explicitly given. For instance, “Microsoft Word” can-
Operate a .doc document or deduced from some property of the
system, for instance, an operating system only canOperate files that
are stored in a mounted partition.

• accesses represents an Actor that can access a Digital Resource
(accesses(A, DR)). For instance, the operating system accesses the
applications installed via this operating system; a person who owns
a PC that supports an operating system accesses this operating sys-
tem. The access relations we consider are: read, write, execute.

• controls represents an Actor that can control a Digital Resource
(controls(A,DR)). There should exist different kinds of control rela-
tions. For instance, a legal entity, who provides a resource, controls
the functionalities of this resource. The persons who use this re-
source may have some kind of control on it as well. Each of these
actors controls the resource in a different way.

• supports represents a relation between two Digital Resources
(supports(DR1, DR2)), or a Physical Resource and a Digital Resource
(supports(PR,DR)). It means that the target entity could never exist
without the source entity. We may say that the latter allows the
former to exist. For instance, an operating system is supported by a
given hardware; an application is supported by an operating system;
the code of an application supports this application.

• represents represents a relation between Data in the social world and
their Instances in the digital world (represents(D,DI)). For instance,
the source code of the operating system Windows is a representation
in the digital world of the data known as “Microsoft Windows” in
the social world.
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Notice that most of the above relations are not symmetrical. The cardi-
nality of the relations is given in Figure 4.1. Considering the relation owns
as an example, a Person can own some Physical Resources, i.e., [0..n], and
every Physical Resource is owned by at least one Person, i.e., [1..n].

Persons own some data in the social world. Data have a concrete exis-
tence in the digital world if they are represented by some Data Instance and
supported by some Physical Resource. As an Actor in the digital world, a
Person can access and control Data Instances representing her (and others)
Data. This may be done through different resources, thus implying some
dependences on other persons.

Moreover, we consider that a person provides an artifact (cf. Figure 4.3)
if this person owns data represented by a data instance which supports
the artifact.

Applying SocioPath makes possible non-trivial deductions about re-
lations among entities. For instance, an actor may be able to access digi-
tal resources supported by different physical resources connected to each
other (e.g., a user can access processes running in different hosts).

4.2.4 Example of a SocioPath model: single PC

Figure 4.2 shows a basic SocioPath model1 of a use-case on a unique PC.
In the social world, a user John owns some Data and a PC. There are
also legal entities as: Microsoft, provider of Windows, Microsoft Word
(MSWord) and Microsoft Excel (MSExcel); Apple, provider of MacOS and
Pages; and Oracle, provider of Open Office Writer (OOWrite).

In the digital world, two operating systems exist on John’s PC: Windows
and MacOS. On Windows, two applications are available: MSWord and

1In general, we consider that a model conforms to a metamodel.
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Concept Notation Set Remark
Actor A A A 2 A

Artifact F F F 2 F

Digital resource DR DR DR 2 DR

Physical resource PR PR PR 2 PR

Data D D D 2 D

Data instance DI DI DI 2 DI

Operating system OS O OS 2 O

Path s U s 2 U
Architecture or system a L a 2 L

Activity w W w 2W

Activity path sw Uw sw 2 Uw

Activity minimal path csw cUw csw 2 cUw

Set of activity restrictions S S S 2 S

Person or user P P P 2 P

Table 4.1 – Glossary of notations (1).

MSExcel. On MacOS are installed OOWrite and Pages. John’s Data are
represented in the digital world by the document toto.doc.

We use this example to illustrate some deductions in Section 4.3. We
deliberately propose a trivial example, in order to show how SocioPath
can be applied and how some deductions and definitions are drawn. Ta-
ble 4.1 summarizes the notations we use in the following.

4.3 Deduced access and control relations

The semantics of the components and the relations of a SocioPath model
allows to deduce more controls and accesses relations. We use ProLog, a
First Order Logic (FOL) language to describe the rules allowing such de-
ductions. Thus, in the next, the SocioPath components correspond to con-
stants and the relations are described by binary predicates. For instance,
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supports(OS, F) represents the supports relation between the operating sys-
tem OS and the artifact F.

The proposed deduction rules of SocioPath are not exhaustive and by
no means we pretend they capture the whole complexity of systems. They
capture several aspects of a simplified vision of the systems that serves the
purpose of building an understandable and expressive model.

• Rule 1: If an artifact can operate a digital resource and either the
artifact and the digital resource are supported by the same physical
resource or they are supported by connected physical resources,
then the artifact accesses the digital resource.

8F 2 F, 8DR 2 DR, 8PR1, PR2 2 PR :

^

8
>>>><

>>>>:

canOperate(F, DR)
supports(PR1, F)

W
8
<

:

supports(PR1, DR)
V
⇢

supports(PR2, DR)
isConnectedTo(PR1, PR2)

) accesses(F, DR)

E.g., Windows accesses MSWord:

^
8
<

:

canOperate(Windows,MSWord)
supports(PC,Windows)
supports(PC,MSWord)

) accesses(Windows,MSWord)

• Rule 2: If a person owns a physical resource that supports an op-
erating system, then the person accesses and controls this operating
system.
8P 2 P, 8PR 2 PR, 8OS 2 O :

^⇢
owns(P, PR)
supports(PR, OS) )

^⇢
accesses(P, OS)
controls(P, OS)

E.g., John accesses and controls Windows:

^⇢
owns(John,PC)
supports(PC,Windows) )

^⇢
accesses(John,Windows)
controls(John,Windows)

• Rule 3: If an operating system supports and can operate an artifact,
then it controls this artifact.

8F 2 F, 8OS 2 O :
^⇢

supports(OS, F)
canOperate(OS, F) ) controls(OS, F)
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E.g., Windows controls MSWord:

^⇢
supports(Windows,MSWord)
canOperate(Windows,MSWord) ) controls(Windows,MSWord)

• Rule 4: If a person owns data represented in the digital world by a
data instance which supports an artifact, then this person controls
this artifact.
9P 2 P, 9D 2 D, 9DI 2 DI, 9F 2 F :

^
8
<

:

owns(P, D)
represents(DI, D)
supports(DI, F)

) controls(P, F)

E.g., Microsoft owns the data Windows which is represented in the
digital world on John’s PC by the data instance CodeWindows which
supports the application Windows, so Microsoft controls Windows:

^
8
<

:

owns(Microsoft,Data-Windows)
represents(CodeWindows,Data-Windows)
supports(CodeWindows,Windows)

) controls(Microsoft,Windows)

• Rule 5: The relation accesses is transitive. We denote the relation
accesses, which is deduced from the transitivity, with accesses*.
8A 2 A, 8F 2 F, 8DR 2 DR :

^⇢
accesses(A, F)
accesses(F, DR) ) accesses⇤(A, DR)

E.g., MSWord accesses Windows and Windows accesses toto.doc,
so MSWord accesses* toto.doc:

^⇢
accesses(MSWord,Windows)
accesses(Windows,toto.doc) ) accesses⇤(MSWord,toto.doc)

• Rule 6: The relation controls is transitive. We denote the relation
controls, which is deduced from the transitivity, with controls*.
8A 2 A, 8F1, F2 2 F :

^⇢
controls(A, F1)
controls(F1, F2)

) controls⇤(A, F2)

E.g., John controls Windows and Windows controls toto.doc so
John controls* toto.doc:

^⇢
controls(John,Windows)
controls(Windows,toto.doc) ) controls⇤(John,toto.doc)
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• Rule 7: If two physical resources are connected to each other, and
the first one supports an operating system and the second one sup-
ports another operating system, these two operating systems access
to each other. 9PR1, PR2 2 PR, 9OS1, OS2 2 O :

^
8
<

:

isConnectedTo(PR1, PR2)
supports(PR1, OS1)
supports(PR2, OS2)

)
^⇢

accesses(OS1, OS2)
accesses(OS2, OS1)

Starting from the example of Section 4.2.4, we apply the SocioPath
rules, and obtain the accesses and controls relations shown in Figure 4.4.
Thus, for example, from Rule 2, we deduce that John accesses and con-
trols the operating systems MacOS and Windows, and from Rule 4, we de-
duce that Microsoft controls the operating system Windows and Apple
controls the operating system MacOS.

The following are two examples of the programmed rules in ProLog.

a c c e s s e s ( Person , OS) :�
operatingSystem (OS) ,
person ( Person ) ,
owns ( Person , Computer ) ,
supports ( Computer , OS ) .

Rule 2 in ProLog.

c o n t r o l s ( Person , DResource ) :�
person ( Person ) ,
dResource ( DResource ) ,
data ( Data ) ,
da ta Ins tance ( DInstance ) ,
owns ( Person , Data ) ,
r e p r e s e n t s ( DInstance , Data ) ,
supports ( DInstance , DResource ) .

Rule 4 in ProLog.

4.4 SocioPath definitions

We enrich SocioPath with several formal definitions presented in the fol-
lowing sections. With these definitions, we give answers to the questions
1 to 4 presented in the introduction of this chapter.
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4.4.1 Activities and paths

A user follows a path to perform an activity in a system. Here, we con-
sider activities involving data (e.g., copying a file, sharing a document,
etc.). This means that some restrictions must be given to the ways the per-
son might do their activity. We can do this by imposing the presence of
particular elements in the path to do the activity. For instance, if a person
wants to read a .doc document, she must use an artifact that can “under-
stand” this type of document (e.g., MSWord or OOWrite). Other example,
if a person uses a SVN application, the artifacts “SVN client” and “SVN
server” should be used and they should appear in the correct order within
the path (usually, the SVN client should precede the SVN server).

Definition 4.1 (Activity).
We define an activity w as a triple (P, D,S), where P is a person, D is data
and S is a set of ordered sets of F in a model. So an activity w is a subset
of P ⇥D ⇥ S. The sets in the S component of an activity are alternative
sets of artifacts that one of them is necessary to perform an activity. Thus,
w = (P, D,S) 2 P⇥D⇥ S. For instance, the activity “John edits toto.doc”
is defined as w=(John,Data,{{MSWord}, {Pages}, {OOWrite}}).

We call paths the lists of actors and digital resources that describe the
ways an actor may access a digital resource. A person may perform an ac-
tivity in different ways and using different intermediate digital resources.
Each possibility can be described by a path.

Definition 4.2 (Activity path, or w-path).
A path s for an activity w = (P, D,S) 2 P⇥D⇥ S is a list of actors and
digital resources such that:

• s[1] = P;

• s[|s|] = D;

• represents(s[|s|� 1], s[|s|]);

• 8i 2 [2 : |s|� 1], (s[i] 2 F) ^ accesses(s[i� 1], s[i]);

• 9s 2 S , s ✓ s;

where s[i], denotes the ith element of s, and |s| the length of s.
Notation: Assuming that there is no ambiguity on the model under

consideration, the set of w-paths where w= (P, D,S) is noted Uw and the
set of all the paths in the model is noted U.

For example, If John wants to achieve the activity w = “John edits
toto.doc” using the architecture shown in Figure 4.2, John uses Windows
to work on the application MSWord which uses Windows file system to
access the file toto.doc so one of the w-paths for this activity is:
{John, Windows, MSWord, Windows, MSExcel, Windows, toto.doc}
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This path contains some unnecessary artifacts. For instance, MSExcel
is an unnecessary artifact to edit toto.doc. It appears in the w-path be-
cause there exists a relation accesses between it and the artifact Windows.
We want to eliminate all the unnecessary elements from the w-paths, so
we define the activity minimal paths as follows.

Definition 4.3 (Activity minimal path, or w-minimal path).
Let Uw be a set of paths for an activity w.

A path sw 2 Uw is said to be minimal in Uw iff there exists no path s’2 Uw

such that:

• sw[1] = s0[1] and ; sw[|s|] = s0[|s0|];

• 8i 2 [2 : |s0|], 9j 2 [2 : |sw|], s0[i] = sw[j].

• 8i 2 [2 : |s|� 1], accesses(s[i� 1], s[i]);

Notation: The set of minimal paths enabling an activity w= (P, D,S) is
noted cUw. This set represents also an architecture for an activity a. For
sake of simplicity, we name this set the w-minimal paths.

For instance, for the activity w = “John edits toto.doc”,
the path {John, Windows, MSWord, Windows, MSExcel, Windows,

toto.doc} has been eliminated because there is a path s‘ =
{John, Windows, MSWord, toto.doc} that satisfies the previous condi-
tions. The set of the w-minimal paths for this activity are:

a = cUw =

8
<

:

{John, Windows, MSWord, toto.doc}
{John, MacOS, OOWrite, toto.doc}
{John, MacOS, Pages, toto.doc}

9
=

; .

4.4.2 Dependence

Modeling systems with SocioPath allows to underline and discover chains
of accesses and controls relations. In the following, we want to use these
relations and the definitions of Section 4.4.1 to introduce the definitions
of digital dependences (Definitions 4.4 and 4.5) and social dependences
(Definitions 4.6 to 4.9). Informally, the sets of digital dependences of a
person are composed of the artifacts a user passes by to reach a particular
element. The sets of social dependences are composed of the persons who
control these artifacts and the physical resources that support them. We
call the sets of artifacts, which a user depends on, digital dependences be-
cause the artifacts belong to the digital world in the SocioPath model and
we call the sets of persons and physical resources, which a user depends
on, social dependences because these two belong to the social world in the
SocioPath model. In the following, all those concepts are defined formally
and the examples refer to Figure 4.2.

4.4.2.1 Digital dependences

We say that a person depends on a set of artifacts for an activity w if
each element of this set belongs to one or more paths in the set of the
w-minimal paths.
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Definition 4.4 (Person’s dependence on a set of artifacts for an activity).
Let w = (P, D,S) be an activity, F be a set of artifacts and cUw be the set

of w-minimal paths.

P depends on F for w iff ^
⇢
9F ⇢ F

8F 2 F , 9s 2 cUw : F 2 s

For instance, one of the sets on which John depends for the activity
“John edits toto.doc” is {MacOS, MSWord} in Figure 4.2.

A person does not depend on all the sets of artifacts in the same way.
Some sets may be avoidable i.e., the activity can be executed without them.
Some sets are unavoidable i.e., the activity cannot be performed without
them. To distinguish the way a person depends on artifacts, we define
the degree of a person’s dependence on a set of artifacts for an activity
as the ratio of the w-minimal paths that contain these artifacts to all the
w-minimal paths.

Definition 4.5 (Degree of a person dependence on a set of artifacts for an
activity).
Let w = (P, D,S) be an activity, F be a set of artifacts and cUw be the set

of w-minimal paths and |cUw| is the number of the w-minimal paths. The
degree of dependence of P on F , denoted dw

F , is:

dw
F =

|{s : s 2 cUw ^ 9F 2 F , F 2 s}|
|cUw|

For instance, the degree of dependence of John on the set {MacOS,

MSWord} for the activity “John edits toto.doc” is equal to one, while the
degree of dependence of John on the set {Pages, OOWrite} is equal to
2/3.

4.4.2.2 Social dependences

From the digital dependences we can deduce the social dependences as
follows. A person depends on a set of persons for an activity if the persons
of this set control some of the artifacts the person depends on.

Definition 4.6 (Person’s dependence on a set of persons for an activity).
Let w = (P, D,S) be an activity, and P a set of persons.

P depends on P for w iff ^
⇢
9F ⇢ F : P depends on F for w
8F 2 F , 9P0 2 P : controls(P0, F)

For instance, one of the sets John depends on for the activity “John
edits toto.doc” is {Oracle, Apple} in Figure 4.2.

The degree of a person’s dependence on a set of persons for an ac-
tivity is given by the ratio of the w-minimal paths that contain artifacts
controlled by this set of persons.

Definition 4.7 (Degree of a person’s dependence on a set of persons for
an activity).
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Let w = (P, D,S) be an activity, P be a set of persons and cUw be the
w-minimal paths. The degree of dependence of P on P , noted dw

P is:

dw
P =

|{s : s 2 cUw ^ 9P0 2 P , 9F 2 s, controls(P0, F)}|
|cUw|

For instance, the degree of dependence of John on the set {Oracle,
Apple} for the activity “John edits the toto.doc” is equal to 2/3. We
recall that Oracle controls OOWrite and Apple controls MacOS.

We say a person depends on a set of physical resources for an activity
if the elements of this set support the artifacts the person depends on.

Definition 4.8 (Person’s dependence on a set of physical resources for an
activity).
Let w = (P, D,S) be an activity, and PR be a set of physical resources.

P depends on PR for w iff ^
⇢
9F ⇢ F : P depends on F for w
8F 2 F , 9PR 2 PR : supports(PR, F)

For instance, John depends on the set {PC} for the activity “John edits
toto.doc”.

The degree of a person’s dependence on a set of physical resources
for an activity is given by the ratio of the w-minimal paths that contain
artifacts supported by this set of physical resources.

Definition 4.9 (Degree of a person’s dependence on a set of physical re-
sources for an activity).
Let w = (P, D,S) be an activity, let PR be a set of physical resources, let
cUw be the w-minimal paths. The degree of dependence of P on PR, noted
dw
PR is:

dw
PR =

|{s : s 2 cUw ^ 9PR 2 PR, 9F 2 s, supports(PR, F)}|
|cUw|

For instance, the degree of dependence of John on the set {PC} for the
activity “John edits the document toto.doc” is equal to 1.

By means of these definitions, we can be explicitly aware of the user’s
dependences on the digital and social world. A use-case is presented in
the next section to illustrate the previous notions.

4.5 Use-case example: GoogleDocs

Figure 4.5 presents a simple system where a person uses GoogleDocs,
drawn by applying SocioPath. The objective of this use-case is to show
the different facets that SocioPath modeling can be used. In the so-
cial world, the person John owns some Data, a PC and an iPad. We
explicitly name only some legal entities who provide resources and
artifacts: Microsoft (providing Windows and Internet Explorer so
called IExplorer), Google (providing GoogleDocs and Google Cloud
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Figure 4.5 – GoogleDocs snapshot.

services), SkyFireLabs (providing the SkyFire application), Apple

(providing the iOS operating system and the browser Safari) and Linux

Providers (cf. Figure 4.3). NeufTelecom, Orange and SFR are telecom
companies. John’s iPad is connected to SFR Servers and John’s PC is
connected to NeufTelecom Servers and Orange Servers.
In the digital world, the operating systems Windows and Linux are run-
ning on John’s PC. Windows supports IExplorer and Linux supports
Safari. John’s iPad supports the running iOS, which supports two appli-
cations, Safari and SkyFire. John’s data are represented in the digital
world by the document toto.gtxt which is supported by the physical
resources owned by Google. We consider Google Cloud as the storage
system used by the application GoogleDocs.

Analysis and results: we analyze this example by using SocioPath and
show that this modeling can provide the user with the answers to the
questions presented in the introduction of this chapter:

1. Who are the persons that have a possibility to access John’s data?
and what are the necessary coalitions between persons in order to
access this data?

By applying the deduction rules presented in Section 4.3, we deduce
the relations of accesses and controls that exist in this architecture.
They are illustrated in Figure 4.6.

By knowing the relations accesses in the architecture (cf. left side of
Figure 4.6), John is able to know which persons have a possible path
to his document. Thus, these persons can2 access his data. In this
example, the persons who have a possible path to John’s documents
are: SFR, NeufTelecom, John, Orange, Google.

Furthermore, by examining the persons who control the artifacts in
the paths (cf. right side of Figure 4.6), it is possible to understand

2By can, we mean that a user may be able to perform an action, and not that she
is actually permitted to. In this work, we do not analyze yet access control and user
permission constraints.
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which coalitions may be done to access John’s data. For instance,
Google can access toto.gtxt directly because it controls all the arti-
facts of the path that enables it to reach toto.gtxt. Orange, instead,
has a possible path to access John’s data that passes through artifacts
controlled by Google. So Orange must collude with Google in order
to access John’s data.

2. Who are the person(s)/resource(s) John depends on to perform the
activity “John reads toto.gtxt”?

If John wants to read the document toto.gtxt, he needs
to use a browser and the application GoogleDocs. So for-
mally, we define the activity “John reads toto.gtxt” as
w=(John,Data,{{SkyFire,GoogleDocs}, {Safari,GoogleDocs},
{IExplorer,GoogleDocs}}). If we apply the Definition 4.3 of
Section 4.4.1, we find that John has six w-minimal paths to read
toto.gtxt:

(a) {John, Windows, IExplorer, ADSL Network, GoogleCloud,

GoogleDocs, toto.gtxt};
(b) {John,Windows, IExplorer, Professional Network,

GoogleCloud, GoogleDocs, toto.gtxt};
(c) {John, Linux, Safari, Linux, ADSL Network, GoogleCloud,

GoogleDocs, toto.gtxt};
(d) {John, Linux, Safari, Linux, Professional Network,

GoogleCloud, GoogleDocs, toto.gtxt};
(e) {John, iOS, SkyFire, iOS, SFR Network, GoogleCloud,

GoogleDocs, toto.gtxt};
(f) {John, iOS, Safari, iOS, SFR Network, GoogleCloud,

GoogleDocs, toto.gtxt}.
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Group Sets of persons Group Sets of persons
John depends on John depends on

G1 {Microsoft} G12 {Apple,Orange,NeufTelecom}
G2 {Linux Providers} G13 {Microsoft,SkyFireLabs}
G3 {Apple} G14 {Orange,SFR}
G4 {SkyFireLabs} G15 {Apple,Orange}
G5 {SFR} G16 {Microsoft,NeufTelecom}
G6 {NeufTelecom} G17 {Microsoft,Orange}
G7 {Orange} G18 {SkyFireLabs,NeufTelecom}
G8 {Google} G19 {Microsoft,SFR,Linux Providers}
G9 {Microsoft,Apple} G20 {Apple,NeufTelecom}
G10 {NeufTelecom,Orange,SFR} G21 {Linux Providers,SkyFireLabs}
G11 {Linux Providers,SFR}

Table 4.2 – Sets of persons John depends on.

By applying the definitions of Sections 4.4.2, we obtain John’s so-
cial and digital dependences, and the degree of these dependences
for the activity “John reads toto.gtxt”. We show the results con-
cerning some sets of persons John depends on in Table 4.2 and the
degree of dependences on these sets in Figure 4.7. This informa-
tion reveals how much John is autonomous from a specific per-
son or a set of persons. For instance, the degree of dependence
on {Microsoft} is 0.33, and the degree of dependence on the set
{Apple, NeufTelecom} is 0.83.

3. Who are the persons who can prevent John from preforming the
activity “John reads toto.gtxt”?
The list of sets on which the degree of dependence is equal to one
are the persons who can prevent John from “reading toto.gtxt”
because they cross all the w-paths from John to his data. From Ta-
ble 4.2, these sets are: G8={Google}, G9={Microsoft, Apple}, G10=
{NeufTelecom, Orange, SFR}, G12={NeufTelecom, Orange,

Apple}, G19={Microsoft, SFR, Linux Providers}.

4. Who are the persons whom John is able avoid to perform the activity
“John reads toto.gtxt”?
John depends on the sets on which the degree of dependence is less
than one, in a less dramatic way (e.g., on the set {SkyFireLabs,

NeufTelecom} with a degree of 0.5), because this shows that there
are others minimal w-paths enabling John to read toto.gtxt and
the persons who belong to this set do not control any artifact in these
paths. These sets enlighten the “combinations of persons” which
John is able to avoid, at will.

SocioPath could then be useful in the evaluation process of a system
with respect to trust requirements. This leads to the fifth question
presented in the introduction of this chapter:

5. How much a user trusts a system for a specific activity?

We focus on this question in Chapter 5 and Chapter 6.

This use case scenario shows how, by applying SocioPath on an ar-
chitecture, a user can evaluate the system by taking into account the
dependence-related aspects. In spite of the simplistic example proposed,
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Figure 4.7 – Degree of dependence on persons’ sets.

some of the outcomes go beyond the immediate understanding of a sys-
tem an average user has. Thus SocioPath exposes system’s characteristics
that we believe are worth evaluating.

After this detailed presentation of SocioPath, we notice that what
mainly distinguishes SocioPath from EA tools is the analyzing of social
dependences, more precisely, the sets of persons a user depends on to
achieve an activity. In EA, a person is considered as an actor who plays
a role to ensure the continuity of the business. The social aspects are lim-
ited to business point view like the enterprise’s strategies, objectives and
activities. Whereas, in SocioPath, a person is represented as an entity in
the social world who can be an actor that participates to the system and
plays some role or can be a user who owns some data that allow her to
achieve an activity. Hence, the relations among social participants to the
system can be deduced.

4.6 Conclusion

In this chapter, we introduced SocioPath, a meta-model that formalizes
systems in order to reveal the relations of dependence among participants.
A formalism of SocioPath is given by several definitions, upon which we
have defined some rules, based on first order logic. These rules only cap-
tures those aspects of the model that are needed to build the relations
among the system’s components. SocioPath allows to deduce the depen-
dences of a person on the entities of a system architecture for an activity
like editing a document, sharing data, using a software, etc. With So-
cioPath it is possible to know, whom can prevent a person to perform an
activity or whom a person can avoid to perform an activity.

Currently SocioPath does not distinguish the different kinds of access
and control of an actor to a digital resource. In order to consider intentions
and expectations of users regarding digital resources, SocioPath can be
enriched with access and control typologies, to define different kinds of
dependences.

Since SocioPath point out access and control relations within an archi-
tecture. This is particularly useful to check whether the system respects
the trust and the privacy expected by its users. Being able to test an archi-
tecture compliance with respect to users’ privacy policies and trust models
can be studied using SocioPath.
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SocioPath allows to extract a system for a specific activity as a directed
acyclic graph (DAG) as we show in next chapters. This DAG can be used
to analyze the trust relations which is a part of our presented contribution
in Chapters 5,6.
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“Probability is the very guide of
life.”
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The second contribution of this thesis is evaluating the user’s trust in a
system for an activity. We propose two different approaches which

are based on SocioPath model. In this chapter, we present the first one
SocioTrust.

As we show in Chapter 3, trust can be evaluated through a graph. In
this Chapter, we simplify the representation of SocioPath, to model an
activity achieved through a system, by a directed acyclic graph (DAG) as
shown in Section 5.2. Each node in the DAG is associated with a trust
value so the DAG becomes a weighted directed acyclic graph (WDAG).
Based on this WDAG, we use the rules of probability theory to evaluate
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the user trust in a system for an activity in Section 5.3. A solution for the
problem of dependent paths presented in Section 3.3.2 is proposed as well.
Section 5.4 presents the experiments that validate the proposed approach.
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5.1 Introduction

Everyday, digital activities like chatting, mailing, blogging, buying online,
and sharing data are achieved through systems composed of physical and
digital resources (e.g., servers, software components, networks and PCs).
These resources are provided and controlled by persons (individual or
legal entities) on whom we depend to execute these activities. The set of
entities and the different relations between them form a complex system
for a specific activity. When users need to choose a system to perform an
activity, they are faced with a lot of available options. To choose a system,
they evaluate it considering many criteria: functionality, ease of use, QoS,
economical aspects, etc. Trust is also a key factor of choice. However,
evaluating this trustworthiness is a problematic issue due to the system
complexity.

As we show in Chapter 3, trust has been widely studied in several as-
pects of daily life. In the trust management community [Mar94, MFGL12,
Vil05, JIB07, ZDB11, YH07], two main issues arise: (i) How to define the trust
in an entity, knowing that entities can be persons, digital and physical resources?
(ii) How to evaluate such value of trust in a system under a particular context?
This point embodies the main focus of this chapter.

We argue that studying trust in the separate entities that compose a
system does not give a picture of how trustworthy a system is as a whole.
Indeed, the trust in a system depends on its architecture, more precisely,
on the way the implicit and explicit entities, which the users depends on
to do their activities, are organized.

Trust can be evaluated through a graph (cf. Section 3.3). Inspired
by this idea, we propose SocioTrust [ASABL13], a graph-based trust ap-
proach to evaluate trust in a system for an activity. The system definition
is based on SocioPath (cf. Chapter 4) which allows to present the architec-
ture of a system as a weighted directed acyclic graph as we show in next
section. Levels of trust are then defined for each node in the graph accord-
ing to the user who evaluates trust. By combining trust values using the
theory of probability, we are able to estimate two different granularities of
trust, namely, trust in a path and trust in a system, both for an activity to be
performed by a person.

To evaluate our contribution, we conducted several experiments to an-
alyze the impact of different characteristics of a system on the behavior of
the obtained trust values. Experiments realized on both synthetic traces
and real data sets allow us to validate the accuracy of our approach.

The main problem that faces trust evaluation is the existence of depen-
dent paths (cf. Section 3.3.2). In our approach, this problem is resolved
using conditional probability.

Next section shows how to present SocioPath model as a directed
acyclic graph to be used for evaluating trust.
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5.2 A SocioPath model as a directed acyclic graph

(DAG)

We simplify the representation of SocioPath by using only access, control
and support relations derived from SocioPath rules. We combine an ar-
tifact, the set of persons controlling it and the set of physical resources
supporting it into one unique component. These merged components are
represented by the nodes in the DAG. The edges in the DAG represent the
relations access. A user performs an activity by passing through successive
access relations of the graph, so-called an activity minimal path1.

Definition 5.1 (A system for an activity).
A system that enables a user to achieve an activity can be formally ex-
pressed as a tuple: a =< Nw, Aw > where:

• w represents the activity the user wants to achieve.

• Nw represents the set of nodes in a system for an activity. Each node
aggregates one artifact, the persons who control it and the physical
resources that support it as shown in Figure 5.1.

• Aw ✓ Nw ⇥Nw represents the set of edges in a system. From the
rules of SocioPath and the aggregation we made for a node, our
DAG exhibits only the relation access.

Figure 5.2 shows the same system presented in Figure 4.2 (page 40) as
a merged DAG where each node represents an artifact with all additional
information as physical resources that support it and persons who control
it. For instance, the node A in Figure 5.2 represents the artifact MacOS
with the additional information: {Apple,John} as the set of persons
who control it and {PC} as the set of physical resource which support
it. Each edge represents the relation accesses. The paths that enable John
to access toto become: s1 ={A,C}; s2 ={A,D}; s3 ={B,E} as shown in
Figure 5.2.

1If there is no ambiguity, we denote an activity minimal path through the DAG by
simply a path s and we do not consider the source and the target node.
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5.3 A probabilistic approach to infer the system trust

value

If a user needs to evaluate her trust in a system for an activity, she as-
sociates each node in the DAG with a trust value and the DAG becomes
a weighted directed acyclic graph (WDAG). The notations used here are
summarized in Table 5.1.

We define a function that associates each node with a trust value as
following.

t : N ! [0, 1] represents a function that assigns to each node a person’s
trust level, which we assume to be within the interval [0, 1], where 0 means
not trustworthy at all and 1 means fully trustworthy.

The associated value on the node in Figure 5.3 represents the level of
John’s trust in this node.

In this thesis, we adopt the definition of Jøsang about trust [JIB07]
“trust is the probability by which an individual, A, expects that another individ-
ual, B, performs a given action on which its welfare depends" (cf. Section 3.2.1).

According to the previous definition, we consider thus the following.

• Trust in a node for an activity: The trust value of a user P in a
node N for an activity w is the probability, by which P believes that
N provides her the expected services for w. Then, we have t(N) =
P(lN).

• Trust in a path for an activity: The trust value of a user P in a path s
for an activity w is the probability, by which P believes that s enables
her to achieve w. Then, we have t(s) = P(ls).

• Trust in a system for an activity: The trust value of a user P in a
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Concept Notation Remark
Node N For a given

Trust in a node for an activity t(N) activity w achieved
Trust in a path for an activity t(s) by a person P,

Trust in a system for an activity t(a) the symbols w, P
The event “N provides the expected services for an activity” lN are omitted in these

The event “P achieves an activity through the path s” ls notations for simplicity.
The event “P achieves an activity through the system” la

The probability of an event P(l)

Table 5.1 – Glossary of notations (2).

system a for an activity w is the probability, by which P believes that
a enables her to achieve w. Then, we have t(a) = P(la).

In the next sections, we formalize the previous definitions.

5.3.1 Trust in a node for an activity

Trust in a node is evaluated from the point of view of the concerned user.
There are several ways to construct this trust level. We can figure out dif-
ferent objective and subjective factors that impact this trust level like the
reputation of the persons who control the artifact, their skills, the perfor-
mance of the physical resource that supports the artifact or the personal
experience with this artifact. We thus have t(N) = f (tF

w, tPw , tPR
w ), where

tF
w, tPw , tPR

w are respectively the trust value assigned to an artifact F, the
set of persons P who control F, the set of physical resources PR which
support F respectively for a given activity w. The meaning of the resulting
trust value in a node depends on the employed function f to compute this
value [MC96]. For instance, if Bayesian inference is employed to evaluate
it as is done in [LW10], the node trust value is considered as “the prob-
ability by which a user believes that a node can perform an expected action for
a given activity” [Gam00]. However, in this thesis, we do not address the
issue of computing the trust value of a user in a node for an activity but
we interpret it as the probability, by which a user P believes that a node
N provides her the expected services for w. Then, we have

t(N) = P(lN) (5.1)

5.3.2 Trust in a path for an activity

A path in a system represents a way to achieve an activity. The trust
level of a person P to achieve an activity through a particular path s =
{N1, N2, . . . , Nn} is the probability that all the nodes {Ni}i2[1..n] provides
the expected services for the activity. Thus P(ls) is computed as follows:

t(s) = P(ls) = P(lN1 ^ lN2 ^ . . . ^ lNn)

The event lNi means that Ni provides the expected services for an
activity. Since the graph is acyclic (only minimum activity paths are con-
sidered), then the nodes N1, . . . , Nn are different in the path, thus each lNi

is independent from all others. Hence, we can rewrite the trust in a path
as follows:
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t(s) = P(ls) = P(lN1)⇥ P(lN2)⇥ . . .⇥ P(lNn) =
n

’
i=1

P(lNi) (5.2)

5.3.3 Trust in a system for an activity

A system, which is often composed of several paths, represents the several
ways, which a person has, to achieve an activity. The trust level of a person
P in a system a to achieve an activity is the probability that she achieves
her activity through one of the paths in the system. To evaluate the trust
in a system for an activity, two cases have to be considered: (i) the paths
are independent i.e., they have no nodes in common2 and (ii) the paths are
dependent i.e., there exists at least one node in common.

A node contains an artifact with some additional information like the
persons who control the artifact and the physical resources that support it
(cf. Section 5.2). For reasons of simplicity, we consider that the indepen-
dent paths are the paths that have no nodes in common without discussing
the cases where the nodes share only one component like a person who
controls the artifact.

5.3.3.1 Independent paths

Let {si}i2[1..m] be independent paths that enable a person P to achieve an
activity. The probability of achieving the activity through a system, P(la),
is the probability of achieving the activity through one of the paths si.
Thus P(la) is computed as follows:

t(a) = P(la) = P(ls1 _ ls2 _ . . . _ lsm)

Since the paths are independent then the equation can be rewritten as
follows:

t(a) = P(la) = 1�
m

’
i=1

(1� P(lsi)) (5.3)

For instance, if a person has two independent paths to achieve an activity
then:

t(a) = P(la) = P(ls1 _ ls2)

= 1� (1� P(ls1))⇥ (1� P(ls2))

= P(ls1) + P(ls2)� P(ls1)⇥ P(ls2)

(5.4)

5.3.3.2 Dependent paths

When there are common nodes between paths, the Relations 5.3 can not
be applied directly (cf. Section 3.3.2). To evaluate the trust through depen-
dent paths, we begin from a simple case where a system has two paths
before generalizing.

2The dependent paths in our graph are the paths that have common nodes and not
common edges as in social networks because the trust value is associated to a node and
not an edge as in a social network.
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1. Two dependent paths with one common node: Let s1, s2, be
two paths that enable a person P to achieve an activity. s1 =
{N, N1,2, . . . , N1,n}, s2 = {N, N2,2, . . . , N2,m}. These two paths have a
common node, which is N so they are dependent. Thus the proba-
bility that a person P achieves the activity w through the system a is
computed as follows:

t(a) = P(la) = P(ls1 _ ls2) = P(ls1) + P(ls2)� P(ls1 ^ ls2)

The probability P(ls1 ^ ls2) can be rewritten using conditional prob-
ability as the two paths are dependent.

t(a) = P(la) = P(ls1) + P(ls2)� P(ls2)⇥ P(ls1 |ls2)

= P(ls1) + P(ls2)⇥ (1� P(ls1 |ls2))

We have to compute P(ls1 |ls2) which is the probability that P
achieves the activity through s1 once it is already known that P
achieves the activity through s2. Thus it is the probability that N,
{N1,i}i2[2..n] provides the expected services for this activity, once it
is known that N, {N2,i}i2[2..m] provided the expected services. Thus
N has already provided the expected services. Hence, P(ls1 |ls2) =
’n

i=2 P(lN1,i), where lN1,i is the event “N1,i provides the necessary
services for the activity”.

t(a) = P(la)

= P(lN)⇥
n

’
i=2

P(lN1,i ) + P(lN)⇥
m

’
i=2

P(lN2,i )⇥ (1�
n

’
i=2

P(lN1,i ))

= P(lN)⇥
"

n

’
i=2

P(lN1,i ) +
m

’
i=2

P(lN2,i )⇥ (1�
n

’
i=2

P(lN1,i ))

#

= P(lN)⇥
"

n

’
i=2

P(lN1,i ) +
m

’
i=2

P(lN2,i )�
m

’
i=2

P(lN2,i )⇥
n

’
i=2

P(lN1,i )

#

From Equation 5.4 we can note that the term:

n

’
i=2

P(lN1,i) +
m

’
i=2

P(lN2,i)�
m

’
i=2

P(lN2,i)⇥
n

’
i=2

P(lN1,i)

is the probability that P achieves the activity through s01 =
{N1,2, . . . , N1,n} or s02 = {N2,2, . . . , N2,m} which are the paths after
eliminating the common nodes. Thus the previous equation can be
rewritten as follows:

t(a) = P(la) = P(lN)⇥ P(ls01 _ ls02)

2. Two dependent paths with several common nodes: Let s1, s2, be
two paths that enable a person P to achieve an activity. These two
paths have several common nodes. By following the same logic as
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in 5.3.3.2.1, we compute the probability that a person P achieves
activity w through system a as follows:

t(a) = P(la) = ’
N2s1\s2

P(lN)⇥ P(ls01 _ ls02)

where s01 = s1 \ s2, s02 = s2 \ s1.

3. Several dependent paths: A person may have several paths l with
common nodes. Thus P(la) is computed as follows:

t(a) = P(la) = P(ls1 _ ls2 _ . . . _ lsl ) =

P(ls1 _ ls2 _ . . . _ lsl�1) + P(lsl )� P(lsl )⇥ P(ls1 _ ls2 _ . . . _ lsl�1 |lsl )
(5.5)

Let us discuss these terms one by one:

• The term P(lsl ) can be computed directly from Equation 5.2.
• The term P(ls1 _ ls2 _ . . . _ lsl�1) can be computed recursively

using Equation 5.5.
• The term P(ls1 _ ls2 _ . . . _ lsl�1 |lsl ) needs first to be sim-

plified. If we follow the same logic we discussed in Sec-
tion 5.3.3.2.1, the term P(ls1 _ ls2 _ . . . _ lsl�1 |lsl ) can be re-
placed by the term P(ls01 _ ls02 _ . . . _ ls0l�1) where we obtain
each ls0i by eliminating the nodes in common with sl .

• P(ls01 _ ls02 _ . . . _ ls0l�1) can be computed recursively using
Equation 5.5, and recursion is guaranteed to terminate while
the number of paths is finite.

We are now able to evaluate the trust in a whole system a.

5.4 Experimental evaluations

In this section, we present different experiments, their results, analysis
and interpretation. The main objectives for conducting the experiments
are: (i) to study the influence of the system organization on the computed
trust values and (ii) to confront this approach with real users. The first two
experiments are related to the first objective while the third experiment is
devoted to the second.

5.4.1 Influence of the system architecture on the trust value

The objective of this experiment is to study the influence of the system
organization on the computed trust value. We apply our equations on
different systems that have the same number of nodes A,B,C,D,E,F and
the same values of trust assigned to each node, but assembled in different
topologies as presented in Table 5.2. The values of trust associated to
nodes A,B,C,D,E,F are 0.1, 0.2, 0.3, 0.9, 0.8, 0.7 respectively.
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a tw(a)

a1

A F

E

D

BC

P DI

0.4409

a2

A B

C

D F

E

P DI

0.0144

a3

A B C

D FE

P DI

0.507

a4
A B C

D

FE

P DI

0.9003

Table 5.2 – Different systems and their trust value.

We compute the trust value t(a) of each system. We obtain very di-
vergent results varying from 0.0144 to 0.9003 as illustrated in Table 5.2.
Collecting the values of trust in each separated node in a system is not
enough to determine if the system is trustworthy or not for an activity.
One must also know how the system is organized. For example, in a2, all
the paths contain the nodes A and B and the trust values in these nodes
is quite low, 0.1 and 0.2 respectively, so the system trust value is also low
due to the strong dependency on these two nodes in this system.

5.4.2 Influence of the path length and the number of paths on the trust
value

We conducted several simulations to observe the evolution of the trust
value for an activity according to some characteristics in the graph. As a
dataset, we considered random graphs composed of 20 to 100 nodes, and
of 1 to 15 paths. Each node in the graph is associated with a random value
of trust from a predefined range.

Firstly, the evolution of trust values according to the path lengths in
a graph is evaluated. Each simulated graph is composed of 5 paths with
lengths varying from 1 to 15 nodes. Different ranges of trust values to-
wards the nodes were simulated, namely: [0.1, 0.4], [0.4, 0.6], [0.6, 0.9] and
[0.1, 0.9]. Figure 5.4 illustrates the impact of the path lengths on the trust
value. Note that, the system trust value decreases when the length of paths
increases. This reflects the natural intuition that the measure of trust in a
path falls as the path gets longer.

Secondly, we set the path lengths to 5 nodes and we increased the
number of paths from 1 up to 15 in order to observe the variation of the
trust values. Again, different node trust values were simulated: [0.1, 0.3],
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Figure 5.4 – System trust value according to the length of paths.
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Figure 5.5 – System trust value according to the number of paths.

[0.5, 0.8], [0.6, 0.9], [0.7, 0.9] and [0.1, 0.9]. Simulation results are reported
in Figure 5.5 which shows that the trust value increases as the number
of paths increase. This reflects the intuition that the measure of trust in
a system for an activity rises when the number of ways to achieve this
activity increases.

5.4.3 Social evaluation: a real case

In order to evaluate our proposal in a real use case, we modeled a subpart
of the LINA research laboratory system3 using SocioPath. We applied
the rules of SocioPath on this system for the activity “a user accesses a
document toto that is stored on the SVN server at LINA”. Due to privacy
issues, Figure 5.6 presents only the DAG of LINA architecture for this
activity, with anonymous nodes. For the sake of clarity, we simplify the
underlying graph as much as possible.

Based on this context, we conducted an opinion survey among twenty
members of LINA including, PhD students, professors and computer tech-
nicians about their level of trust in each node. For each person, we have

3https://www.lina.univ-nantes.fr/
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A

B

E

C

G

D
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toto

Figure 5.6 – LINA’s WDAG for the activity “accessing a document toto on the SVN".

A B C D E F G System trust User’s
value feedback

P1 0.5 0.5 1 0.5 0.5 1 1 0.4375 X
P2 0.7 1 1 0.7 0.7 1 1 0.847 X
P3 0.5 0.5 1 0.7 0.5 1 1 0.4375 ⇥
P4 0.6 0.6 0.8 0.7 0.6 0.8 0.6 0.3072 ⇥
P5 0.8 0.8 1 0.8 0.8 1 0.9 0.8202 X
P6 0.9 0.9 1 0.9 0.9 0.9 0.9 0.9043 X
P7 0.6 0.6 0.7 0.6 0.6 0.6 0.7 0.2770 ⇥
P8 0.8 0.6 1 0.9 0.8 0.8 1 0.7416 X
P9 0.7 0.5 1 0.4 0.7 0.6 0.9 0.4407 X
P10 0.8 1 0.7 0.8 0.8 0.9 0.8 0.6975 X
P11 0.5 0.5 0.9 0.5 0.5 0.5 0.9 0.2473 ⇥
P12 0.95 0.95 0.8 0.8 0.95 0.95 0.8 0.8655 X
P13 0.8 0.9 0.8 0.7 0.95 0.8 0.7 0.6433 X
P14 0.8 0.7 0.9 0.7 0.9 0.8 0.8 0.6652 X
P15 0.9 0.8 0.8 0.9 0.9 0.9 0.8 0.7733 X
P16 0.7 0.6 0.6 0.6 0.8 0.7 0.6 0.337 X
P17 0.5 0.9 0.8 0.7 0.9 0.5 0.8 0.3807 ⇥
P18 0.7 0.7 1 0.7 0.6 0.7 1 0.6088 X
P19 0.8 0.8 1 1 1 0.8 1 0.8704 X
P20 0.9 0.9 0.8 0.9 0.9 0.9 0.8 0.7971 X

Table 5.3 – User’s trust value in the system SVN in LINA.

computed the system trust value according to the methodology presented
in Section 5.3. Table 5.3 presents The survey data and the computed trust
value in the system according to LINA members. Over a second phase,
we asked each user for feedback about the system trust values computed
with respect to their level of trust in the nodes. The last column of Ta-
ble 5.3 shows this feedback, where X means that they are satisfied with
the value, and ⇥ means that they are not satisfied. 75% of the users are
satisfied with the computation. Unsatisfied users argue that they expect
a higher trust value. Some of trust values associated to the nodes of the
unsatisfied users, have relatively low values (around 0.5 or 0.6) compared
to the other users. These users explain that the lack of knowledge about
some nodes leads them to vote with a neutral value (0.5 or 0.6) which for
them considered neither trustworthy, nor untrustworthy. Clearly, such be-
havior is not compatible with a probabilistic interpretation where 0.5 is no
more neutral than any other possible value. The explanations provided by
users reveal an interesting point; even in the case of a local environment
and even considering advanced users, not everyone is in possession of all
the information necessary for an informed assessment. To conform to this
reality and model this phenomenon, it requires to use a formalism allow-
ing to express uncertainty related to incompleteness of available informa-
tion. Classical probability theory is limited in expressing the ignorance or
the uncertainty while subjective logic [Jøs01], which is an extension of the
probability theory, can deal with this issue.
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5.5 Conclusion

In this chapter, we propose SocioTrust, a probabilistic approach to eval-
uate the system trust for an activity. We conduct some experiments to
illustrate that the system construction is a key factor in evaluating the
user trust value in a system. Finally, we confront our approach with real
user opinions based on a real modeled system to extract the limitations of
this proposition.

In our study, trust value has been considered as a traditional proba-
bility without any degree of uncertainty. The experiment in Section 5.4.3
shows that in real situation, not everyone is in possession of all the neces-
sary information to provide a dogmatic opinion about something or some-
one. Extending our approach to use subjective logic, which can express
uncertainty, is the target of Chapter 6.
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“As far as the laws of
mathematics refer to reality,
they are not certain; and as far
as they are certain, they do not
refer to reality.”

-Albert Einstein.
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In this chapter, we improve the proposition of SocioTrust to be able to
deal with uncertainty in the trust values. We propose SubjectiveTrust.

Our approach is based on subjective logic, an extension of probabilistic
logic that takes uncertainty into account.

Inspired by the idea of modeling trust using a graph (cf. Section 3), we
simplify the representation of SocioPath to model, an activity achieved

69
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through a system, by a directed acyclic graph (DAG) as we do in So-
cioTrust. Each node in the DAG is associated with an opinion so the DAG
becomes a WDAG. Based on this WDAG, we use subjective logic to evalu-
ate the user trust in a system for an activity in Section 6.2. Some solutions
for the problem of dependent paths are proposed as well. Section 6.3
presents the conducted experiments for evaluating this proposal.
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6.1 Introduction

Previous chapter introduces SocioTrust. It is a graph-based trust approach
based on probability theory, to evaluate trust in a system for an activity.
SocioTrust is an approach that works perfectly in full-knowledge environ-
ments. However, in uncertain environments, users might not be in posses-
sion of all the information to provide a dogmatic opinion and traditional
probability cannot express uncertainty.

With subjective logic [Jøs01], trust can be expressed as subjective opin-
ions with degrees of uncertainty. In this chapter, we aim to take advantage
of the benefits of subjective logic to evaluate trust.

In the terminology of subjective logic, an opinion held by an individual
P about a proposition x is the ordered quadruple Ox = (bx, dx, ux, ax)
where:

• bx (belief) is the belief that x is true.

• dx (disbelief) is the belief that the x is false.

• ux (uncertainty) is the amount of uncommitted belief.

• ax is called the base rate, it is the priori probability in the absence of
evidence.

Note that bx, dx, ux, ax 2 [0..1] and bx + dx + ux = 1. ax is used for comput-
ing an opinion’s probability expectation value that can be determined as
E(Ox) = bx + axux. More precisely, ax determines how uncertainty shall
contribute to the probability expectation value E(Ox) [Jøs01].

In this chapter, we extend SocioTrust to use subjective logic. The main
contribution of this chapter is proposing a generic model named Subjec-
tiveTrust [ABSAL13], for evaluating trust in a system for an activity taking
into account uncertainty.

The system definition is also based on SocioPath (cf. Chapter 4). To
focus on the trust in the system, the SocioPath model is abstracted in a
DAG as in SocioTrust (cf. Section 5.2). In subjective logic trust is expressed
as opinion, thus in this proposition, The DAG is weighted with opinions
i.e., each node is associated with an opinion. The function that assigns
each node with an opinion is defined as follows:
Ow : N ! ([0, 1], [0, 1], [0, 1], [0, 1]).

Figure 6.1 shows the same system presented in Figure 4.2 as a merged
WDAG. The associated value on the node represents John’s opinion on
this node.

A

B E

C

D

A={MacOS,{PC},{Apple,John}}
B={Windows,{PC},{Microsoft,John}}
C={Pages,{PC},{Apple,John}}
D={OOWrite,{PC},{Oracle,John}}
E={MSword,{PC},{Microsoft,John}}

(0.7,0,1,0.2,0.5)

(0,0,1,0.5)

(0.6,0.3,0.1,0.5)

(1,0,0,0.5)

(0.5,0.4,0.1,0.5)

John toto

Figure 6.1 – The activity “John accesses a document toto" as a WDAG where the
weights are opinions.
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By combining the user’s opinion on a node, we are able to estimate
two different granularities of trust, namely, opinion on a path and opinion
on a system, both for an activity to be performed by a person.

The main problem that faces trust evaluation based on a graph is the
existence of dependent paths (cf. Section 3.3.2). To solve this problem, we
propose two methods, Copy and Split. Next section shows how to use
subjective logic in our approach.

6.2 Inferring user’s opinion on a system using subjec-
tive logic

This section presents SubjectiveTrust, a graph-based trust approach to
infer trust in a system for an activity using subjective logic. User’s opin-
ions are associated to the nodes in the graph. Then, an opinion on a path
and an opinion on a system are evaluated by combining respectively the
opinions on the nodes and the opinions on the paths, using the appropri-
ate operators of subjective logic. We propose two methods to solve the
problem of dependent paths.

6.2.1 Opinion on a node for an activity

As SocioTrust, opinion on a node is evaluated from the point of view of
the concerned user depending on her personal experience with this node.
Several approaches have been proposed to obtain this opinion. In [Jøs01],
authors translate the user’s negative or positive observations to opinions.
In [LW10, LW11b], the opinion parameters are estimated by Bayesian in-
ference.

However, in this thesis, we do not address the issue of obtaining this
opinion, we focus on combining the opinions associated on the nodes to
obtain an opinion on a path and on a system for an activity.

6.2.2 Opinion on a path for an activity

Subjective logic consists of a set of logical operations like the conjunction,
disjunction, consensus and the discounting which are defined to combine
opinions. In the following, we present these operators [Jøs01].

• Conjunction operator represents the opinion of a person on several
propositions. Let OP

x = (bP
x , dP

x , uP
x , aP

x ) and OP
y = (bP

y , dP
y , uP

y , aP
y ) be

respectively P’s opinion on x and y. OP
x^y represents P’s opinion on

both x and y and can be calculated with the following relations:

OP
x ^OP

y = OP
x^y =

8
>>>><

>>>>:
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x bP
y

dP
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x dP
y
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x^y) = E(OP

x )E(OP
y ) (6.2)
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• Disjunction operator represents the opinion of a person on one of
the propositions or any union of them. Let OP

x = (bP
x , dP

x , uP
x , aP

x ) and
OP

y = (bP
y , dP

y , uP
y , aP

y ) be respectively P’s opinion on x and y. OP
x_y

represents P’s opinion on x or y or both and can be calculated with
the following relations:
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x_y =

8
>>>><

>>>>:

bP
x_y = bP

x + bP
y � bP

x bP
y

dP
x_y = dP

x dP
y

uP
x_y = dP

x uP
y + uP

x dP
y + uP

x uP
y

aP
x_y =

uP
x aP

x+uP
y aP

y�bP
x uP

y aP
y�bP

y uP
x aP

x�uP
x aP

x uP
y aP

y
uP

x+uP
y�bP

x uP
y�bP

y uP
x�uP

x uP
y

(6.3)

E(OP
x _OP

y ) = E(OP
x_y) = E(OP

x ) + E(OP
y )�E(OP

x )E(OP
y ) (6.4)

• Discounting operator represents the transitivity of the opinions. Let
OP

B = (bP
B, dP

B, uP
B, aP

B) be P’s opinion on B’s advice, and OB
x =

(bB
x , dB

x , uB
x , aB

x ) be B’s opinion on x, OPB
x =OP

B ⌦ OB
x represents P’s

opinion on x as a result of B’s advice to P:

OPB
x = OP

B ⌦OB
x =

8
>><

>>:

bPB
x = bP

BbB
x

dPB
x = bP

BdB
x

uPB
x = dP

B + uP
B + bP

BuB
x

aPB
x = aB

x

(6.5)

• Consensus operator represents the consensus of the opinions of dif-
ferent persons. Let OA

x = (bA
x , dA

x , uA
x , aA

x ) be A’s opinion on x, and
OB

x = (bB
x , dB

x , uB
x , aB

x ) be B’s opinion on x, OA,B
x =OA

x �OB
x represents

the opinion of the group of persons {A, B} on x:

OA,B
x = OA

x �OB
x =

8
>>>>><

>>>>>:

bA,B
x = bA

x uB
x+bB

x uA
x

uA
x +uB

x�uA
x uB

x

dA,B
x = dA

x uB
x+dB

x uA
x

uA
x +uB

x�uA
x uB

x

uA,B
x = uA

x uB
x

uA
x +uB

x�uA
x uB

x

aA,B
x = uA

x aB
x+uB

x aA
x �(aA

x +aB
x )uA

x uB
x

uA
x +uB

x�2uA
x uB

x

(6.6)

It is important to mention that conjunction and disjunction are commuta-
tive and associative.

OP
x ^OP

y = OP
y ^OP

x

OP
x _OP

y = OP
y _OP

x

(OP
x ^OP

y ) ^OP
z = OP

x ^ (OP
y ^OP

z )

(OP
x _OP

y ) _OP
z = OP

x _ (OP
y _OP

z )

However, the conjunction over the disjunction is not distributive. This is
due to the fact that opinions must be assumed to be independent, whereas
distribution always introduces an element of dependence.

OP
x ^ (OP

y _OP
z ) 6= (OP

x ^OP
y ) _ (OP

x ^OP
z )
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For the same reason, the discounting over the consensus is not distributive.

OP
x ⌦ (OP

y �OP
z ) 6= (OP

x ⌦OP
y )� (OP

x ⌦OP
z )

By using these operators, we combine the opinions on the nodes to es-
timate two different granularities of trust: opinion on a path and opinion
on a system.

A path in a system represents a way to achieve an activity. An opin-
ion on a path that contains several nodes can be computed by combining
the opinions on the nodes that belong to it.

In trust propagation, the used operator to build an opinion on a path
is the discounting operator because it allows to compute the transitivity
of an opinion along a path [JHP06, JB08].

However, if a person needs to achieve an activity through a path, she
needs to pass by all the nodes composing this path. Hence, an opinion on
a path is the opinion on all nodes composing this path.

The conjunction operator represents the opinion of a person on sev-
eral propositions. If OP

x = (bP
x , dP

x , uP
x , aP

x ) is P’s opinion on x and
OP

y = (bP
y , dP

y , uP
y , aP

y ) is P’s opinion on y, OP
x^y represents P’s opinion on

both x and y. Thus, the conjunction operator is the appropriate operator
to compute an opinion on a path from the opinions on the nodes.

Let s = {N1, N2, . . . , Nn} be a path that enables a user P to achieve an
activity. P’s opinion on the nodes {Ni}i2[1..n] for an activity are denoted
by ONi = (bNi , dNi , uNi , aNi). P’s opinion on the path s for achieving an
activity, denoted by Os = (bs, ds, us, as), can be derived by the conjunc-
tion of P’s opinions on {Ni}i2[1..n]. Os={N1,...,Nn} =

V{ONi}i2[1..n]. Given
Relations 6.1, we obtain the following generalization:

Os={N1,...,Nn} =

8
>>>><

>>>>:

bs={N1,...,Nn} = bV{Ni}i2[1..n]
= ’n

i=1 bNi

ds={N1,...,Nn} = dV{Ni}i2[1..n]
= 1�’n

i=1 (1� dNi )

us={N1,...,Nn} = uV{Ni}i2[1..n]
= ’n

i=1(bNi + uNi )�’n
i=1(bNi )

as={N1,...,Nn} = aV{Ni}i2[1..n]
=

’n
i=1(bNi+uNi aNi )�’n

i=1(bNi )

’n
i=1(bNi+uNi )�’n

i=1(bNi )

(6.7)
The proofs of Relations 6.7 are presented in Appendix A.1.1 and the ver-

ifications of the correction (i.e., bs + ds + us = 1, 0 < bs < 1, 0 < ds < 1,
0 < us < 1 and 0 < as < 1) are in Appendix A.1.1.1.

6.2.3 Opinion on a system for an activity

After building an opinion on a path for an activity, an opinion on a system,
which contains several paths to achieve an activity, can be built.

In trust propagation, to build an opinion on a target node in a graph,
the consensus operator is used because it represents the consensus of
the opinions of different persons through different paths [JHP06, JB08].
Whereas, in our work, an opinion on a system is the opinion of a person
on one or several paths. If OP

x = (bP
x , dP

x , uP
x , aP

x ) is P’s opinion on x and
OP

y = (bP
y , dP

y , uP
y , aP

y ) is P’s opinion on y, OP
x_y represents P’s opinion on x

or y or both. Thus, the disjunction operator is the appropriate operator to
evaluate an opinion on a system. In the following, we show how to build
an opinion on a system when (i) the system has only independent paths
and (ii) the system has dependent paths.
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Figure 6.2 – Graph transformation using node splitting.

6.2.3.1 Independent paths

Let {s1, s2, . . . , sm} be the paths that enable a user P to achieve an activity.
The user’s opinion on the paths {si}i2[1..m] for an activity are denoted by
Osi = (bsi , dsi , usi , asi).
The user opinion on the system a for achieving the activity, denoted by
Oa = (ba, da, ua, aa) can be derived by the disjunction of P’s opinions in
{si}i2[1..m]. Thus, Oa =

W{Osi}i2[1..m]. Given Relations 6.3, we obtain the
following generalization:

Oa={s1,...,sm} =

8
>>><

>>>:

ba={s1,...,sm} = bW{si} = 1�’m
i=1 (1� bsi )

da={s1,...,sm} = dW{si} = ’m
i=1 dsi

ua={s1,...,sm} = uW{si} = ’m
i=1(dsi + usi )�’m

i=1(dsi )

aa={s1,...,sm} = aW{si} =
’m

i=1(dsi+usi )�’m
i=1(dsi+usi�usi asi )

’m
i=1(dsi+usi )�’m

i=1(dsi )

(6.8)

The proofs of Relations 6.8 are presented in Appendix A.1.2.

6.2.3.2 Dependent paths

In subjective logic as in probabilistic logic, the disjunction is not distribu-
tive over the conjunction, i.e., we have Ox ^ (Oy _Oz) 6= (Ox ^Oy)_ (Ox ^
Oz). This is due to the fact that opinions must be assumed to be indepen-
dent, whereas distribution always introduces an element of dependence.
In SocioTrust, this problem has been resolved by using conditional prob-
ability. There is not yet an equivalent to the conditional probability, which
is applied in the standard probabilistic logic, in subjective logic.

In order to apply subjective logic for evaluating trust in a system, we
propose to transform a graph having dependent paths to a graph having
independent paths. Once this transformation is made, we can apply the
Relations 6.7 and 6.8. To do that, two methods are proposed Copy and
Split.

Copy: this method is achieved by duplicating a common node into sev-
eral different nodes as illustrated in Figure 6.2. The left side of this fig-
ure shows an example of a graph that has three dependent paths. The
source node is P and the target node is DI. The dependent paths are:
s1 = {A, B, C}, s2 = {A, E, F} and s3 = {D, E, F}. The common nodes
are A, E and F. For instance, A is a common node between s1 and
s2. By applying Copy, A becomes A1, A2 such that in the new graph,
A1 2 s01 = {A1, B, C} and A2 2 s02 = {A2, E, F}, so is the case for the
nodes E and F. The right part of Figure 6.2 shows the new graph af-
ter duplicating the common nodes. The new graph contains the paths
s01 = {A1, B, C}, s02 = {A2, E1, F1} and s03 = {D, E2, F2}. Concerning
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Algorithme 1: Copy algorithm.
Find all the paths si:i2[1..n] for an activity performed by a person
foreach si:i2[1..n] do

foreach Nj:j2[1..length(si)] 2 si do
foreach k 6= i: Nj 2 sk do

Create a node Nik
ONik  ONj

Replace Nj by Nik in sk

opinions, we keep the same opinion associated to the original node on the
duplicated nodes. This method is based on the idea that the new pro-
duced path s0 maintains the same opinion of the original path s. In this
case Os1 = Os01

and Os2 = Os02
. This method is shown in Algorithm 1.

Split: similar to Copy, nodes are duplicated to obtain independent paths
as shown in Figure 6.2. In order to maintain the opinion on the global sys-
tem, we split the opinion on the dependent node into independent opin-
ions, such that their disjunction produces the original opinion. Formally
speaking, if node A is in common between s1 and s2 and the opinion on
A is OA, A is duplicated into A1 2 s01 and A2 2 s02 and the opinion OA
is split into OA1 and OA2 where OA1 and OA2 satisfy the following rela-
tions: OA1 = OA2 and OA1 _OA2 = OA. The following are the obtained
split opinion in two cases, the case of splitting an opinion into two inde-
pendent opinions and the case of splitting an opinion into n independent
opinions.

• Splitting a dependent opinion into two independent opinions:

^⇢
OA1 _OA2 = OA
OA1 = OA2

,

8
>><

>>:

bA1 _ bA2 = bA
dA1 _ dA2 = dA
uA1 _ uA2 = uA
aA1 _ aA2 = aA

^

8
>><

>>:

bA1 = bA2

dA1 = dA2

uA1 = uA2

aA1 = aA2

)

8
>>><

>>>:

bA1 = bA2 = 1�
p

1� bA
dA1 = dA2 =

p
dA

uA1 = uA2 =
p

dA + uA �
p

dA

aA1 = aA2 =
p

1�bA�
p

1�bA�aAuAp
dA+uA�

p
dA

(6.9)

• Splitting a dependent opinion into n independent opinions:

^⇢
OA1 _OA2 _ . . . _OAn = OA
OA1 = OA2 = . . . = OAn

,

8
>><

>>:

bA1 _ bA2 _ . . . _ bAn = bA
dA1 _ dA2 _ . . . _ dAn = dA
uA1 _ uA2 _ . . . _ uAn = uA
aA1 _ aA2 _ . . . _ aAn = aA

^

8
>><

>>:

bA1 = bA2 = . . . = bAn
dA1 = dA2 = . . . = dAn
uA1 = uA2 = . . . = uAn
aA1 = aA2 = . . . = aAn

)



6.3. Experimental evaluation 77

Algorithme 2: Split algorithm.
Find all the paths si:i2[1..n] for an activity performed by a person
foreach si:i2[1..n] do

foreach Nj:j2[1..length(si)] 2 si do
foreach k 6= i: Nj 2 sk do

Create a node Nik
ONik  opinion resulted from Relation 6.10

Replace Nj by Nik in sk

8
>>>>>><

>>>>>>:

bA1 = bA2 = . . . = bAn = 1� (1� bA)
1
n

dA1 = dA2 = . . . = dAn = d
1
n
A

uA1 = uA2 = . . . = uAn = (dA + uA)
1
n � d

1
n
A

aA1 = aA2 = . . . = aAn = (1�bA)
1
n�(1�bA�aAuA)

1
n

(dA+uA)
1
n�dA

1
n

(6.10)

The proofs of Relations 6.9 and 6.10 are provided in A.1.3. Split is
formalized in Algorithm 2.

Next section presents the experimental evaluation for this approach.

6.3 Experimental evaluation

In this section, we compare Copy and Split to a modified version of TNA-
SL [JHP06], that is based on simplifying the graph by deleting the de-
pendent paths that have high value of uncertainty (cf. Section 3.3.2). In
TNA-SL, after the graph simplification, trust is propagated. In our work,
trust is not propagated and a comparison to a propagation approach has
no sense. Thus, we modify TNA-SL such that trust evaluation is made
by applying Relations 6.7 and 6.8 introduced in Section 6.2. We call this
method a modified TNA-SL (mTNA).

We present different experiments, their results, analysis and interpre-
tation. The main objectives for conducting the experiments are: (i) to
compare the proposed methods and evaluating their accuracy and (ii) to
confront this approach with real users. The first two experiments are re-
lated to the first objective while the third experiment is devoted to the
second objective. Next sections present the different experiments, their
results and analysis.

6.3.1 Comparing the proposed methods

To tackle the first objective, we experiment with a graph that contains only
independent paths. The three methods, mTNA, Copy and Split give the
same exact results as expected because the three of them follow the same
computational model when graphs contain only independent paths. Then,
we experiment on a graph that has relatively high rate of common nodes
and dependent paths. 75% of the paths of the chosen graph are dependent
paths and 60% of nodes are common nodes.
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Figure 6.3 – Value of the probability expectation for 50 persons using the three methods
mTNA, Copy and Split.

In our experiments, random opinions ON = (bN , dN , uN , aN) are asso-
ciated to each node, and the opinion’s probability expectation value of the
graph, E(Oa) = ba + aaua is computed using the three methods, mTNA,
Copy and Split. This experiment is repeated 50 times where each time
represents random opinions of a person associated to the different nodes
that compose the graph. We analyze the opinion’s probability expectation
values of the graph, E(Oa) = ba + aaua and not all the opinion parameters
Oa = (ba, da, ua, aa) for simplicity.

Figure 6.3 shows obtained results. We notice that the three methods
almost have the same behavior, when the E(Oa) increases in one method
it increases in the other methods, and vice versa. We also observe some
differences among the three methods that are not always negligible like
at experience 9 and 40 in Figure 6.3. This observation led us to the ques-
tion: which of these methods give the most accurate results? To evaluate
the accuracy of Split, Copy and mTNA, we conduct other experiments
explained in the next section.

6.3.2 Studying the accuracy of the proposed methods

SocioTrust that uses theory of probability to evaluate trust in a system, has
the advantages that it has no approximations in case there are dependent
paths thanks to conditional probability (cf. Chapter 5). Thus it works
perfectly if users are sure of their judgments of trust i.e., the values of
uncertainty are equal to 0.

Subjective logic is equivalent to traditional probabilistic logic when
b + d = 1 such that u = 0, i.e., the value of uncertainty is equal to 0.
When u = 0, the operations in subjective logic are directly compatible
with the operations of the traditional probability. In this case the value of
E(O) = b + au = b corresponds to the value of probability.

Since SocioTrust is based on probability theory, the obtained results
by applying subjective logic if u = 0 should be equal to the ones using
probability theory. We can evaluate the accuracy of the proposed meth-
ods by setting u = 0 and comparing the value of ba = E(Oa) resulted
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Figure 6.4 – The difference between the opinion’s probability expectation of a graph us-
ing mTNA, Copy and Split when u = 0 and the trust value resulting from using
SocioTrust.

from applying the three methods to the trust value obtained by applying
SocioTrust.

The experiments are conducted on the graph of Section 6.3.1. Ran-
dom opinions ON = (bN , dN , 0, aN) are associated to each node, and the
probability expectation of the graph E(Oa) = ba + aaua = ba is computed.

For simplicity, the notations TST, T
mTNA, TCopy

, TSplit

respectively de-
note system’s trust value resulting from applying SocioTrust and system’s
opinion probability expectation resulting from applying mTNA, Copy and
Split.

To make our comparison of TST versus T
mTNA, TCopy

, TSplit

, we sim-
ply compute the subtractions between them i.e., TST � T

mTNA, TST � TCopy

,
TST � TSplit

. The average of each of the previous values are computed
through 10000 time to obtain a reliable value. The standard deviation
(SD) is also computed to show how much variation from the average ex-
ists in the three cases. Figure 6.4 shows obtained results.

As we notice from Figure 6.4, Copy is the method that gives the closest
results to SocioTrust, the average of the difference of its result when u = 0
and the result of traditional probability over 10000 times is equal to 0.014,
which is an indication that this method gives the nearest result to the exact
result and its average error rate is around 1.4%.

The average error rate of mTNA (2.4%) is less than Split (3.2%), but
the standard deviation of mTNA is 0.045 where in Split, it is 0.037. That
means that in some cases, mTNA can give results that are farther than
Split from the exact results. Thus, Split shows a more stable behavior
than mTNA.

Copy shows the most convincing result. The average error rate is
around 0.014 and the standard deviation is 0.02.

The objective of this experiment is not criticizing the proposed meth-
ods in the literature for the problem of dependent paths. These methods
are proposed to deal with the problem of trust propagation through a
graph, whereas, in our work we focus on evaluating trust towards the
whole graph. The employed operators in our case are different from
the employed operators in trust propagation. TNA-SL or any proposed
method in the literature can work properly in their context.

In this experiment, we show that Copy, our new proposed method, is
the method the more adaptable to be used with respect to the context of
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our work. Extensive simulations on different types of graphs are provided
in Appendix A.2 and follow the same behavior presented above.

6.3.3 Social evaluation: a real case

In order to study our approach on a real case study, we need the following
data: a real system modeled by using SocioPath and real opinions held
by real users. The same subpart of the LINA research laboratory system
modeled in Section 5.4.3 is used where Figure 5.6 presents the DAG for
the activity “a user accesses a document toto that is stored on the SVN
server of LINA”, with renamed nodes A, B, C, D, E, F, G.

Since subjective logic is not used yet in real applications, users are not
used to build an opinion directly using this logic. We build these opinions
ourselves from users’ positive or negative observations as it is proposed
in [Jøs01]. To do that, the survey introduced in Appendix A.3 is executed
to collect the observations of LINA users about the nodes. The proposed
questions collect information about the user’s usage of a node and the
quantity of using it and their observations. A local opinion on each en-
tity is built for each user (few examples are shown in Appendix A.3 as
well). The opinion and the opinion’s probability expectation of the system
are then computed using Copy for each user. The results are shown in
Table 6.1.

We asked each user for a feedback about their opinion on the nodes
and in the system. We were glad to notice that LINA users were satisfied
of the obtained results, whereas in SocioTrust approach (cf. Section 5.4.3),
25% of users were not satisfied of the results. In the latter approach, when
users do not have enough knowledge about a node, they vote with the
value 0.5, which are considered for them as neutral value. That led to
incorrect data that gave a low trust value in a system. In SubjectiveTrust,
uncertainties are expressed for the opinions on the nodes and computing
an opinion on a system is made considering these uncertainties. That
shows that, in uncertain environment, it is more suitable to use subjective
logic than probabilistic metrics for trust evaluations.
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82 Chapter 6. SujectiveTrust

6.4 Conclusion

This chapter presents SubjectiveTrust, a graph-based trust approach to
evaluate user’s trust in a system for an activity. The SocioPath model
is used to restrict a system to a DAG. An approach based on subjective
logic is proposed to take users’ uncertainties into account. Two methods
for the problem of dependent paths in graph-based trust approaches are
proposed, all by using subjective logic. The necessary algorithms and
relations are provided and proved. Some experiments are conducted to
compare the proposed methods and evaluate their accuracy, our proposed
methods show high accuracy. A real case study is made to confront this
approach to real users where all users were satisfied of the obtained results
of this approach.

However, in this work, a node in the DAG represents a digital resource
with the physical resources that support it and the persons who control it.
A user associates each node with an opinion. It could be more interesting
that a user associates each entity in a node with an opinion. In this case,
three levels of trust can be evaluated, the social trust, the digital trust and the
physical trust which are respectively the trust towards the set of persons,
digital and physical resources involved in a user activity achieved through
a system.



7Conclusion and perspectives

Digital activities are achieved everyday by users through different sys-
tems. When users need to choose a system for a particular activity, they
evaluate it considering many criteria like QoS, economical aspects, etc.
This thesis focuses on enlightening some aspects about the used system
to help the user to choose a system that satisfies her expectations. The
aspects we focus on are the user’s digital and social dependences in a sys-
tem for an activity, their degrees and the level of a user’s trust towards the
used system. To realize this approach, we fixed two main objectives:

1. Proposing a model that formalizes a system considering the different
entities that compose it (physical, digital or social entities) and the
relations between them.

2. Evaluating trust in a system for an activity based on this model.

By focusing on the proposed models that formalize a system in the
literature, we find that these models are complex and mostly done to re-
trieve information about the used digital or physical entities in a system,
and ignore the social entities like the involved persons in a system.

In this thesis, we propose SocioPath, a simple model that allows to
formalize the entities in a system and the relations between them. In
this contribution, we observed that the entities that compose a digital sys-
tem can be digital, physical or human entities. We defined a model that
formalizes all these entities and the relations between them. This model
is provided by the rules that discover some implicit relations in a system
and enriched with definitions that illustrate some main concepts about the
used system. SocioPath allows to answer the user of some main questions
that concern her used system.

Trust works in the literature focused on one granularity of trust; trust-
ing a person, a product, a resource, etc. That reflects one entity in a used
system. Trusting a system as a composition of a set of entities and relations
between them has not been studied deeply.

By focusing on trust works made in the literature, one direction of
these works drew our attention. This direction is trust propagation in
social networks. It aims to propagate trust between two nodes in a graph
that represents a social network. The propagated trust value results from
combining trust values through this graph.

SocioPath model can represent an activity achieved through a system
as a DAG where the nodes represent a set of entities that plays a role for
achieving the users’ activity and the set of edges represents the paths a
user follows to achieve her activity.
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84 Chapter 7. Conclusion

Based on this DAG and inspired from based-graph trust approaches
made for the problem of trust propagation, two approaches, SocioTrust
and SubjectiveTrust, are proposed to evaluate trust in a system for an
activity. SocioTrust is based on probability theory which can be applied
in full-knowledge environments where users do not need to express their
uncertainty, and SubjectiveTrust is based on subjective logic which can be
applied in uncertain environments, this approach allows users to express
their uncertainties. The necessary relations and algorithms for combin-
ing the trust values towards the entities in the DAG has been provided
and proved, and experiments have been conducted to validate these ap-
proaches.

7.1 Perspectives

This work opens several perspectives that can be related to the model
SocioPath or related to the trust evaluation.

SocioPath perspectives: In this thesis, we did not depend on an existing
model to formalize a system for an activity. We proposed our own model,
SocioPath, that allows to represent an activity achieved through a system
as a DAG. In the literature, we find a set of models that allows to formalize
a system. We mainly focused on the studies made in the enterprise archi-
tecture domain. It is somehow limited to force someone to use our model
to evaluate trust. In a future work, we aim to propose a model of transfor-
mation between existing models and SocioPath. In this case, someone can
use any existing modeling to deduce the DAG that represents an activity
achieved through a system, then SocioTrust and SubjectiveTrust can be
applied to evaluate trust in a system for an activity. Of course, the model
of transformation can enlighten some notions that need to be completed
in existing models to obtain the DAG.

Moreover, this work focuses on the user’s need without taking into
account the other requirement in a system. For instance, the SocioPath
modeling requires revealing some important information about a system,
which goes against the privacy requirement of the other participants in
a system. This can be seen as a privacy breach. Persons in a system
should be aware of this privacy concern, and work should be done to meet
their privacy requirements. For instance, it could be possible to filter the
unnecessary information delivered to the user according to these persons’
privacy rules.

SocioPath model is not only restricted to evaluate trust, it can be de-
veloped to be used in different applications and for different objectives.
SocioPath can be used to point out accesses and controls relations within
an architecture. This is particularly useful to check whether the system re-
spects the trust and the privacy expected by its users. Being able to test an
architecture compliance with respect to users’ privacy policies and trust
models can be a target to follow in a future work.

A further line of research is devoted to investigate the amount of in-
formation about the system, that is needed to derive hidden relations by
applying SocioPath. The service level agreements of the system’s compo-
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nents, rather than inner design and implementation details (that may not
be available or disclosed), should be enough to draw meaningful conclu-
sions.

Beside that SocioPath model allows transform an activity achieved
through a system to a DAG, it allows to deduce the relations of digital
and social dependences and their degrees on the entities of a system ar-
chitecture for an activity as we show in Chapter 4. This direction can be
developed in several ways:

(i) The rules and definitions that are proposed in SocioPath have been
implemented in ProLog, in order to develop a tool, based on SocioPath
that infers dependences automatically. Such a tool may be very valuable
in all the situations that require a person to evaluate the degree of inter-
dependence of the various components of a given architecture.

(ii) Currently SocioPath does not distinguish the different kinds of ac-
cess and control of an actor to a digital resource. In order to consider inten-
tions and expectations of users regarding digital resources, SocioPath can
be enriched with access and control typologies, to define different kinds
of dependences. Moreover, no difference is made between what persons
can do and what they are allowed to do according to the law, the moral
rules, etc. We aim at distinguishing between dependences related to the
system’s architecture, and dependences related to social commitments.

Trust perspectives: The contribution of evaluating trust can be devel-
oped in several ways also. Transforming the SocioPath modeling to a
DAG required some simplification in the node representation, where a
node in this DAG represents a digital resource with the physical resources
that support it and the persons who control it. A user associates each node
with a value of trust. This simplification can be extended to three levels,
where a user associates each entity, either if it is a physical or a digital re-
source or a person with a trust level. In this case, three levels of trust can
be studied, (i) a social trust that it is computed from combining the trust
values associated to the persons, (ii) a digital trust that is computed from
combining the trust values associated to the digital resources and (iii) a
physical trust that is computed from combining the trust values associated
to the physical resources. These three levels of trust require extensions
in the SocioPath model, where three relations of trust should be added
from a person to respectively a physical, a digital resource and a person
and require also some changes in the obtained DAG. In the actual version,
the common nodes are the nodes that shares the same physical, digital
resources and persons. In the extension we aim to make, we can obtain
three different DAGs where the common nodes in each DAG are either the
common digital, physical resources or persons. The provided relations in
SocioTrust and SubjectiveTrust can be applied on these three DAGs to
obtain these three levels of trust, the social trust, the digital trust and the
physical trust which are respectively the trust towards the set of persons,
digital or physical resources involved in a user activity achieved through
a system.
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A.1 Mathematical proofs

In this section, we develop the formal proof of the introduced relations in
Section 6.2 about opinion on path and opinion on a system respectively
in Sections A.1.1, A.1.2. In Section A.1.3, we prove the relations of the
method Split. In Section A.1.4, we prove that Copy is more optimist than
mTNA and In Section A.1.5, we prove that Copy is more optimist than
Split.

A.1.1 Opinion on a path for an activity (mathematical proof)

First, we prove the generalization proposed in Relation 6.7 introduced in
Section 6.2.2 then we verify that our relations hold the properties of the
opinion parameters in subjective logic in Section A.1.1.1.

Ox^y =

8
>>><

>>>:

bx^y = bxby
dx^y = dx + dy � dxdy
ux^y = bxuy + uxby + uxuy

ax^y =
bxuyay+byuxax+uxaxuyay

bxuy+uxby+uxuy

)

Os={N1,...,Nn} =

8
>>>><

>>>>:

bs={N1,...,Nn} = bV{Ni}i2[1..n]
= ’n

i=1 bNi

ds={N1,...,Nn} = dV{Ni}i2[1..n]
= 1�’n

i=1 (1� dNi )

us={N1,...,Nn} = uV{Ni}i2[1..n]
= ’n

i=1(bNi + uNi )�’n
i=1(bNi )

as={N1,...,Nn} = aV{Ni}i2[1..n]
=

’n
i=1(bNi+uNi aNi )�’n

i=1(bNi )

’n
i=1(bNi+uNi )�’n

i=1(bNi )

1. The mathematical proof of the relation bs:

Lemma A.1. bs={N1,...,Nn} = bV{Ni}i2[1..n]
= ’n

i=1 bNi

Proof. We prove by induction that, for all n 2 Z+,

bV{Ni}i2[1..n]
=

n

’
i=1

bNi

Base case. When n = 2:

bN1^N2 = bN1 bN2 =
2

’
i=1

bNi

Induction step. Let k 2 Z+ be given and suppose that Lemma A.1
is true for n = k. Then

bV{Ni}i2[1..k+1]
= b{^{Ni}i2[1..k]}^Nk+1

=
k

’
i=1

bNi bNk+1 =
k+1

’
i=1

bNi

Thus, Lemma A.1 holds for n = k + 1. By the principle of induction,
Lemma A.1 is true for all n 2 Z+.

2. The mathematical proof of the relation ds:
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Lemma A.2. ds={N1,...,Nn} = dV{Ni}i2[1..n]
= 1�’n

i=1 (1� dNi)

Proof. We prove by induction that, for all n 2 Z+,

dV{Ni}i2[1..n]
= 1�

n

’
i=1

(1� dNi)

Base case. When n = 2:
dN1^N2 = dN2 + dN1 � dN1 dN2

= 1� (1� dN2 � dN1 + dN1 dN2)

= 1� (1� dN1)(1� dN2)

= 1�
2

’
i=1

(1� dNi)

Induction step. Let k 2 Z+ be given and suppose that Lemma A.2
is true for n = k. Then
dV{Ni}i2[1..k+1]

= d{^{Ni}i2[1..k]}^Nk+1

= d^{Ni}i2[1..k]
+ dNk+1 � d^{Ni}i2[1..k]

dNk+1

=

"
1�

k

’
i=1

(1� dNi)

#
+ dNk+1 �

"
1�

k

’
i=1

(1� dNi)

#
dNk+1

= 1�
k

’
i=1

(1� dNi) + dNk+1 � dNk+1 + dNk+1

k

’
i=1

(1� dNi)

= 1�
k

’
i=1

(1� dNi) + dNk+1

k

’
i=1

(1� dNi)

= 1�
"

k

’
i=1

(1� dNi)

#
[1� dNk+1 ]

= 1�
k+1

’
i=1

(1� dNi)

Thus, Lemma A.2 holds for n = k + 1. By the principle of induction,
Lemma A.2 is true for all n 2 Z+.

3. The mathematical proof of the relation us:

Lemma A.3. us={N1,...,Nn} = uV{Ni}i2[1..n]
= ’n

i=1(bNi + uNi) �
’n

i=1(bNi)

Proof. We prove by induction that, for all n 2 Z+,

uV{Ni}i2[1..n]
=

n

’
i=1

(bNi + uNi)�
n

’
i=1

(bNi)

Base case. When n = 2:
uN1^N2 = bN1 uN2 + uN1 bN2 + uN1 uN2

= bN1 uN2 + uN1 bN2 + uN1 uN2 + bN1 bN2 � bN1 bN2

= (bN1 + uN1)(bN2 + uN2)� bN1 bN2

=
2

’
i=1

(bNi + uNi)�
2

’
i=1

(bNi)
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Induction step. Let k 2 Z+ be given and suppose that Lemma A.3
is true for n = k. Then

uV{Ni}i2[1..k+1]
= u{^{Ni}i2[1..k]}^Nk+1

= b^{Ni}i2[1..k]
uNk+1 + u^{Ni}i2[1..k]

bNk+1 + u^{Ni}i2[1..k]
uNk+1

=

"
k

’
i=1

bNi

#
uNk+1 +

"
k

’
i=1

(bNi + uNi)�
k

’
i=1

(bNi)

#
bNk+1

+

"
k

’
i=1

(bNi + uNi)�
k

’
i=1

(bNi)

#
uNk+1

=
k

’
i=1

bNi uNk+1 +
k

’
i=1

(bNi + uNi)bNk+1 �
k

’
i=1

(bNi)bNk+1

+
k

’
i=1

(bNi + uNi)uNk+1 �
k

’
i=1

(bNi)uNk+1

=

"
k

’
i=1

(bNi + uNi)

#
(bNk+1 + uNk+1)�

k+1

’
i=1

(bNi)

=
k+1

’
i=1

(bNi + uNi)�
k+1

’
i=1

(bNi)

Thus, Lemma A.3 holds for n = k + 1. By the principle of induction,
Lemma A.3 is true for all n 2 Z+.

4. The mathematical proof of the relation as:

Lemma A.4. as={N1,...,Nn} = aV{Ni}i2[1..n]
=

’n
i=1(bNi+uNi aNi )�’n

i=1(bNi )

’n
i=1(bNi+uNi )�’n

i=1(bNi )

Proof. We prove by induction that, for all n 2 Z+,

aV{Ni}i2[1..n]
=

’n
i=1(bNi + uNi aNi)�’n

i=1(bNi)

’n
i=1(bNi + uNi)�’n

i=1(bNi)

Base case. When n = 2:

aN1^N2 =
bN1 uN2 aN2 + bN2 uN1 aN1 + uN1 aN1 uN2 aN2

bN1 uN2 + uN1 bN2 + uN1 uN2

=
(bN1 uN2 aN2 + bN2 uN1 aN1 + uN1 aN1 uN2 aN2 + bN1 bN2)� bN1 bN2

uN1^N2

=
(bN1 + uN1 aN1)(bN2 + uN2 aN2)� (bN1 bN2)

uN1^N2

=
’2

i=1(bNi + uNi aNi)�’2
i=1(bNi)

’2
i=1(bNi + uNi)�’2

i=1(bNi)

Induction step. Let k 2 Z+ be given and suppose that Lemma A.4
is true for n = k. Then

aV{Ni}i2[1..k+1]
= a{^{Ni}i2[1..k]}^Nk+1

=

b^{Ni}i2[1..k]
uNk+1 aNk+1 + bNk+1 u^{Ni}i2[1..k]

a^{Ni}i2[1..k]
+ u^{Ni}i2[1..k]

a^{Ni}i2[1..k]
uNk+1 aNk+1

b^{Ni}i2[1..k]
uNk+1 + u^{Ni}i2[1..k]

bNk+1 + u^{Ni}i2[1..k]
uNk+1
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We denote the numerator with g, and the denominator with b.

aV{Ni}i2[1..k+1]
=

g

b

g = b^{Ni}i2[1..k]
uNk+1 aNk+1 + bNk+1 u^{Ni}i2[1..k]

a^{Ni}i2[1..k]
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aV{Ni}i2[1..k+1]
=

g

b
=

h
’k+1

i=1 (bNi + uNi aNi)
i
�’k+1

i=1 (bNi)

’k+1
i=1 (bNi + uNi)�’k+1

i=1 (bNi)

Thus, Lemma A.4 holds for n = k + 1. By the principle of induction,
Lemma A.4 is true for all n 2 Z+.



A.1. Mathematical proofs 101

A.1.1.1 Verifications

In this section we verify that the previous relations hold the properties
of the opinion parameters in subjective logic (i.e., b + d + u = 1 and 0 <
b, d, u, a < 1) so we verify the following:

8
>>>>><

>>>>>:

0 < bs = ’n
i=1 bNi < 1

0 < ds = 1�’n
i=1 (1� dNi) < 1

0 < us = ’n
i=1(bNi + uNi)�’n

i=1(bNi) < 1
0 < as =

’n
i=1(bNi+uNi aNi )�’n

i=1(bNi )

’n
i=1(bNi+uNi )�’n

i=1(bNi )
< 1

bs + ds + us = 1

Lemma A.5. 0 < bs = ’n
i=1 bNi < 1

Proof.
8i 2 [1..n] : 0 < bNi < 1

The multiplications of several values between 0 and 1 is between 0 and 1
)

0 <
n

’
i=1

bNi < 1) 0 < bs < 1

Lemma A.6. 0 < ds = 1�’n
i=1 (1� dNi) < 1

Proof.

8i 2 [1..n] :
0 < dNi < 1)
1 > 1� dNi > 0)

1 >
n

’
i=1

(1� dNi) > 0)

0 < 1�
n

’
i=1

(1� dNi) < 1)

0 < ds < 1

Lemma A.7. 0 < us = ’n
i=1(bNi + uNi)�’n

i=1(bNi) < 1

Proof. Considering the left side of the relation, we have:

8i 2 [1..n] : uNi > 0)
bNi + uNi > bNi )

n

’
i=1

(bNi + uNi) >
n

’
i=1

(bNi))

n

’
i=1

(bNi + uNi)�
n

’
i=1

(bNi) > 0)

us > 0
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Considering the right side of the relation, we have:

8i 2 [1..n] : bNi + uNi < 1)
n

’
i=1

(bNi + uNi) < 1)

n

’
i=1

(bNi + uNi)�
n

’
i=1

(bNi) < 1)

us < 1

Lemma A.8. 0 < as =
’n

i=1(bNi+uNi aNi )�’n
i=1(bNi )

’n
i=1(bNi+uNi )�’n

i=1(bNi )
< 1

Proof. Considering the left side of the relation, we have:

8i 2 [1..n] :
bNi + uNi aNi > bNi ) ’n

i=1(bNi + uNi aNi)�’n
i=1(bNi) > 0

bNi + uNi > bNi ) ’n
i=1(bNi + uNi)�’n

i=1(bNi) > 0

9
=

;)

’n
i=1(bNi + uNi aNi)�’n

i=1 bNi)

’n
i=1(bNi + uNi)�’n

i=1(bNi)
> 0) as > 0

Considering the right side of the relation, we have:

8i 2 [1..n] : 0 < aNi < 1)
uNi aNi < uNi )
bNi + uNi aNi < bNi + uNi )

n

’
i=1

(bNi + uNi aNi) <
n

’
i=1

(bNi + uNi))

n

’
i=1

(bNi + uNi aNi)�
n

’
i=1

(bNi) <
n

’
i=1

(bNi + uNi)�
n

’
i=1

(bNi))

’n
i=1(bNi + uNi aNi)�’n

i=1(bNi)

’n
i=1(bNi + uNi)�’n

i=1(bNi)
< 1)

as < 1

Lemma A.9. bs + ds + us = 1

Proof. 8
<

:

bs = ’n
i=1 bNi

ds = 1�’n
i=1 (1� dNi)

us = ’n
i=1(bNi + uNi)�’n

i=1(bNi)
)

bs + ds + us =
n

’
i=1

bNi + 1�
n

’
i=1

(1� dNi) +
n

’
i=1

(bNi + uNi)�
n

’
i=1

(bNi)

bs + ds + us =
n

’
i=1

bNi + 1�
n

’
i=1

(bNi + uNi) +
n

’
i=1

(bNi + uNi)�
n

’
i=1

(bNi)

bs + ds + us = 1
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A.1.2 Opinion on a system for an activity (mathematical proof)

We prove the generalization proposed in Relation 6.8 introduced in Sec-
tion 6.2.3 then we verify that our relations hold the properties of the opin-
ion parameters in subjective logic in Section A.1.2.1.

Ox_y =

8
>>><

>>>:

bx_y = bx + by � bxby
dx_y = dxdy
ux_y = dxuy + uxdy + uxuy

ax_y =
uxax+uyay�bxuyay�byuxax�uxaxuyay

ux+uy�bxuy�byux�uxuy

)

Oa={s1,...,sm} =

8
>>><

>>>:

ba={s1,...,sm} = bW{si} = 1�’m
i=1 (1� bsi)

da={s1,...,sm} = dW{si} = ’m
i=1 dsi

ua={s1,...,sm} = uW{si} = ’m
i=1(dsi + usi)�’m

i=1(dsi)

aa={s1,...,sm} = aW{si} =
’m

i=1(dsi+usi )�’m
i=1(dsi+usi�usi asi )

’m
i=1(dsi+usi )�’m

i=1(dsi )

1. The mathematical proof of the relation ba:

Lemma A.10. ba={s1,...,sm} = b_{si}i2[1..m]
= 1�’m

i=1 (1� bsi)

Proof. We prove by induction that, for all m 2 Z+,

b_{si}i2[1..m]
= 1�

m

’
i=1

(1� bsi) (A.1)

Base case. When m = 2:

bs1_s2 = bs2 + bs1 � bs1 bs2

= 1� (1� bs2 � bs1 + bs1 bs2)

= 1� (1� bs1)(1� bs2)

= 1�
2

’
i=1

(1� bsi)

Induction step. Let k 2 Z+ be given and suppose that Lemma A.10

is true for m = k. Then

b_{si}i2[1..k+1]
= b_{{si}i2[1..k]}_sk+1

= b{si}i2[1..k]
+ bsk+1 � b{si}i2[1..k]

bsk+1

=

"
1�

k

’
i=1

(1� bsi)

#
+ bsk+1 �

"
1�

k

’
i=1

(1� bsi)

#
bsk+1

= 1�
k

’
i=1

(1� bsi) + bsk+1 � bsk+1 + bsk+1

k

’
i=1

(1� bsi)

= 1�
k

’
i=1

(1� bsi) + bsk+1

k

’
i=1

(1� bsi)

= 1�
"

k

’
i=1

(1� bsi)

#
[1� bsk+1 ]

= 1�
k+1

’
i=1

(1� bsi)
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Thus, Lemma A.10 holds for m = k + 1. By the principle of induc-
tion, Lemma A.10 is true for all m 2 Z+.

2. The mathematical proof of the relation da:

Lemma A.11. da={s1,...,sm} = dW{si} = ’m
i=1 dsi

Proof. We prove by induction that, for all m 2 Z+,

dW{si}i2[1..m]
=

m

’
i=1

dsi

Base case. When m = 2:

ds1_s2 = ds1 ds2 =
2

’
i=1

dsi

Induction step. Let k 2 Z+ be given and suppose that Lemma A.11

is true for m = k. Then

d_{si}i2[1..k+1]
= d_{{si}i2[1..k]}_sk+1

= d_{{si}i2[1..k]}dsk+1 =
k

’
i=1

dsi dsk+1 =
k+1

’
i=1

dsi

Thus, Lemma A.11 holds for m = k + 1. By the principle of induc-
tion, Lemma A.11 is true for all m 2 Z+.

3. The mathematical proof of the relation ua:

Lemma A.12. ua={s1,...,sm} = uW{si} = ’m
i=1(dsi + usi)�’m

i=1(dsi)

Proof. We prove by induction that, for all m 2 Z+,

uW{si}i2[1..m]
=

m

’
i=1

(dsi + usi)�
m

’
i=1

(dsi)

Base case. When m = 2:

us1_s2 = ds1 us2 + us1 ds2 + us1 us2

= ds1 us2 + us1 ds2 + us1 us2 + ds1 ds2 � ds1 ds2

= (ds1 + us1)(ds2 + us2)� ds1 ds2

=
2

’
i=1

(dsi + usi)�
2

’
i=1

(dsi)

Induction step. Let k 2 Z+ be given and suppose that Lemma A.12
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is true for m = k. Then

u_{si}i2[1..k+1]
= u_{{si}i2[1..k]}_sk+1

= d{si}i2[1..k]
usk+1 + u{si}i2[1..k]

dsk+1 + u{si}i2[1..k]
usk+1

=

"
k

’
i=1

dsi

#
usk+1 +

"
k

’
i=1

(dsi + usi)�
k

’
i=1

(dsi)

#
dsk+1

+

"
k

’
i=1

(dsi + usi)�
k

’
i=1

(dsi)

#
usk+1

=
k

’
i=1

dsi usk+1 +
k

’
i=1

(dsi + usi)dsk+1 �
k

’
i=1

(dsi)dsk+1

+
k

’
i=1

(dsi + usi)usk+1 �
k

’
i=1

(dsi)usk+1

=

"
k

’
i=1

(dsi + usi)

#
(dsk+1 + usk+1)�

k+1

’
i=1

(dsi)

=
k+1

’
i=1

(dsi + usi)�
k+1

’
i=1

(dsi)

Thus, Lemma A.12 holds for m = k + 1. By the principle of induc-
tion, Lemma A.12 is true for all m 2 Z+.

4. The mathematical proof of the relation aa:

Lemma A.13. aa =
’m

i=1(dsi+usi )�’m
i=1(dsi+usi�usi asi )

’m
i=1(dsi+usi )�’m

i=1(dsi )

Proof. We prove by induction that, for all m 2 Z+,

aW{si} =
’m

i=1(dsi + usi)�’m
i=1(dsi + usi � usi asi)

’m
i=1(dsi + usi)�’m

i=1(dsi)

Base case. When m = 2:

as1_s2 =
us1 as1 + us2 as2 � bs1 us2 as2 � bs2 us1 as1 � us1 as1 us2 as2

us1 + us2 � bs1 us2 � bs2 us1 � us1 us2

We denote the numerator with g, and the denominator with b. Thus,
we have the following.

as1_s2 =
g

b
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g = us1 as1 + us2 as2 � bs1 us2 as2 � bs2 us1 as1 � us1 as1 us2 as2

= (1� bs1 � bs2 + bs1 bs2)� (1� bs1 � bs2 + bs1 bs2)

+ us1 as1 + us2 as2 � bs1 us2 as2 � bs2 us1 as1 � us1 as1 us2 as2

= (1� bs1 � bs2 + bs1 bs2)� (1� bs1 � bs2 + bs1 bs2

� us1 as1 � us2 as2 + bs1 us2 as2 + bs2 us1 as1 + us1 as1 us2 as2)

= (1� bs1)(1� bs2)� (1� bs1 � us1 as1 � bs2 + bs1 bs2 + bs2 us1 as1

� us2 as2 + bs1 us2 as2 + us1 as1 us2 as2)

= (1� bs1)(1� bs2)

� [(1� bs1 � us1 as1)� bs2(1� bs1 � us1 as1)� us2 as2(1� bs1 � us1 as1)]

= (1� bs1)(1� bs2)� [(1� bs1 � us1 as1)(1� bs2 � us2 as2)]

= (ds1 + us1)(ds2 + us2)� [(ds1 + us1 � us1 as1)(ds2 + us2 � us2 as2)]

=
2

’
i=1

(dsi + usi )�
2

’
i=1

(dsi + usi � usi asi )

b = us1 + us2 � bs1 us2 � bs2 us1 � us1 us2

= us1 + us2 � (1� ds1 � us1)us2 � (1� ds2 � us2)us1 � us1 us2

= ds1 us2 + us1 us2 + ds2 us1 + us2 us1 � us1 us2

= ds1 us2 + ds2 us1 + us2 us1

= us1^s2

=
2

’
i=1

(dsi + usi )�
2

’
i=1

(dsi )

as1_s2 =
g

b
=

’2
i=1(dsi + usi )�’2

i=1(dsi + usi � usi asi )

’2
i=1(dsi + usi )�’2

i=1(dsi )

Induction step. Let k 2 Z+ be given and suppose that Lemma A.13

is true for m = k. Then

a_{si}i2[1..k+1]
= a_{{si}i2[1..k]}_sk+1

=
g

b
:

g = u{si}i2[1..k]
a{si}i2[1..k]

+ usk+1 ask+1 � b{si}i2[1..k]
usk+1 ask+1

� bsk+1 u{si}i2[1..k]
a{si}i2[1..k]

� u{si}i2[1..k]
a{si}i2[1..k]

usk+1 ask+1 ,

b = u{si}i2[1..k]
+ usk+1 � b{si}i2[1..k]

usk+1 � bsk+1 u{si}i2[1..k]
� u{si}i2[1..k]

usk+1
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g = uaaa + usk+1 ask+1 � bausk+1 ask+1 � bsk+1 uaaa � uaaausk+1 ask+1

=

"
k

’
i=1

(dsi + usi )�
k

’
i=1

(dsi )

# "
’k

i=1(dsi + usi )�’k
i=1(dsi + usi � usi asi )

’k
i=1(dsi + usi )�’k

i=1(dsi )

#

+ usk+1 ask+1 �
"

1�
k

’
i=1

(1� bsi )

#
usk+1 ask+1

� bsk+1

"
k

’
i=1

(dsi + usi )�
k

’
i=1

(dsi )

# "
’k

i=1(dsi + usi )�’k
i=1(dsi + usi � usi asi )

’k
i=1(dsi + usi )�’k

i=1(dsi )

#

� usk+1 ask+1

"
k

’
i=1

(dsi + usi )�
k

’
i=1

(dsi )

# "
’k

i=1(dsi + usi )�’k
i=1(dsi + usi � usi asi )

’k
i=1(dsi + usi )�’k

i=1(dsi )

#

g =

"
k

’
i=1

(dsi + usi )�
k

’
i=1

(dsi + usi � usi asi )

#

+ usk+1 ask+1 �
"

1�
k

’
i=1

(1� bsi )

#
usk+1 ask+1

� bsk+1

"
k

’
i=1

(dsi + usi )�
k

’
i=1

(dsi + usi � usi asi )

#

� usk+1 ask+1

"
k

’
i=1

(dsi + usi )�
k

’
i=1

(dsi + usi � usi asi )

#

g =

"
k

’
i=1

(dsi + usi )�
k

’
i=1

(dsi + usi � usi asi )

#
⇥
1� bsk+1 � usk+1 ask+1

⇤

+ usk+1 ask+1

"
1� 1 +

k

’
i=1

(1� bsi )

#

g =

"
k

’
i=1

(dsi + usi )�
k

’
i=1

(dsi + usi � usi asi )

#
⇥
dsk+1 + usk+1 � usk+1 ask+1

⇤

+ usk+1 ask+1

"
k

’
i=1

(dsi + usi )

#

g =

"
k

’
i=1

(dsi + usi )

#
⇥
dsk+1 + usk+1 � usk+1 ask+1

⇤
�

"
k+1

’
i=1

(dsi + usi � usi asi )

#

+

"
k

’
i=1

(dsi + usi )

#
usk+1 ask+1

g =

"
k

’
i=1

(dsi + usi )

#
⇥
dsk+1 + usk+1

⇤
�

"
k+1

’
i=1

(dsi + usi � usi asi )

#

g =

"
k+1

’
i=1

(dsi + usi )

#
�

"
k+1

’
i=1

(dsi + usi � usi asi )

#
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b = ua + usk+1 � bausk+1 � bsk+1 ua � uausk+1

b =

"
k

’
i=1

(dsi + usi )�
k

’
i=1

(dsi )

#
+ usk+1 �

"
1�

k

’
i=1

(1� bsi )

#
usk+1

� bsk+1

"
k

’
i=1

(dsi + usi )�
k

’
i=1

(dsi )

#
�

"
k

’
i=1

(dsi + usi )�
k

’
i=1

(dsi )

#
usk+1

b =

"
k

’
i=1

(dsi + usi )�
k

’
i=1

(dsi )

#
+ usk+1 � usk+1 +

k

’
i=1

(dsi + usi )usk+1

�
⇥
1� dsk+1 � usk+1

⇤
"

k

’
i=1

(dsi + usi )�
k

’
i=1

(dsi )

#
�

k

’
i=1

(dsi + usi )usk+1 +
k

’
i=1

(dsi )usk+1

b =

"
k

’
i=1

(dsi + usi )�
k

’
i=1

(dsi )

#

�
⇥
1� dsk+1 � usk+1

⇤
"

k

’
i=1

(dsi + usi )�
k

’
i=1

(dsi )

#
+

k

’
i=1

(dsi )usk+1

b =
k

’
i=1

(dsi + usi )�
k

’
i=1

(dsi )

�
⇥
1� dsk+1 � usk+1

⇤ k

’
i=1

(dsi + usi ) +
⇥
1� dsk+1 � usk+1

⇤ k

’
i=1

(dsi ) +
k

’
i=1

(dsi )usk+1

b =
k

’
i=1

(dsi + usi )
⇥
1� 1 + dsk+1 + usk+1

⇤
�

k

’
i=1

(dsi )
⇥
1� 1 + dsk+1 + usk+1 � usk+1

⇤

=
k

’
i=1

(dsi + usi )
⇥
dsk+1 + usk+1

⇤
�

k

’
i=1

(dsi )
⇥
dsk+1

⇤

=
k+1

’
i=1

(dsi + usi )�
k+1

’
i=1

(dsi )

a_{si}i2[1..k+1]
=

g

b
=

h
’k+1

i=1 (dsi + usi)
i
�

h
’k+1

i=1 (dsi + usi � usi asi)
i

’k+1
i=1 (dsi + usi)�’k+1

i=1 (dsi)

Thus, Lemma A.13 holds for m = k + 1. By the principle of induc-
tion, Lemma A.13 is true for all m 2 Z+.

A.1.2.1 Verifications

In this section we verify that the previous relations hold the properties
of the opinion parameters in subjective logic (i.e., b + d + u = 1 and 0 <
b, d, u, a < 1) so we verify the following:

8
>>>>><

>>>>>:

0 < ba = 1�’m
i=1 (1� bsi) < 1

0 < da = ’m
i=1 dsi < 1

0 < ua = ’m
i=1(dsi + usi)�’m

i=1(dsi) < 1
0 < aa =

’m
i=1(dsi+usi )�’m

i=1(dsi+usi�usi asi )

’m
i=1(dsi+usi )�’m

i=1(dsi )
< 1

ba + da + ua = 1

Lemma A.14. 0 < ba = 1�’m
i=1 (1� bsi) < 1
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Proof.

8i 2 [1..m] :
0 < bsi < 1)
1 > 1� bsi > 0)

1 >
m

’
i=1

(1� bsi) > 0)

0 < 1�
m

’
i=1

(1� bsi) < 1)

0 < ba < 1

Lemma A.15. 0 < da = ’m
i=1 dsi < 1

Proof.
8i 2 [1..m] : 0 < dsi < 1

The multiplication of several values between 0 and 1 is between 0 and 1
)

0 <
m

’
i=1

dsi < 1) 0 < da < 1

Lemma A.16. 0 < ua = ’m
i=1(dsi + usi)�’m

i=1(dsi) < 1

Proof. Considering the left side of the relation, we have:

8i 2 [1..m] : usi > 0)
dsi + usi > dsi )

m

’
i=1

(dsi + usi) >
m

’
i=1

(dsi))

m

’
i=1

(dsi + usi)�
m

’
i=1

(dsi) > 0)

ua > 0

Considering the right side of the relation, we have:

8i 2 [1..m] : dsi + usi < 1)
m

’
i=1

(dsi + usi) < 1)

m

’
i=1

(dsi + usi)�
m

’
i=1

(dsi) < 1)

ua < 1

Lemma A.17. 0 < aa =
’m

i=1(dsi+usi )�’m
i=1(dsi+usi�usi asi )

’m
i=1(dsi+usi )�’m

i=1(dsi )
< 1
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Proof. Considering the left side of the relation, we have:

8i 2 [1..m] :
dsi + usi > dsi + usi � usi asi ) ’m

i=1(dsi + usi )�’m
i=1(dsi + usi � usi asi ) > 0

dsi + usi > dsi ) ’m
i=1(dsi + usi )�’m

i=1(dsi ) > 0

9
=

;)

aa =
’m

i=1(dsi + usi )�’m
i=1(dsi + usi � usi asi )

’m
i=1(dsi + usi )�’m

i=1(dsi )
> 0

Considering the right side of the relation, we have:

8i 2 [1..m] : 0 < asi < 1)
usi � usi asi > 0)
dsi + usi � usi asi > dsi )

m

’
i=1

(dsi + usi � usi asi)
>

m

’
i=1

(dsi ))

�
m

’
i=1

(dsi + usi � usi asi)
< �

m

’
i=1

(dsi ))

�
m

’
i=1

(dsi + usi � usi asi)
< �

m

’
i=1

(dsi ))

m

’
i=1

(dsi + usi )�
m

’
i=1

(dsi + usi � usi asi ) <
m

’
i=1

(dsi + usi )�
m

’
i=1

(dsi ))

’m
i=1(dsi + usi )�’m

i=1(dsi + usi � usi asi )

’m
i=1(dsi + usi )�’m

i=1(dsi )
< 1

Lemma A.18. ba + da + ua = 1

Proof. 8
<

:

ba = 1�’m
i=1 (1� bsi)

da = ’m
i=1 dsi

ua = ’m
i=1(dsi + usi)�’m

i=1(dsi)
)

ba + da + ua = 1�
m

’
i=1

(1� bsi) +
m

’
i=1

dsi +
m

’
i=1

(dsi + usi)�
m

’
i=1

(dsi)

ba + da + ua = 1�
m

’
i=1

(dsi + usi) +
m

’
i=1

dsi +
m

’
i=1

(dsi + usi)�
m

’
i=1

(dsi)

ba + da + ua = 1

A.1.3 Split Relations (mathematical proof)

In this section, we prove the Relations 6.9, 6.10 of the method Split pre-
sented in Section 6.2.3.2.

A.1.3.1 Relations 6.9: splitting a dependent opinion into two independent opin-
ions (mathematical proof):

8
>><

>>:

bA1 _ bA2 = bA
dA1 _ dA2 = dA
uA1 _ uA2 = uA
aA1 _ aA2 = aA

^

8
>><

>>:

bA1 = bA2

dA1 = dA2

uA1 = uA2

aA1 = aA2

)
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8
>>><

>>>:

bA1 = bA2 = 1�
p

1� bA
dA1 = dA2 =

p
dA

uA1 = uA2 =
p

dA + uA �
p

dA

aA1 = aA2 =
p

1�bA�
p

1�bA�aAuAp
dA+uA�

p
dA

In the following, we denote OA = (bA, dA, uA, aA) with OA = (b, d, u, a)
for simplicity.

1. The mathematical proof of the relation b:

Lemma A.19. (bA1 _ bA2 = b) ^ (bA1 = bA2) ) bA1 = bA2 = 1�p
1� b

Proof.

bA1 _ bA2 = b)
bA1 + bA2 � bA1bA2 = b)
bA1 + bA1 � bA1bA1 = b)
b2

A1 � 2bA1 + b = 0

This is an equation from the second degree

D = 4� 4b = 4(1� b) > 0)

bA1 = bA2 =
2 + 2

p
(1� b)

2
= 1 +

q
(1� b) > 1 (re f used solution)

bA1 = bA2 =
2� 2

p
(1� b)

2
= 1�

q
(1� b)

0 < bA1 = bA2 = 1�
q
(1� b) < 1 (accepted solution)

2. The mathematical proof of the relation d:

Lemma A.20. (dA1 _ dA2 = d) ^ (dA1 = dA2)) dA1 = dA2 =
p

d

Proof.

dA1 _ dA2 = d)
dA1dA2 = d)
d2

A1 = d)
dA1 = dA2 = �

p
d < 0 (re f used solution)

dA1 = dA2 =
p

d

0 < dA1 = dA2 =
p

d < 1 (accepted solution)

3. The mathematical proof of the relation u:
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Lemma A.21. (uA1 _ uA2 = u) ^ (uA1 = uA2) ) uA1 = uA2 =p
d + u�

p
d

Proof.

uA1 _ uA2 = u)
dA1uA2 + dA2uA1 + uA1uA2 = u)
dA1uA1 + dA1uA1 + uA1uA1 = u)
2dA1uA1 + u2

A1 = u)
u2

A1 + 2dA1uA1 � u = 0)
u2

A1 + 2
p

duA1 � u = 0)

This is an equation from the second degree

D = 4d + 4u = 4(d + u) > 0)

uA1 = uA2 =
�2
p

d� 2
p
(d + u)

2
= �
p

d�
q
(d + u) < 0

(re f used solution)

uA1 = uA2 =
�2
p

d + 2
p
(d + u)

2
= �
p

d +
q
(d + u)

0 < uA1 = uA2 = �
p

d +
q
(d + u) < 1 (accepted solution)

4. The mathematical proof of the relation a:

Lemma A.22. (aA1 _ aA2 = a) ^ (aA1 = aA2) ) aA1 = aA2 =p
1�b�

p
1�b�aup

d+u�
p

d

Proof.

aA1 _ aA2 = a)
uA1 aA1 + uA2 aA2 � bA1 uA2 aA2 � bA2 uA1 aA1 � uA1 aA1 uA2 aA2

uA1 + uA2 � bA1 uA2 � bA2 uA1 � uA1 uA2

= a)

uA1 aA1 + uA1 aA1 � bA1 uA1 aA1 � bA1 uA1 aA1 � uA1 aA1 uA1 aA1

uA1 + uA1 � bA1 uA1 � bA1 uA1 � uA1 uA1

= a)

[2� 2bA1 ]uA1 aA1 � u2
A1

a2
A1

2uA1 � 2bA1 uA1 � u2
A1

= a)

2[1� (1�
p
(1� b))][�

p
d +

p
(d + u)]aA1 � [�

p
d +

p
(d + u)]2a2

A1

2[�
p

d +
p
(d + u)]� 2[1�

p
(1� b)][�

p
d +

p
(d + u)]� [�

p
d +

p
(d + u)]2

= a)

2[
p
(d + u)][�

p
d +

p
(d + u)]aA1 � [�

p
d +

p
(d + u)]2a2

A1

[�
p

d +
p
(d + u)][2� 2[1�

p
(d + u)]� [�

p
d +

p
(d + u)]

= a)

2[
p
(d + u)]aA1 � [�

p
d +

p
(d + u)]a2

A1

[2� 2[1�
p
(d + u)]� [�

p
d +

p
(d + u)]

= a)

[
p

d�
p
(d + u)]a2

A1
+ 2[

p
(d + u)]aA1

[2
p
(d + u)] + [

p
d�

p
(d + u)]

= a)

[
p

d�
q
(d + u)]a2

A1
+ 2[

q
(d + u)]aA1 = [

q
(d + u) +

p
d]a)

[
p

d�
q
(d + u)]a2

A1
+ 2[

q
(d + u)]aA1 � [

q
(d + u) +

p
d]a = 0)
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This is an equation from the second degree

D = 4(d + u)� 4[
p

d�
q
(d + u)][�

q
(d + u)�

p
d]a

D = 4d + 4u + 4[d� d� u]a
D = 4[d + u� ua]
D = 4[1� b� ua]

aA1 = aA2 =
�2[

p
(d + u)] + 2

p
(1� b� ua)

2[
p

d�
p
(d + u)]

=
[
p
(1� b)] +

p
(1� b� ua)

[
p
(d + u)�

p
d]

> 1 (re f used solution)

aA1 = aA2 =
�2[

p
(d + u)]� 2

p
(1� b� ua)

2[
p

d�
p
(d + u)]

=
[
p
(1� b)]�

p
(1� b� ua)

[
p
(d + u)�

p
d]

0 < aA1 = aA2 =
[
p
(1� b)]�

p
(1� b� ua)

[
p
(d + u)�

p
d]

< 1 (accepted solution)

A.1.3.2 Relations 6.10: splitting a dependent opinion into n independent opin-
ions (mathematical proof):

Relations 6.10 can be proved by induction. In this section, we limit our-
selves on verifying that the obtained Relations 6.10 are the appropriate
ones by proving the following:

8
>>>>>>>>>>>>>>>><

>>>>>>>>>>>>>>>>:

bA1 _ bA2 _ . . . _ bAn = bA

0  bAi = 1� (1� bA)
1
n  1

dA1 _ dA2 _ . . . _ dAn = dA

0  dAi = d
1
n
A  1

uA1 _ uA2 _ . . . _ uAn = uA

0  uAi = (dA + uA)
1
n � d

1
n
A  1

aA1 _ aA2 _ . . . _ aAn = aA

0  aAi =
(1�bA)

1
n�(1�bA�aAuA)

1
n

(dA+uA)
1
n�dA

1
n

 1

bAi + dAi + uAi = 1

In the following, we denote OA = (bA, dA, uA, aA) with OA = (b, d, u, a)
for simplicity.

Lemma A.23. bA1 _ bA2 _ . . . _ bAn = b

Proof.
(

From Relations 6.8) bW{Ai} = 1�’n
i=1 (1� bAi)

bAi = 1� (1� b)
1
n

)
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bW{Ai} = 1�
n

’
i=1

(1� (1� (1� b)
1
n ))

= 1�
n

’
i=1

((1� b)
1
n )

= 1� (1� b)
= b

Lemma A.24. 0  1� (1� b)
1
n  1

Proof.

0  b  1)
0  1� b  1)

0  (1� b)
1
n  1)

0  1� (1� b)
1
n  1

Lemma A.25. dA1 _ dA2 _ . . . _ dAn = d

Proof. (
From Relations 6.8) dW{Ai} = ’n

i=1 dAi

dAi = d 1
n

)

dW{Ai} =
n

’
i=1

d
1
n

= d

Lemma A.26. 0  d 1
n  1

Proof.

0  d  1)

0  d
1
n  1

Lemma A.27. uA1 _ uA2 _ . . . _ uAn = u

Proof.
8
><

>:

From Relations 6.8) uW{Ai} = ’n
i=1(dAi + uAi)�’n

i=1(dAi)

dAi = d 1
n

uAi = (d + u)
1
n � d 1

n

)
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uW{Ai} =
n

’
i=1

[(d
1
n ) + ((d + u)

1
n � d

1
n ))]�

n

’
i=1

d
1
n

=
n

’
i=1

(d + u)
1
n �

n

’
i=1

d
1
n

= d + u� d
= u

Lemma A.28. 0  (d + u)
1
n � d 1

n  1

Proof. Considering the left side of the relation, we have:

d  d + u)

d
1
n  (d + u)

1
n )

0  (d + u)
1
n � d

1
n

Considering the right side of the relation, we have:

d + u = 1� b

0  b  1)

d + u  1)

(d + u)
1
n  1)

(d + u)
1
n  1 + d

1
n )

(d + u)
1
n � d

1
n  1)

u  1

Lemma A.29. aA1 _ aA2 _ . . . _ aAn = a

Proof.
8
>>>>>>>><

>>>>>>>>:

From Relations 6.8) aW{Ai} =
’n

i=1(dAi+uAi )�’n
i=1(dAi+uAi�uAi aAi )

’n
i=1(dAi+uAi )�’n

i=1(dAi )

bAi = 1� (1� b)
1
n

dAi = d 1
n

uAi = (d + u)
1
n � d 1

n

aAi =
(1�b)

1
n�(1�b�au)

1
n

(d+u)
1
n�d

1
n

)

aW{Ai} =
’n

i=1(d
1
n + ((d + u)

1
n � d

1
n ))�’n

i=1[(d
1
n + ((d + u)

1
n � d

1
n )� ((1� b)

1
n � (1� b� au)

1
n ))]

’n
i=1(d

1
n + ((d + u)

1
n � d

1
n ))�’n

i=1(d
1
n )
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aW{Ai} =
’n

i=1 (d + u)
1
n �’n

i=1[(d + u)
1
n � ((1� b)

1
n � (1� b� au)

1
n )]

’n
i=1 (d + u)

1
n �’n

i=1(d
1
n )

=
’n

i=1 (d + u)
1
n �’n

i=1[(1� b� au)
1
n ]

’n
i=1 (d + u)

1
n �’n

i=1(d
1
n )

=
’n

i=1 (1� b)
1
n �’n

i=1[(1� b� au)
1
n ]

’n
i=1 (d + u)

1
n �’n

i=1(d
1
n )

= a

Lemma A.30. 0  aAi =
(1�b)

1
n�(1�b�au)

1
n

(d+u)
1
n�d

1
n

 1

Proof.
(d + u)

1
n � d

1
n = u ^ 0  u  1.

Thus, we just have to prove that:

0  (1� b)
1
n � (1� b� au)

1
n  1

with the condition that u 6= 0.

Considering the left side of the relation, we have:

0  a  1^ 0  u  1) 0  au  1)
1� b � 1� b� au)

(1� b)
1
n � (1� b� au)

1
n )

(1� b)
1
n � (1� b� au)

1
n � 0

Considering the right side of the relation, we have:

b + au = E(O))
0  b + au  1)
1 � 1� (b + au) � 0)

1 � (1� b� au)
1
n � 0

0  b  1) 1 � 1� b � 0) 1 � (1� b)
1
n � 0

The subtraction of two values that are less than one is less than one.
Then

(1� b)
1
n � (1� b� au)

1
n  1

Lemma A.31. bAi + dAi + uAi = 1
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Proof. 8
><

>:

bAi = 1� (1� b) 1
n

dAi = d 1
n

uAi = (d + u)
1
n � d 1

n

)

bAi + dAi + uAi = 1� (1� b)
1
n + d

1
n + (d + u)

1
n � d

1
n

= 1� (d + u)
1
n + d

1
n + (d + u)

1
n � d

1
n

= 1

A.1.4 Comparing Copy to mTNA

In this section, we prove that Copy is more optimist than mTNA. Let m be
the number of paths in a graph a that have some common nodes between
the paths. If we denote the opinion about a using Copy by OCopy

a , we have:

OCopy

a =

8
>>><

>>>:

bCopy

a = bW{si} = 1�’m
i=1 (1� bsi)

dCopy

a = dW{si} = ’m
i=1 dsi

uCopy

a = uW{si} = ’m
i=1(dsi + usi)�’m

i=1(dsi)

aCopy

a = aW{si} =
’m

i=1(dsi+usi )�’m
i=1(dsi+usi�usi asi )

’m
i=1(dsi+usi )�’m

i=1(dsi )

If we denote the opinion toward a using mTNA by OmTNA
a , we have:

OmTNA
a =

8
>>>><

>>>>:

bmTNA
a = bW{si} = 1�’l

i=1 (1� bsi)
dmTNA

a = dW{si} = ’l
i=1 dsi

umTNA
a = uW{si} = ’l

i=1(dsi + usi)�’l
i=1(dsi)

amTNA
a = aW{si} =

’l
i=1(dsi+usi )�’l

i=1(dsi+usi�usi asi )

’l
i=1(dsi+usi )�’l

i=1(dsi )

where l  m because mTNA is based on removing the paths that have
high value of uncertainty from the architecture.

In this section, we show that Copy is more optimist than mTNA by
proving the following relations:

8
<

:

bCopy

a � bmTNA
a

dCopy

a  dmTNA
a

E(OCopy

a ) � E(OmTNA
a )

1. Comparing ba in Copy and mTNA:

bCopy

a = 1�
m

’
i=1

(1� bsi)

bmTNA
a = 1�

l

’
i=1

(1� bsi)

Lemma A.32. bmTNA
a  bCopy

a
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Proof. m � l because mTNA is based on deleting uncertain paths.
Thus, the number of paths in Copy is greater than mTNA. The opin-
ions about the remaining paths are the same because in Copy, the
split nodes have the same opinion of the original node.

(m � l) ^ (0  1� bsi  1))
m

’
i=1

(1� bsi) 
l

’
i=1

(1� bsi))

1�
m

’
i=1

(1� bsi) � 1�
l

’
i=1

(1� bsi))

bCopy

a � bmTNA
a

2. Comparing da in mTNA and Copy:

dCopy

a =
m

’
i=1

dsi

dmTNA
a =

l

’
i=1

dsi

Lemma A.33. dCopy

a  dmTNA
a

Proof.

(m � l) ^ (0  dsi  1))
m

’
i=1

dsi 
l

’
i=1

dsi )

dCopy

a  dmTNA
a

3. Comparing E(Oa) in mTNA and Copy:

E(Ox) = bx + axux

From [Jøs01] : E(Ox _ y) = E(Ox) + E(Oy)�E(Ox)E(Oy))

E(Oa) = E(OW{si}) = 1�
m

’
i=1

(1�E(Osi))

Lemma A.34. E(OmTNA
a )  E(OCopy

a )

Proof.

(m � l) ^ (0  1�E(Osi)  1))
m

’
i=1

(1�E(Osi)) 
1

’
i=1

(1�E(Osi))

1�
m

’
i=1

(1�E(Osi)) � 1�
1

’
i=1

(1�E(Osi)))

E(OCopy

a ) � E(OmTNA
a )
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A.1.5 Comparing Copy to Split

In this section, we show that Copy is more optimist than Split by proving
the following relations:

8
<

:

bCopy

a � bSplit

a

dCopy

a  dSplit

a

E(OCopy

a ) � E(OSplit

a )

To prove the previous relations, it is enough to prove that
bA1 , dA1 , E(OA1) associated to the split node A1 from the original node A
in Split satisfy the following relations:

8
>>>>><

>>>>>:

bA1 = 1�
p

1� bA  bA
dA1 =

p
dA � dA

E(OA1) = bA1 + uA1 aA1

= 1�
p

1� bA + [
p

dA + uA �
p

dA][
p

1�bA�
p

1�bA�aAuAp
dA+uA�

p
dA

]

= 1�
p

1� bA � aAuA  E(OA) = bA + aAuA

1. Comparing ba in Copy and Split:

Lemma A.35. 1�
p

1� bA  bA

Proof.

0  1� bA  1)
p

1� bA � 1� bA )
1�

p
1� bA  bA )

bSplit

a  bCopy

a

2. Comparing da in Copy and Split:

Lemma A.36.
p

dA � dA

Proof.

0  dA  1)
p

dA � dA )
dSplit

a � dCopy

a

3. Comparing E(Oa) in Copy and Split:

Lemma A.37. 1�
p

1� bA � aAuA  bA + aAuA
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Proof.

0  bA + aAuA  1)
p

1� bA � aAuA � 1� bA � aAuA )
1�

p
1� bA � aAuA  bA + aAuA )

ESplit

Oa
 ECopy

Oa



A.2. Experimental evaluation 121

a1

B

F

C

G

D E

H

common nodes 0%
dependent paths 0% 

A

I J

L M NK

P DI

a2

B

F

C

DI
H

P

D

E

I

common nodes 25%
dependent paths 50% 

A

a3

B

F

C

DIHP

D

EI

common nodes 50%
dependent paths 75% 

A

a4

B

F

C

DI

H

P

D

E

I common nodes 62%
dependent paths 100% 

A

a5
B

F

C

G

D E

common nodes 71%
dependent paths 100% 

AP DI a6

B

F

C D

common nodes 100%
dependent paths 100% 

A

E

DIP

Table A.1 – Graphs that have different topologies.

A.2 Experimental evaluation

In this section, we present some extra experiments made on several simple
graphs having different topologies (cf. Table A.1). Besides the topology,
these graphs vary in the percentage of common nodes and dependent
paths they have.

We made the same experiment explained in Section 6.3.1. Table A.2
shows the obtained results.

As we mention in Section 6.3.1, when the graph has only indepen-
dent paths, the three methods give the same exact results. Whereas, when
the graph has dependent paths, some differences between the proposed
methods appear. This difference become larger when the rate of depen-
dent paths or common nodes increases.

Over a second step, we apply the same experiment presented in Sec-
tion 6.3.2 on the graphs of Table A.1. Table A.3 shows the results of com-
paring system’s opinion probability expectation T

mTNA,TCopy

,TSplit

when
u = 0 and the trust value TST resulting of using probability theory.

As we have already concluded in Section 6.3.2, in the graph that has
independent paths a1, all results in Copy, Split, mTNA and SocioTrust
are equal as expected. Copy shows the most accurate results for all the
graphs. The average of Split is the worst but it shows a behavior more
stable than mTNA because the standard deviation in Split is less than
mTNA.
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a1 a2
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0.1

0.2

0.3
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a3 a4
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E(
O α

)

 

 
mTNA
Copy
Split

a5 a6

0 5 10 15 20 25 30 35 40 45 50
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5

E(
O α

)

 

 
mTNA
Copy
Split

0 5 10 15 20 25 30 35 40 45 50
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

E(
O α

)

 

 
mTNA
Copy
Split

Table A.2 – Different graphs and their values of the probability expectation for 50 persons
using the three methods Copy, Splitand mTNA.
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a1 a2

0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000
0
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1

T ST
−T

m
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 AVG = 0  SD = 0

0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000
0

0.5

1

T ST
−T

C
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 AVG = 0  SD = 0

0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000
0

0.5

1

T ST
−T

Sp
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Table A.3 – The difference between the opinion’s probability expectation of a graph using
SubjectiveTrust and the trust value resulting of using SocioTrust.
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A.3 Proposed survey

Opinion on a node depends can be computed from user’s negative or
positive observations denoted r, s as proposed in [Jøs01] by the following
relations. 8

<

:

bx = r
r+s+2

dx = s
r+s+2

ux = 2
r+s+2

()

8
><

>:

r = 2bx
ux

s = 2dx
ux

1 = bx + dx + ux

Since our work focuses on local trust, the considered observations are
the one made locally by a person on each node. This survey allows to
collect the users’ observations in order to build an opinion on a node.
The proposed questions in this survey collect information about the user’s
usage of a node to estimate the uncertainty u. The negative observations
of using a node is also demanded to estimate the value of d for a node.
The value of b is computed by the relation b = 1� d� u.

A node in the graph represents an artifact which is controlled by per-
sons and is supported by physical resources. In the following, we present
the proposed survey that let us build an opinion on each node.

1. Have you ever used Node N?

• Yes
• No

If the answer is “No”, then uncertainty is complete and the user’s opinion
on this node is set as (0, 0, 1, 0.5).

If the answer of Question 1 is “Yes”:

2. At which frequency do you use Node N?

• Everyday
• From time to time

If the answer is “Everyday”, then the uncertainty should be null as the user
has an intensive usage of the node (u = 0).

If the answer of Question 2 is “From time to time”:

3. More precisely, how many times have you used Node N?

• 1 time) u = 0.67
• 2 times) u = 0.5
• 3 times) u = 0.4
• Around 5 times) u = 0.28
• Around 10 times) u = 0.17
• Around 20 times) u = 0.09
• Around 50 times) u = 0.04
• Around 100 times) u = 0.02
• More than 100 times) u = 0
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The answer of this questions allow to evaluate the value of u from the rela-
tion u = 2/(total observations + 2), introduced in subjective logic.

These last 3 question let us to determine the value of u. It remain to evaluate
values of d or b. Since users remember their negative observations more
easily than their positive ones, the following questions are asked.

If the answer of Question 1 is “Yes”:

4. Have you ever had a problem with the Node N?

• Yes
• No

The answer “No” infers a null disbelief and d = 0 since the user has never
got negative observations.

If the answer of Question 4 is “Yes” and the answer of Question 2 is
“Everyday”:

5. How much do you estimate that you had problems with this node
comparing to the total times you use this node (the answer should
be given as a percentage)?

The given value correspond to the value of d.

If the answer of Question 4 is “Yes” and the answer of Question 2 is
“From time to time”:

6. How many times you had a problem with the node N?

d can be computed from the relation d = Answer 4
((Answer 3)+2))

At this stage, we have the value of d and u. Thus, the value of b can be
computed from the aforementioned relation b = 1� d� u.

We modeled a subpart of the LINA research laboratory1 system using
SocioPath. We applied the rules of SocioPath on this system for the activ-
ity “a user accesses a document toto that is stored on the SVN server of
LINA” (cf. Section 5.4.3). Figure 5.6 presents the DAG for this activity.

20 members of LINA participated and answered these questions for
each node. The value of a is equal to 0.5 for each node since it is a prior
probability in the absence of the evidence. For instance, P1 answers the
questions about G as following:

• Question 1: Yes.

• Question 2: From time to time.

• Question 3: Around 10 times) u = 0.17.

• Question 4: No) d = 0) b = 0.83.

Thus, wG = (0.83, 0, 0.17, 0.5) for P1.
Another example is the opinion of P10 about G. P10 answers the ques-

tions about G as following:
1https://www.lina.univ-nantes.fr/
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• Question 1: Yes.

• Question 2: Everyday) u = 0.

• Question 4: Yes.

• Question 5: 20%) d = 0.2) b = 0.8.

Thus, wG = (0.8, 0.2, 0, 0.5) for P10.
The full result of this survey is given in Table 6.1.
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