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General Introduction

In the history of computing hardware, the Moore’s law guides a long-term evolu-

tion. It indicates that the number of transistors, which can be placed inexpensively

on an integrated circuit, doubles approximately every two years. These trends

of miniaturization and increasing computing capacity allow researchers to manu-

facture inexpensive, low-power communication devices. Wireless sensor networks

interconnected by these tiny devices (known as sensor nodes) can be used for en-

vironmental monitoring, target tracking and industrial controlling, etc. They can

be deployed from small to large range scale. Wireless sensor networks are becom-

ing a class of distinguished wireless networks and attracting more attentions and

research works.

Wireless sensor networks are usually deployed in rigorous environment where

the communication channels suffer from shadowing and multipath fading. Multi-

antenna systems perform great in the fading channel by exploring the channel

diversity. However, due to the size limitation, implementing multiple antennas in

these tiny nodes is impractical. Considering the broadcast nature of radio sig-

nal, the message transmitted by one node is listened by the other nodes. They

can forward the same version of the source message by the form of relaying co-

operation or space-time coding cooperation. We refer to them as cooperative re-

laying scheme and virtual Multi-Input-Single-Output (MISO) cooperative scheme.

These cooperative communication schemes can achieve the performance similar to

a multi-antenna system. They are more energy efficient than the Single-Input-

Single-Output (SISO) communication in long distance fading channel.

The sensor nodes are usually resource constrained, such as limited with power

supply, processing capability and communication bandwidth. The power con-

straint and simple architecture of the sensor nodes should be taken into account

when considering the implementation of cooperative communication schemes in

wireless sensor networks. This is the main motivation of our works. Considering
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the virtual MISO cooperative communication, we focus on the Alamouti coding

scheme. The simple implementation of this scheme requires that the sensor nodes

can be well synchronized by signal arrival time. So we propose a synchronization

scheme that can achieve the precision requirement while introduces low complex-

ity to the system design. By applying the synchronization scheme, we suppose

that the time synchronization problem can be properly solved. The power con-

trol schemes are investigated for cooperative relaying scheme and virtual MISO

cooperative scheme to further improve the energy efficiency of cooperative com-

munications. Furthermore, the energy efficient implementation of error control

schemes is proposed for cooperative communications to provide reliable link be-

tween the sensor nodes.

The outline of the dissertation is summarized as follows:

In Chapter 1, we present some background materials and the related concepts

that will be considered in the later analysis.

In Chapter 2, we introduce three cooperative communication schemes that

could be applied at the network layer and physical layer in wireless sensor networks.

The network coding scheme can improve the network throughput by taking several

packets and combining them together for further transmission. The cooperative

relaying scheme and virtual MISO cooperative scheme provide a reliable commu-

nication link in fading channel by exploiting the channel diversity. We present the

system models for these cooperative schemes and analyse the requirements on the

implementation of these schemes.

In Chapter 3, we introduce the needs of network clock and signal arrival time

synchronization in wireless sensor networks. Since signal arrival time synchroniza-

tion is usually required in the virtual MISO cooperative communication, we explore

the effect of synchronization error on the cooperative communication utilizing dis-

tributed Alamouti code. The analysis and simulation results show that a small

synchronization error has negligible effect on Bit Error Rate (BER) performance.

In order to synchronize the distributed sensor nodes within an acceptable error, we

propose a physical layer synchronization scheme. This scheme is composed of an

initial synchronization of the cooperative transmitters, the synchronization error

estimation at the cooperative receiver and finally a feedback phase. A maximum

likelihood method is proposed to make the synchronization error estimation. It

achieves better performance than the matched filter method at the price of moder-

2



ate increase in computational complexity and memory space. Two strategies after

synchronization error estimation have been analysed. They provide better BER

performance in the existence of an initial synchronization error. They are practical

to be implemented in the sensor nodes before the Alamouti decoding.

In Chapter 4, supposing the synchronization problem can be properly solved,

we consider power allocation strategies for cooperative relaying scheme and virtual

MISO cooperative scheme. The power allocation strategies aim at minimizing the

total transmit power with a constraint on the average BER performance. They

help to reduce the energy consumption for long distance data transmission. The

optimal transmit power can be approximated in analytical way and matches well

with the precise results. Furthermore, for the case without direct link between

the source and destination nodes, we propose two cooperative strategies where the

optimal power allocation is applied at different stages. The proposed solutions

are more energy efficient and achieve fair allocation of the transmit power among

the sensor nodes. According to different topology structures, we derive a heuristic

policy to select the optimal cooperative nodes for the corresponding cooperative

strategies.

In Chapter 5, we consider three kinds of error control protocols: Basic ARQ,

Hybrid ARQ-I and Hybrid ARQ-II, to be incorporated in the SISO system and

MISO cooperative system. To analyse their energy efficiency, we consider that

the total energy consumption accounts for the transmission energy and the energy

consumption on coding and decoding processing and the involved analog circuitry.

Since stronger codes provide more coding gain but at a cost of longer coded redun-

dancy and more complex coding/decoding process, the choice of error correction

codes would have an influence on the energy efficiency of the error control pro-

tocols. According to different channel conditions, we investigate the requirement

on the error correction codes and their energy efficient implementation in error

control protocols.

Finally, Chapter 6 presents conclusions and discusses the perspective of the

research works in this area.

3
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Chapter 1

Related Concepts

1.1 Wireless Sensor Network

A wireless sensor network consists of a number of spatially distributed sensor nodes

connected in wireless way to help people perceiving the world. It is becoming a

distinguished wireless network with the trend of Internet of Things. Wireless

sensor networks can be deployed in a range from small to large scale, such as

body sensor networks in body area and environmental monitoring sensor networks

in city area or even larger. All the sensor nodes are normally autonomous and

organized in wireless connection requiring little or no planning. They showed the

benefits and also the challenges when sensor networks are extended to be wireless.

The information gathered by wireless sensor networks is different in accordance

with the interests of people. It can be accessed from a special node working as the

gateway.

The unique feature of wireless sensor networks is their ability of perceiving the

world. As we extend this ability to be ubiquitous and pervasive, more character-

istics exist in wireless sensor networks, such as:

• Long term operation with limited power supply or battery storage

• Ability to work in unattended way and flexibility to node failures

• Ability to withstand harsh environmental and communication conditions

• Feasible integration of heterogeneous nodes

• Large scale deployment and dynamic networking topology

5



The applications of wireless sensor networks are various [2, 3, 4] and have been

implemented for environmental monitoring, target tracking or industrial control-

ling. They are going to make a great impact on modern life. Depending on the ap-

plication requirements, wireless sensor networks may operate in either of two basic

topologies, or a combination of both. Figure 1.1 shows these two basic topologies:

the star topology and the peer-to-peer topology [5]. In the star topology, the head

node is the primary controller. All the other nodes are associated nodes that are

normally controlled by the head node. The associated nodes only communicate

with the head node, which can route the messages between the head nodes around

the network. Unlike the star topology, all nodes in the peer-to-peer topology are

self-organized and operate in ad hoc mode. A node could directly communicate

with any other nodes as long as they are within the radio range. Multi-hops are

allowed to route messages between the nodes which are not in one hop range. The

expandability of peer-to-peer topology is better than star topology. Peer-to-peer

topology allows to be implemented in larger scale networks, but at the cost of more

complex maintenance.

Star Topology Peer-to-Peer Topology

Figure 1.1: Star topology and Peer-to-Peer topology

Cluster topology which operates with a combination of star topology and peer-

to-peer topology could be a good choice to lower the maintenance complexity

while keeping the expandability of the network. In cluster topology, each cluster

is considered as a local star topology. The head node in each cluster, designated

as the cluster head, is responsible for information collection in the local region.

All the cluster heads in the network could implement peer-to-peer communication.

Messages are routed among these head nodes around the network. In addition,

the cluster heads could also be organized in clusters. This gives rise to hierarchical

6



Figure 1.2: One-tier cluster topology

cluster topology. Figure 1.2 shows a one-tier cluster topology where the cluster

heads operate in the way of peer-to-peer.

Along with the development of Micro-Electro-Mechanical Systems (MEMS)

and Nano-Electro-Mechanical Systems (NEMS), sensor nodes would progress to-

wards miniaturization, low cost and low power. The sensor nodes normally have

four basic components: a sensing unit, a processing unit, a transceiver unit and a

power supply unit [6]. Some complementary components may also be used on the

sensor nodes according to the requirements of applications. In order to facilitate

the communication in wireless sensor networks, protocol stacks consisting of phys-

ical, data link, network, transport and application layers are also applied to sensor

nodes. Nowadays, IEEE 802.15.4-2006 standard, which specifies the physical layer

and media access control in data link layer, is the most used underlying radio

standard on wireless sensor networks. Some upper layer protocols are specified as

ZigBee, 6LoWPAN and ISA100 standards for different requirements.

1.2 Wireless Channel Models

Wireless communication channel has a large impact on the operation of wireless

sensor networks. The design of the protocol stacks should take wireless channel
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condition into account. A rigorous channel condition requires some compensative

or mitigated schemes to be applied at different protocol layers. As the environment

could be indoor or outdoor for various applications, the characteristics of wireless

channel would be different. The classical additive white Gaussian noise (AWGN)

channel is usually considered as basic performance degradation of communication

systems. The primary source of AWGN comes from the thermal noise generated

in the receiver. In addition, the signal propagated in wireless channel may suffer

from two fading effects: large-scale fading and small-scale fading. These fading

effects would have greater impact on the receiver performance. In the following

discussion, we present some details regarding the mechanisms and mathematical

representations of the channel characteristics that we consider in this dissertation.

1.2.1 AWGN Channel

In communication systems, the AWGN is modelled as an additive noise with a

constant power spectral density and a Gaussian amplitude distribution. The power

spectral density N0 is commonly determined by the temperature value T0 of the

transceiver and the Boltzmann constant kB = 1.38× 10−23W · s/K as:

N0 = kBT0 (1.1)

It is a simple and tractable mathematical models, which gives useful insight into the

underlying behaviour of a system before taking other phenomena into account. The

AWGN channel is a good model for satellites and deep space communication links.

However, it is not a sufficient model for terrestrial links due to the existences of

multipath propagation, blocking obstacle, interference, etc. Anyway, for terrestrial

channel modelling, AWGN is commonly simulated as a background noise to the

channel in addition to other channel fading effects.

1.2.2 Large-Scale Fading

Large-scale fading represents path-loss effect and average power attenuation on

the propagated signal. On radio channel, the path-loss effect expresses that the

attenuation on signal power is proportional to propagation distance. In the ideal

assumption of free space model, the space between the transmitter and receiver is
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supposed to be in far-field region and be free of objects that could absorb or reflect

the signal. It also assumes that the atmosphere within this region behaves as a

uniform medium. So in the idealized free space model, the attenuation of signal

power conforms to an inverse-square law. The received signal power is given by

[7]:

Pr = Pt

(
λ

4πd

)2

GtGr (1.2)

where Pt and Pr are the transmitted and received powers respectively, λ is the

wavelength, d is the separation distance, Gt and Gr are the power gains of the

transmit and receive antennas respectively.

Recall that a far-field region is supposed between the transmit and receive an-

tennas. In wireless sensor networks, this assumption could be satisfied, as the

far-field region is commonly recognized to exist if the distance d between the an-

tennas is larger than a threshold distance dff = 2D2/λ, where D is the maximum

dimension of the antenna. Typically, carrier frequencies used in sensor nodes are

868 MHz, 915 MHz and 2.45 GHz [5]. The corresponding wavelengths are about

34.6 cm, 32.8 cm and 12.2 cm. For a normal sensor node with an antenna size not

larger than a few centimetres, the threshold distance is less than a meter. Hence,

the far-filed assumption is justified for most wireless sensor network deployments.

The assumption that the propagation path is free of objects is far from the

real case. In reality, the deploying environments of wireless sensor networks are

complex. Various objects, like the ceilings and walls in indoor environments or

forests and buildings in outdoor environments, are encumbering the radio prop-

agation path. Thus, the statistics of large-scale fading should consider not only

the path loss effect, but also the macroscopic fading effect that can be represented

by a log-normally distributed variation as described in [8]. It has the probability

density function (pdf) of:

f(x) =
1√
2πσx

e
− (x−µx)2

2σ2
x (1.3)

where x is a random variable in decibel representing the long term signal power

fluctuation. The parameters µx and σx, also expressed in decibel, are respectively

the mean and standard variance of x. A more comprehensive representation of
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large scale fading attenuation could therefore be [9]:

LP (d)(dB) = LS(d0)(dB) + 10n log10(
d

d0
) +Xσ(dB) (1.4)

where d0 corresponds to a reference distance of the far-field region from the an-

tenna. We consider it as 1m for wireless sensor networks scenario. LS(d0) has the

form of LS(d0) = Pt

Pr
=
(
4πd0
λ

)2
by considering equation (1.2) and assuming the

transmit and receive antennas to be isotropic (Gt = Gr = 1). The path loss factor

n depends mainly on the deploying environment. In free space, n = 2 as in equa-

tion (1.2). In real deployment, n can vary from 2 to 4 according to a wide variety of

channel conditions. Xσ(dB) represents a margin that captures the long term signal

power fluctuation, which is related to σx described in equation (1.3). We note that

this long term fluctuation is different from the short term fading effect that will be

discussed in the following part. Moreover, as the long term fluctuation Xσ(dB) is

supposed to change more slowly than short term fading, we will take Xσ(dB) as a

link margin [7] to be compensated before each message transmission. It would be

a constant, which upper bounds the real long term fluctuation, for a relative long

time.

1.2.3 Small-Scale Fading

In addition to path loss effect and long term fluctuation, the received signal on

radio channel may exhibit fast fluctuation in signal level. The fluctuation is due to

any or both of two mechanisms: time variation of the channel and time spreading

of the signal. A time variant behaviour of the channel is normally caused by the

motion of antennas or by the movements of objects within the channel. Thus, for a

continuous signal transmitted in the channel, the receiver detects variations in the

signal amplitude and phase. These variations come from the time-variant channel

response. The coherent time Tc is a measurement of the expected time duration

over which the channel response is essentially invariant. According to the fading

speed of the channel, this time-variant nature can be categorized as fast fading

and slow fading.

Time spreading of the signal arises when the propagated signal goes through

different propagation paths and arrives at the receiver at different time. This phe-

nomenon is very normal for the communication between sensor nodes. The objects
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in deployment regions of wireless sensor networks cause the radio wave to be re-

flected in different paths. These multipath received signals result in constructive

or destructive combinations at the receiver. According to different relations be-

tween the maximum time delay and transmitted symbol duration, time spreading

of the signal has flat fading effect or frequency selective fading effect. They will

be examined in the following.

Flat Fading Effect

In multipath delaying, the maximum delay time Tm refers to a maximum delay

for which the delay profile is above a threshold power. If Tm is smaller than a

symbol interval Ts, the degradation channel is said to exhibit flat fading. The

received signal is made up of multiple reflective components arriving within the

symbol time interval. Since no significant overlap among neighbouring symbols is

generated, the channel does not induce Inter-Symbol-Interferences (ISI) distortion

in this case.

According to the contribution of different kinds of multipath components, the

flat fading effect can be mainly characterized as Rician fading or Rayleigh fading.

For the Rician fading channel, there is a significant line-of-sight component besides

a multiple of reflective components. The envelope amplitude has a Rician pdf. As

the line-of-sight component approaches zeros, the Rician pdf tends to Rayleigh pdf

which can be expressed as:

p(r) =
r

σ2
e−

r2

2σ2 (1.5)

where r is the random variable representing the envelope amplitude of the received

signal, 2σ2 is the mean power of the multipath signals. For simplicity, Rayleigh

fading channel can be modelled as a complex variable a · ejθ showing the gain

and phase elements. In this case, Rayleigh fading channel is exhibited by the

assumption that the real and imaginary parts are modelled by independent and

identically zero-mean Gaussian distributions with variance of σ2.

In our work, we consider the case where line-of-sight propagation is lacked for

the rigorous deployment environment of wireless sensor networks. Therefore, when

we consider the flat fading effect, Rayleigh fading channel is almost assumed. It

is a reasonable model when many objects exist in the environment scattering the
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radio signal before it arrives at the receiver. In addition, the propagation radio

over a large area on far-field region experiences both types of small and large scale

fading. It is shown as an example in Figure 1.3 where small-scale fading of Rayleigh

fading effect is superimposed on large-scale fading of path loss and macroscopic

fading effects.

Frequency Selective Fading Effect

A channel is said to be frequency selective if Tm > Ts. In this case, all multipath

components of the received signal arrive during an extending duration beyond the

symbol time. It causes channel induced ISI to the signal. An intuitive characteri-

zation of frequency selective fading can be expressed in frequency domain by using

the terminology of coherent bandwidth f0, which is a statical measurement of the

range of frequencies over which channel responses to the signal components have

approximately equal gain and phase rotation. Thus, within the range of a coherent

bandwidth, signal spectral components exhibit flat fading effect as described in the

previous subsection. A signal suffering from frequency selective fading is said to

have a range of spectral components larger than the coherence bandwidth of the
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channel. Note that f0 and Tm are reciprocally related by the approximation of

f0 ≈ 1/Tm. In our works, without especially statement, we assume that the sensor

nodes are stationary and multipath delays of the signal are within the symbol time

interval. Thus, frequency selective fading will not be considered.

1.3 Capacity and Performances

1.3.1 Channel Capacity

In wireless communication, channel capacity provides a theoretical view on the

performance limit that a system can achieve. Shannon defined the channel ca-

pacity as the maximum mutual information over all possible input distributions.

Specifically, it provides a tightest upper bound on the amount of information that

can be reliably transmitted through the channel. Given a band-limited wireless

channel with a capacity of C, it is theoretically possible to achieve reliable or er-

ror free transmission with information rate R less than C. On the other hand,

if R > C, reliable transmission is not possible regardless of any signal processing

technology or error control code. Approaching this theoretical bound is practically

difficult for wireless sensor networks where sensor nodes work on lower power level

and have limited signal processing capability. However, it provides a hint on the

design of cooperative protocols and communication frameworks among the nodes.

The Shannon-Hartley theorem states that the channel interfered by AWGN has

a channel capacity C given by [7]:

C = log2(1 +
S
N
) bps/Hz (1.6)

where S is the average transmit power of the signal, N is the average power of the

noise. Equation (1.6) shows that the available channel capacity of AWGN channel

is in a logarithmic increase with the received signal to noise ratio (SNR).

In contrast to AWGN channel, large-scale fading and small-scale fading are

more common in wireless sensor networks. The fading effects will decrease the re-

ceived SNR and therefore reduce the available channel capacity. Cooperative space

time coding and cooperative relaying schemes, which will be investigated in details

in the following chapters, are promising solutions to overcome these fading effects.

The construction of the cooperative scheme means that a choice of Single-Input-
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Multi-Output (SIMO), Multi-Input-Single-Output (MISO) and Multi-Input-Multi-

Output (MIMO) channels will be established among the sensor nodes.

In more general case, we consider the capacity of MIMO channel that are

spanned by MT transmit antennas and MR receive antennas. The MR × MT

channel matrix is denoted as:

H =




h11 h12 · · · h1,MT

h21 h22 · · · h2,MT

...
...

. . .
...

hMR,1 hMR,2 · · · hMR,MT




(1.7)

where each component hi,j for the transmit and receive antenna pair is assumed to

be a zero mean complex Gaussian random variable (i.e. |hi,j| has a Rayleigh dis-

tribution). Then, the baseband received signal y (MR× 1 vector) can be modelled

as:

y = Hx+ n (1.8)

where x ∈ C
MT×1 is the transmit signal vector, n ∈ C

MR×1 is the Zero Mean

Circularly Symmetric Complex Gaussian (ZMCSCG) noise with covariance matrix

E
[
nnH

]
= NIMR

.

Considering a fixed channel matrix H, the MIMO channel capacity can be

derived to be:

C = log2 det(IMR
+

HAsH
H

N
) (1.9)

where As = E
[
xxH

]
is a diagonal matrix representing the codeword covariance.

For a communication system with available total transmit power as tr(As) = S

(where tr(·) denotes the trace operator) and the fraction of the total transmit

power allocated to the ith transmit antenna as εi, the channel capacity in equation

(1.9) can be rewritten as:

C =

MT∑

i=1

log2(1 + εiλi
S

N
) (1.10)
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where λi is a positive eigenvalue of HHH. We note that the capacity expressed

in equations (1.9) and (1.10) refers to the instantaneous capacity in the fading

channel. They have no meaning in the Shannon sense where the codeword has

infinite duration.

If λi varies over a transmitted codeword with infinite duration but all its mo-

ments are constant, then the channel is referred to as an ergodic channel. Suppos-

ing the transmitted codeword is ZMCSCG distributed, the capacity of the ergodic

MIMO channel can be maximized as:

C = E

[
log2 det

(
IMR

+
HHH

MT

S

N

)]
(1.11)

With the defined parameters m
∆
= min {MT ,MR} and n

∆
= max {MT ,MR}, the

expression in equation (1.11) can also be evaluated as [10]:

C = E⇀
λ
[

m∑

i=1

log2(1 +
λi

MT

S

N
)] (1.12)

where
⇀

λ = (λ1, λ2 · · ·λm) is the ordered eigenvalues with the joint pdf to be known

as [11]:

pdfλ(
⇀

λ) =
1

Kmn

∏

i

e−λiλn−m
i

∏

j>i

(λi − λj)
2 (1.13)

where Kmn is a normalizing factor. Therefore, equation (1.12) turns into:

C =

∫
· · ·
⇀
λ

∫ m∑

i=1

log2

(
1 +

λi

MT

S

N

)
· pdfλ(

⇀

λ)d
⇀

λ (1.14)

After some algebraic manipulations as shown in [10], a landmark of the ergodic

MIMO capacity can be expressed as:

C =

∫ ∞

0

m log2(1 +
λ

MT

S

N
) · 1

m

m−1∑

k=0

k!

(k + n−m)!

[
Ln−m
k (λ)

]2
λn−me−λdλ (1.15)

where Ln−m
k (λ) is the associated Laguerre polynomial of order k. This integral
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form of the capacity has been extended to an explicit closed form as [12]:

C =
m−1∑
k=0

k!
(k+d)!




k∑
l=0

A2
l (k, d)Ĉ2l+d(a)

+
k∑

l1=0

k∑
l2=0,
l2 6=l1

(−1)l1+l2Al1(k, d)Al2(k, d)Ĉl1+l2+d(a)




(1.16)

where a
∆
= 1

MT

S
N
, d

∆
= n−m, Al(k, d)

∆
= (k+d)!

(k−l)!(d+l)!l!
and Ĉη(a) can be expressed as:

Ĉη(a) =
1

log(2)

η∑
µ=0

η!
(η−µ)!

[
(−1)η−µ−1(1/a)η−µe1/aEi(−1/a)

+
η−µ∑
k=1

(k − 1)!(−1/a)η−µ−k

] (1.17)

with Ei(ζ)
∆
=
∫ ζ

−∞
et

t
dt is a typical exponential integral. Considering the MISO

system with MR = 1, the capacity in equation (1.16) can be expressed in a simple

form as:

C = ĈMT−1(
1

MT

S

N
)/Γ(MT ) (1.18)

While for the SIMO system with MT = 1, the capacity can be expressed as:

C = ĈMR−1(
S

N
)/Γ(MR) (1.19)

where Γ(n) = (n−1)! of n is an integer. We present the capacity of Rayleigh fading

channel for various systems as shown in Figure 1.4. It is interesting to compare

the 2*2, 1*4 and 4*1 systems. For each of these cases, four independent Rayleigh

fading links exist. The 2*2 system shows higher capacity at the SNR larger than

8dB, whereas the 1*4 system obtains better capacity gain in the low SNR region.

Furthermore, increasing the number of receive antennas in SIMO system achieves

more capacity gain than increasing the transmit antennas in MISO system. This

can be shown more clearly in Figure 1.5. The capacity saturates the most rapidly in

the MISO system. It seems that more than two transmit antennas is not necessary
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Figure 1.4: Capacity Vs SNR for various systems in Rayleigh fading channel

on the perspective of obtaining capacity gain in ergodic Rayleigh fading channel. If

the available total transmit power for the MISO system is constrained, employing

more transmit antennas seems a waste of resources on the perspective of obtaining

larger channel capacity. Therefore, communication system with multiple receive

antennas achieves more capacity gain than with multiple transmit antennas. But

we have to mention that, in these comparisons, the transmit power at each antenna

in MISO system (M transmit antennas) is divided by M with respect to the

corresponding SIMO system (M receive antennas).

Although multiple receive antennas will further increase the capacity as shown

by the 1*4 and 2*2 systems, they increases the transceiver complexity. In this

thesis, we consider the scenario of wireless sensor networks, where each node is

normally equipped with one antenna and supplied with low power battery. In

addition, energy efficiency and simple implementation are more important than

capacity achievement. Hence, MISO system will be investigated in this thesis.

1.3.2 Outage Probability

The ergodic fading channel means that all channel states are realized over an infi-

nite sequence. Practically, it is more reasonable to assume that channel realization
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Figure 1.5: Capacity Vs Number of transmit or receive antenna for various systems
in Rayleigh fading channel; SNR=10dB

is randomly fixed for a finite sequence and changes its states for the other finite

sequences. In this case, it is determinant, for each channel realization, whether

this transmission can be supported by a given communication rate. The outage

probability is utilized to indicate the probability that a certain communication rate

can be supported by the channel realizations. For a given communication rate R,

the expression of outage probability can be given as [12]:

Pout(R) = Pr

(
log2 det

(
IMT

+
HHH

MT

S

N

)
< R

)
(1.20)

which can also be written as:

Pout(R) = Pr

(
m∑

i=1

log2

(
1 +

λi

MT

S

N

)
< R

)
(1.21)

This requires the calculation of an m-fold integral over the random λi with the

probability distribution function given by equation (1.13). For the special case of

MISO Rayleigh fading channel, the solution can be expressed as [12]:
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Pout,MT×1(R) = γ

(
MT ,

MT (2
R − 1)

S/N

)
/Γ(MT ) (1.22)

where γ(·) is the lower incomplete Gamma function defined as:

γ(a, x)
∆
=

∫ x

0

ua−1e−udu (1.23)

In Figure 1.6 and Figure 1.7, we show the performance of outage probability in

MISO system. Considering the cases of the desired communication rate to be 1

bit/s/Hz and 2 bits/s/Hz respectively, it is interesting to note that the intersection

points in the two cases are at around the SNR of 0dB and 5dB respectively. As

shown in Figure 1.4, these regions also coincide with the channel capacity at about

1 bit/s/Hz and 2 bits/s/Hz. Therefore, at a specific SNR, more engaged transmit

antennas can not noticeably increase the channel capacity but can decrease the out-

age probability when the communication rate is lower than the achievable channel

capacity. This is shown in Figure 1.7. We constrain the SNR to be 5dB. When

the desired communication rate is lower than about 2 bits/s/Hz, more engaged

transmit antennas decrease the outage probability greatly. The discussion of the

diversity and the multiplexing gains in the next subsection can further strengthen

these statements.

1.3.3 Diversity and Multiplexing

Wireless links are impaired by the random fluctuations across space, time and fre-

quency known as fading. Diversity provides the receiver with multiple looks at the

same transmitted signal so as to improve the reliability of the wireless links. It

is based on the principle that, the receiver receives multiple independently faded

replicas of the same information signal, so the probability that all the signal com-

ponents are simultaneously faded is reduced. Thus diversity techniques stabilize

the wireless links and lead to an improvement on reliability.

As an example, we consider the uncoded binary phase-shift keying (BPSK)

signals over Rayleigh fading channel. In the case of SISO communication, the

received bit error probability (BER) at high SNR is well known [7] as:
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Pe(SNR) ≈ 1

4
SNR−1 (1.24)

In contrast, supposing two replicas of the independently faded signal are received

and properly combined (e.g. maximum ratio combination), the error probability

at high SNR region is:

Pe(SNR) ≈ 3

16
SNR−2 (1.25)

We observe that, by having the extra receive antenna, the error probability de-

creases with SNR at a faster speed of SNR−2. Similar results can be obtained if

we change the BPSK signals to other constellations. Since the performance gain

at high SNR region is indicated by the SNR exponent as shown in equations (1.24)

and (1.25), this exponent is called the diversity gain. Thus, the definition of the

diversity gain d can be represented as [13]:

d = − lim
SNR→∞

logPe(SNR)

log SNR
(1.26)

Intuitively, it corresponds to the number of independently fading paths that the

signal passes through. In a general system with MT transmit antennas and MR

receive antennas, there are in total MT ×MR random fading coefficients. Hence,

the maximal (full) diversity gain provided by the channel is MT ×MR. As we will

discuss in the next chapter, cooperative schemes exploring the spatial diversity of

the channel can be used to improve the reliability of wireless link.

Besides providing diversity to improve reliability, multiple antennas system also

supports a higher data rate than single antenna system. Considering an ergodic

flat fading channel, where the channel matrix is i.i.d. across blocks of message, the

capacity in equation (1.11) can be approximated as [13]:

C(SNR) = min{MT ,MR} log
SNR

MT

+

max{MT ,MR}∑

i=|MT−MR|+1

ε[logχ2
2i] + o(1) (1.27)

where χ2
2i is chi-square distributed with 2i degrees of freedom. Thus, at high SNR
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region, the number of the degrees of freedom is the minimum of MT and MR. It

suggests that the MIMO channel can be viewed as min {MT ,MR} parallel spatial

channels. Notice that channel capacity increases with SNR as shown in equation

(1.27). We consider a family of codes which have the communication rate of

R(SNR) (bps/Hz) also increasing with the SNR level. The spatial multiplexing

gain r can be defined as:

r = lim
SNR→∞

R(SNR)

log2 SNR
(1.28)

It means that independent information symbols could be simultaneously trans-

mitted in these r parallel channels. So the multiplexing gain provides a higher

communication rate. However, in our works, we consider the reliable communica-

tion is more important than the higher data rate requirement in wireless sensor

networks. Thus multiplexing gain will not be investigated through this disserta-

tion.

1.4 Narrow-Band and Wide-Band Communica-

tion

In the previous discussion of wireless channels, we mentioned that the signal will

suffer from frequency selective fading if its bandwidth exceeds the channel coherent

bandwidth. In wireless sensor networks, the communication data rate (maximum

of 250 kbps in [5]) is nowadays lower than other wireless network using Wi-Fi

technology. So the bandwidth in wireless sensor networks are typically in a nar-

rowband situation. Meanwhile, the delay spread of wireless channels are normally

at the nano scale. It implies that, for wireless sensor networks, the communication

suffers from flat fading in most case.

Although narrow-band communication can avoid the effect of frequency selec-

tive fading in most channel, some communication links deliberately use a wider

bandwidth than necessary in order to gain other advantages. The spread spectrum

system is a typical example. On one hand, by spreading the original message with

a wider spectrum, the interference to other communication can be lowered. On the

other hand, a CDMA system employing spread-spectrum technology allows multi-

ple users to be multiplexed over the same physical channel. OFDM is also becoming
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a popular scheme for wide-band communication. The primary advantage of OFDM

is its ability to overcome narrowband interference and frequency-selective fading

due to multipath propagation. So wide-band communication might sometimes be

interesting for wireless sensor networks.

In this dissertation, we focus on exploiting cooperative communication to make

wireless sensor networks operate more energy efficiently. Using the narrow-band

communication or exploring a wider band, like spread spectrum system and OFDM

system, can facilitate the cooperative communication. From this point of view, we

notice that, narrow-band communication has the advantage of lower complexity

for the implementation, while it is vulnerable to time synchronization errors among

the cooperative nodes. On the other hand, exploring the previous mentioned wider

band systems has the advantage to tolerate multipath delay or time synchroniza-

tion error. But they require higher complexity at the baseband signal processing.

Furthermore, frequency synchronization problem should not be ignored for OFDM

system. These issues will exist when we discuss the implementation of coopera-

tive communications, especially the virtual MISO cooperative communication, in

wireless sensor networks. Here, we just mention that, the synchronization problem

is an obstacle to implementation of cooperative communication in wireless sen-

sor networks, whereas, narrow-band and wide-band systems have their respective

advantage and disadvantage to cope with cooperative communications.

1.5 Summary

In this chapter, the characteristics of wireless sensor networks and their possi-

ble network topologies are presented. Then, the channel models incorporating the

large-scale fading and small-scale fading are investigated. These models will be uti-

lized throughout this dissertation for the analysis of cooperative communications

in wireless sensor networks. In order to reveal the benefits of cooperative commu-

nication, the capacity of Rayleigh fading channel and the outage probability for

block Rayleigh fading channel are evaluated. Furthermore, the idea of exploring

diversity and multiplexing in MIMO channel is discussed. On the view of facilitat-

ing cooperative communications, the advantage and disadvantage of narrow-band

and wide-band communications are also analysed briefly.

In wireless sensor networks, energy efficiency is the most important designing

factor. The purpose of this thesis work is to investigate energy efficient commu-
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nication schemes for wireless sensor networks. Cooperative communications could

provide good performance on energy efficiency and resist to hostile channel fad-

ing effect. So in the next chapter, some cooperative communication schemes that

could be employed in wireless sensor networks will be introduced.
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Chapter 2

Cooperative Communication in

Wireless Sensor Networks

2.1 Introduction

Wireless sensor networks are usually deployed in rigorous environment where com-

munication channels suffer from shadowing and multipath fading. As sensor nodes

are typically power constrained and size limited, multi-antenna systems are im-

practical to be implemented in these tiny nodes. Cooperative communications

exploiting the diversity of the fading channels could be interesting for wireless sen-

sor networks. It helps to guarantee reliable communication and maintain a good

connectivity of the network. Furthermore, channel diversity can be explored in

space and frequency domains. Experimental results in [14] show that significant

benefits could be found when the separation between the carrier frequencies or the

space between the antennas is sufficient. Meanwhile, cooperative schemes could

be applied to different protocol layers, such as network layer and physical layer.

For cooperative scheme in network layer, network coding scheme is an active

research area in recent years. It was first introduced in [15]. By employing net-

work coding scheme, the transmitted packet should have additional information

to indicate source nodes or source messages from which it was combined. Physical

layer implementation of network coding scheme is possible, but more complex pro-

cessing on the baseband signal is required [16, 17]. For wireless sensor networks,

low requirements on signal processing capability are more appreciated.

In physical layer, two other kinds of cooperative schemes are mostly used.
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The first cooperative scheme, which we call cooperative relaying scheme, utilizes

the assisting radio of relays to compensate the bad fading effect as presented in

[18, 19, 20]. Using the scheme of decode-and-forward or the scheme of amplify-

and-forward, the relay node retransmits the received signal from source node to

destination node. At the destination, based on maximum-likelihood or maximum

signal-to-noise ratio criteria, the node combines the received signals from the source

and the relay. The second diversity scheme [1, 21, 22], called virtual MISO (multi-

input multi-output) cooperative scheme, benefits from the employment of orthog-

onal space time code. The transmission message will firstly be encoded by one

kind of space time codes at each cooperative node. Redundant copies of the data

stream, transmitted to the receiver, are in the hope that at least some of them may

survive to the faded paths between the transmitters and the receiver. The virtual

MISO cooperative scheme can be integrated with OFDM modulation scheme to

overcome time synchronization problem for the distributed sensor nodes. We refer

it as OFDM-based cooperative scheme.

In this chapter, we will discuss the cooperative schemes that could be imple-

mented in wireless sensor networks. System models for these cooperative schemes

will be presented. The analysis on the requirements of these schemes will be eval-

uated briefly.

2.2 Network Coding Scheme

When using network coding during data communication, instead of simply for-

warding original packets, nodes may recombine several input packets into one or

several combined output packets. The combination can be made on bit streams or

on analog modulated symbols. We refer to them as digital network coding scheme

and analog network coding scheme respectively.

A simple example with two wireless nodes (A and B) exchanging messages via a

router node (R), as shown in Figure 2.1, can be used to explain the basic principle

of network coding. Considering that only one channel is utilized, signal interference

should be avoided in the traditional method. So the message exchange between

the two nodes A and B requires four time slots, where the first two time slots are

allocated for the message collection and the last two time slots are for the message

distribution. Similar to the traditional method, two time slots are necessary for

the message collection in digital network coding scheme. In the contrary, digital
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network coding scheme only broadcasts the combination of [a xor b], so only one

time slot is required for message distribution. Since the nodes A and B already

know the messages a and b respectively, they can obtain message b from [a xor (a

xor b)] and message a from [b xor (a xor b)]. It should be mentioned that, for any

node who want to recover the original message, it should be capable of receiving

enough independent combined messages.

The works in [16, 17] have shown that, instead of implementing network coding

on digital bit streams, we can also implement it on analog modulated symbols.

Figure 2.1 shows the analog networking coding scheme where f (a,b) refers to the

combination of a and b on analog symbol level. The analog network coding scheme

could obtain more network throughput gain as illustrated in Figure 2.1 where only

two time slots are required for the message exchange.

A R B

a

A R B

b

A R B

a a

A R B

b b

Traditional method A R B

a

A R B

b

A R B

a xor b a xor b

Digital network coding

A R B

ba

A R B

f(a,b) f(a,b)

Analog network coding

Figure 2.1: Examples of message exchange using traditional method, digital net-
work coding scheme and analog network coding scheme

The algorithm in [16] assumes that symbol-level time synchronization, carrier
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Figure 2.2: Modulation and demodulation mapping

phase synchronization and power control among the nodes are perfect. Therefore,

the signals simultaneously transmitted from A and B arrive at R with the same

phase and amplitude. Then the combined baseband signals will be passed through

a special demodulation/modulation mapping to obtain a bit stream equivalent to

the combination using in the digital network coding scheme. Considering BPSK

modulation, the mapping table can be shown in Figure 2.2. The modulation

mappings at A and B in the first time slot and at R in the second time slot are the

same as BPSK modulation, while the demodulation mapping at R is performed

similar to xor operation, with the difference that it is estimated on the soft decision.

The decoding processes at A and B are the same as the digital network coding

scheme. However, the synchronization requirement will add more constraints on

the deployment or introduce more energy consumption.

In [17], the authors have presented a more general algorithm that makes no

synchronization assumption. In fact, a random delay of the transmission in the

first time slot at A and B has intentionally been introduced. The relay node R

makes no decision on the receive signals, it just amplify-and-forwards the signals.

Due to the additive intentional delay, signals received at the node A and B will

have interference-free symbols at the head and the tail of the frame. In the second

time slot, these interference-free symbols are used to estimate the wireless channels.

Using the channel information and self-cancelling with the already known signals,

the received frame could be properly decoded. We note that the requirement on

signal processing capability should be considered when the analog network coding

scheme is implemented in physical layer.
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Figure 2.3: Two simple cooperative paradigms utilizing network coding scheme

In addition to message exchange, network coding scheme can also be incorpo-

rated with cooperative schemes in physical layer. Two simple cooperative paradigms

implementing digital network coding, where the combination operation is also de-

fined as xor, are shown in Figure 2.3. The cooperative paradigms comprise the

virtual MISO cooperative process and cooperative relaying process that will be

illustrated in the following sections. In these paradigms, the additional digital

combined message (a xor b), instead of only the message a or b, will be transmit-

ted. In that case, cooperative diversity gain could also be obtained. The work

in [23] has presented that network coding scheme could improve the outage per-

formance of cooperative communication. Furthermore, as the benefits of network

coding scheme is to increase the network throughput on the network layer, network

throughput gain is also reasonable to be obtained by incorporating the cooperative

communication with network coding scheme.

2.3 Cooperative Relaying Scheme

Multi-hop transmission is a traditional scheme for long distance communication

in wireless networks. Based on this traditional scheme and exploiting the broad-

cast nature of wireless medium, several cooperative relaying schemes have been

discussed in [18, 24]. In general, they can be classified into fixed relaying schemes

exploring decode-and-forward relaying or amplify-and-forward relaying and op-

tional relaying schemes utilizing selective relaying or incremental relaying [18].

Decode-and-forward
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The decode-and-forward process is also employed in traditional multi-hop scheme.

While the difference in cooperative relaying scheme is that the source node S at-

tempts to transmit a message to destination node D with the cooperation of relay

node R, other that only by the relay hopping of the node R. As shown in Figure 2.4,

the transmission is divided into two time slots. At the first time slot, message is

broadcasted by the source node. The destination and relay node receive this mes-

sage by the nature of wireless broadcast. The signal received at the relay node and

destination node can be written as:

r1 = hsd

√
Pss0 + n1 (2.1)

r2 = hsr

√
Pss0 + n2 (2.2)

where s0 is the transmitted signal by the source node with power Ps, r1 and r2 are

the received signals at the relay and destination node, hsd and hsr are the channel

coefficients, n1 and n2 capture the effect of AWGN.

S

R

D

hsr hrd

hsd

Figure 2.4: Fixed cooperative relaying

Due to the different channel conditions, the relay and destination nodes detect

the message differently. It is reasonable that, in most case, the relay node can

receive this message with less error probability than the destination node does. So

at the second time slot, the relay node will retransmit the decoded message. The

retransmitted signal is expressed as:

r3 = hrd

√
Prsr + n3 (2.3)

where sr is the retransmitted signal by the relay node with power Pr, hrd is the
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channel coefficient between the relay and destination nodes, n3 captures the effect

of AWGN. Based on the two received signals shown in equations (2.1) and (2.3),

the destination node using maximum ratio combination (MRC) can detect the

source signal with less error probability.

Amplify-and-forward

The amplify-and-forward scheme also consists of three nodes as shown in Fig-

ure 2.4. However, in amplify-and-forward scheme, the relay node just amplifies the

received signal without decoding it. So in the first time slot, the received signals at

the relay node and destination node are the same as in decode-and-forward scheme

shown in equations (2.1) and (2.2). In the second time slot, the destination node

receives the amplified signal from the relay path as:

r3 = αrhrdr2 + n3 (2.4)

Note that, in order to remain within its power constrain, the relay node uses

the amplifying factor αr. It is determined by the allocated transmit power and

instantaneous channel gain as shown in the follows:

αr =

√
Pr

|hsr|2 Ps +N0B
(2.5)

where N0 is the power spectral density of AWGN and B is the bandwidth of

baseband signals. Based on the received signals in the two time slots shown in

equations (2.1) and (2.4), the destination node decodes the source message. Con-

sidering the MRC of the received signals at the destination node, the received SNR

after combination is:

γAF = γsd +
γsrγrd

1 + γsr + γrd
(2.6)

with γsd =
|hsd|2 Ps

N0B
, γsr =

|hsr|2 Ps

N0B
, and γrd =

|hrd|2 Pr

N0B

Selective relaying
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Fixed relaying schemes as described before are usually considered when the

relay node was assigned in advance. However, in most case, the signal broadcasted

by the source node is overheard by several nodes, while the assigned cooperative

node may not be the best node that can correctly receive this signal. So in selective

relaying scheme, the node which can better receive the signal will be selected as

the cooperative node. This can be realized by the strategy that among the relay

nodes between the source node and destination node, if the measured |hsr|2 falls

below a certain threshold, the source node simply continues its transmission to the

destination node in the form of repetition or in allocating more transmit power. If

the measured |hsr|2 lies above the threshold, the best node which has the highest

|hsr|2 will be selected as the relay. The effective process of selecting the relay

node can be performed similarly as described in [25], where each relay node uses

a timer related to the channel condition. The timer of the relay node with the

best channel condition will expire first. Then it transmits a short flag, announcing

its presence, and stops the timer of the other nodes. The channel models of this

scheme are similar to those employed in decode-and-forward relaying scheme or

amplify-and-forward relaying scheme.

Incremental relaying

In the above relaying schemes, the relay node performs cooperative relaying all

the time. In some case, it might be inefficient to utilize the degrees of freedom

of the channels. Occasionally, if the channel between the source and destination

nodes is good enough, it is not necessary for the relay node to retransmit or amplify

the received signal to the destination node. Otherwise, the destination node might

indicate a failure of the direct transmission from the source. By exploiting this

feedback from the destination, relaying process is required to be performed. It can

alternatively use the fixed relaying or selective relaying. On the other hand, in

addition to relaying the whole sequence of the source information, an incremental

redundancy might also be necessary. It could be achieved by implementing stronger

error control code in the relaying process.

How to select the relay node?

At the beginning of fixed relaying schemes, we should consider the strategy

to choose the best candidate relay node. Meanwhile, in the optional relaying

schemes, selecting a set of candidate relay nodes in advance would sometimes be
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more efficient.

Several strategies could be used to choose the optimal relay. The minimal

transmit power (Pt) strategy is more straightforward to minimize the energy con-

sumption for cooperative relaying schemes. In this strategy, a predefined bit error

probability is supposed to be met. The optimal relay is chosen in order to make the

total required transmit power at the source and relay to be minimal. The minimal

outage probability strategy chooses the relay by minimizing the outage probability

under the constraint of available total transmit power. For cooperative commu-

nication schemes, outage probability is usually easier to be expressed analytically

than bit error rate probability. Without the knowledge of channel condition, the

maximal residual energy (Ei) strategy can be performed more efficiently some-

times. Furthermore, it is helpful to achieve the balance of energy consumption

among the cooperative nodes. An integration strategy can be represented as the

maximal energy efficiency ( Ei/Pt) strategy, which takes both channel condition

and residual energy into account. Then, the choice of the relay is to exploit more

diversity degree of the channel and achieve more balance on energy consumption.

2.4 Virtual MISO Cooperative Scheme

Space-time block codes introduced in [26] can be employed on multiple transmit

antennas to exploit full diversity of Rayleigh fading channel. The coding scheme

can be defined as a m× n coding matrix as follows:

C2 =

[
s1 s2
−s∗2 s∗1

]
C3 =




s1 s2 s3
−s2 s1 s4
−s3 s4 s1
−s4 −s3 s2
s∗1 s∗2 s∗3
−s∗2 s∗1 s∗4
−s∗3 s∗4 s∗1
−s∗4 −s∗3 s∗2




(2.7)

These two matrices can be used in two transmit antennas and three transmit

antennas systems respectively. The message will first be encoded using these ma-

trices and then be transmitted simultaneously from multiple antennas. In wireless

sensor networks, due to the small physical size of sensor nodes, direct implemen-
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tation of a multi-antenna system on the sensor node is impractical. Virtual MISO

cooperative scheme has been proposed in [27] to provide a comparable performance

to a multi-antenna system. It can be performed by selecting m cooperative nodes

from a set of potential relaying nodes to constitute a virtual multi-antenna sys-

tem. Data are encoded by a m × n space time coding matrix and split into m

data streams which are simultaneously transmitted by the m cooperative nodes.

In order to explore more details of employing space-time block codes in distributed

way, we will explain the simplest implementation of this scheme using the code

described by C2 in (2.7), which is generally referred as Alamouti code [28].
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Figure 2.5: Virtual MISO cooperative communication using Alamouti code

As shown in Figure 2.5, there are two transmit nodes and one receive node. We

suppose that both of the two transmit nodes already got the same original message.

The transmission at the baseband could employ a signal constellation with 2b

elements. At the first time slot, 2b bits arrive at the encoder which selects the

constellation signals s1 and s2. These two signals are transmitted simultaneously

from Node1 and Node2. At the second time slot, the signals −s∗2 and s∗1 are

transmitted simultaneously from Node1 and Node2. The operator * refers to the

complex conjugation. If the channel is static during these two time slots, the

received signals r1 and r2 at Node3 will be:

r1 = h1

√
PT1s1 + h2

√
PT2s2 + n1

r2 = −h1

√
PT1s

∗
2 + h2

√
PT2s

∗
1 + n2

(2.8)

where PT1 and PT2 are the transmit powers at Node1 and Node2, h1 and h2 are
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the channel coefficients of the respective channels defined as a1e
jθ1 and a2e

jθ2 , n1

and n2 capture the effect of AWGN. Then, as discussed in [29], the maximum

likelihood detection is utilized to minimize the decision metric:

[∣∣∣r1 − h1

√
PT1s1 − h2

√
PT2s2

∣∣∣
2

+
∣∣∣r2 + h1

√
PT1s

∗
2 − h2

√
PT2s

∗
1

∣∣∣
2
]

(2.9)

This in turn is equivalent to minimizing the decision metric for detection s1 as:

∣∣∣(r1h∗
1

√
PT1 + r∗2h2

√
PT2)− s1

∣∣∣
2

+ (−1 +
∑2

i=1
|hi|2 PT i) · |s1|2 (2.10)

and for detection s2 as:

∣∣∣(r1h∗
2

√
PT2 − r∗2h1

√
PT1)− s2

∣∣∣
2

+ (−1 +
∑2

i=1
|hi|2 PT i) · |s2|2 (2.11)

So the combined signals sent to the maximum likelihood detector are:

s̃1 = r1h
∗
1

√
PT1 + r∗2h2

√
PT2 = (a21PT1 + a22PT2)s1 + h∗

1

√
PT1n1 + h2

√
PT2n

∗
2

s̃2 = r1h
∗
2

√
PT2 − r∗2h1

√
PT1 = (a21PT1 + a22PT2)s2 − h1

√
PT1n

∗
2 + h∗

2

√
PT2n1

(2.12)

This kind of cooperative scheme, utilizing Alamouti coding, can achieve a di-

versity with two degrees of freedom. However, when applying virtual MISO coop-

erative scheme to wireless sensor networks, there are still some practical issues that

should be considered. In the previous analysis, we assume that the frequency and

time are perfectly synchronized. While in reality, due to the inconsistency on the

oscillator and distributed deployment of the nodes, the problem of synchroniza-

tion should not be ignored. For the carrier synchronization, we can assume that

a reference carrier is transmitted and all nodes can lock to this reference carrier

using a phase locked loop, or it can be estimated using some pilot symbols at the

beginning of the packet as presented in [30]. Other than carrier synchronization,

arrival time synchronization of the received signal would be more significant for
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the implementation of virtual MISO cooperative scheme. As in the receiver side,

the received signal from multiple transmitters should be coherently combined; it

requires the nodes to be well synchronized. The effect of synchronization problem

will be discussed in more detail in Chapter 3.

2.5 Summary

In this chapter, various cooperative communication schemes, which are imple-

mented either in physical layer or in network layer, are presented. They could be

used to exploit cooperative diversity in fading channel. In this dissertation, we

focus on physical layer cooperative communication schemes. But we note that,

network layer cooperative scheme, such as network coding scheme, can be imple-

mented in parallel with physical layer cooperative schemes.

Considering the practical implementation of cooperative communication in

physical layer, the synchronization requirements are different. For cooperative

relaying scheme and OFDM-based cooperative scheme, the requirement on time

synchronization is low. While virtual MISO cooperative scheme requires stringent

arrival time synchronization of the signals from the distributed cooperative nodes.

On the other hand, frequency synchronization should not be ignored for OFDM-

based cooperative scheme. In the next chapter, we will analysis the effect of the

synchronization problem in more detail and propose a synchronization strategy

accordingly.
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Chapter 3

Synchronization for Cooperative

Communication

3.1 Introduction

Time synchronization is crucial for the implementation of cooperative commu-

nication in wireless sensor networks. Previous work by Jagannathan [31] has

investigated the effect of time synchronization error on maximum ratio combin-

ing diversity techniques and Alamouti coding system. Mei [32] has also analysed

this asynchronous effect on time-reverse space-time coding system and space-time

OFDM system. All these works have shown that a cooperative system has a good

tolerance for small synchronization error. But they didn’t propose any synchro-

nization scheme that can constrain the synchronization error into an acceptable

range. Some synchronization algorithms have been proposed for wireless sensor

networks, but they aimed at the network synchronization. They cannot attain the

precision requirement for coherent combining of the distributed space-time codes

during decoding procedure.

Our works do not assume a perfect synchronization among the nodes. We

explore the effect of synchronization error on cooperative communication utilizing

distributed Alamouti code. The analytical and simulated results show that a small

synchronization error has negligible effect on bit error rate (BER) performance. In

order to synchronize the distributed sensor nodes within this acceptable error, we

propose a physical layer synchronization scheme. This scheme consists of an initial

synchronization of the cooperative transmitters, synchronization error estimation
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at the cooperative receiver and finally a feedback phase. A maximum likelihood

method is proposed to make the synchronization error estimation. It achieves bet-

ter performance than the matched filter method at the price of moderate increase

in computational complexity and memory space. After synchronization error esti-

mation, two strategies have been analysed. They provide better BER performance

in the existence of initial synchronization error. They are practical to be imple-

mented in the sensor nodes before the Alamouti decoding.

The remainder of this chapter is organized as follows. In section 3.2, we present

the needs for time synchronization in wireless sensor works. In section 3.3, system

models including the cooperative scheme and the synchronization scheme are pre-

sented. The Alamouti scheme in the presence of synchronization error is analysed.

In section 3.4, the strategy of time synchronization is discussed in details and the

simulated results are presented. In section 3.5, two other candidate solutions that

could cope with time synchronization problem are discussed.

3.2 The Needs for Time Synchronization

Time synchronization is always a problem that should be tackled for networks or-

ganized in a distributed way. Clock synchronization for the computers connected

through Internet is a well studied problem [33]. However, the ad hoc characteris-

tic and the unique system architecture in wireless sensor networks make the time

synchronization problem to have more challenges. Furthermore, the synchroniza-

tion needs and the corresponding precision requirements are various according to

different applications and network deployments. In this dissertation, we classify

the time synchronization problems in wireless sensor networks into network clock

synchronization and signal arrival time synchronization.

3.2.1 Network Clock Synchronization

Normally, network clock synchronization is on the view of the whole network or

some local region of the network. Its object is to maintain the network with a

global clock. A unique clock time is an important factor to make sure that wire-

less sensor networks could function properly. Since everything happens over time,

most applications require the data collected by the sensor nodes to have a consis-

tent time-stamp. These data related to a time sequence are essential to information
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processing [34]. In addition, some deployments of wireless sensor networks arrange

the communication among the nodes utilizing TDMA technology [35, 36, 37]. The

allocation of communication time slots makes a demand on the clock synchroniza-

tion. Without a good synchronization, more communication interferences will be

introduced or channel access will be delayed.

Various network clock synchronization protocols [38, 39, 40, 41, 42] have al-

ready been proposed for wireless sensor networks. A great contribution on the

network clock synchronization can be found in the dissertation work by Jeremy

Elson [43]. The surveys in [44, 45] summarize the existing clock synchronization

protocols for wireless sensor networks. Two synchronization protocols, Reference

Broadcast Synchronization (RBS) [38] and Timing-synchronization Protocol for

Sensor Network (TPSN) [39], reported relative high precisions which are on the

order of few microseconds. For example, RSB has been tested on Berkeley Motes

and reported a precision of 11 µs [38]. On the same hardware platform of Mica

sensor architecture, TPSN reported a precision of 16.9 µs, while RBS was 29.13

µs [39]. The synchronization precisions of these protocols show that they could be

suitable for most needs of wireless sensor network applications.

3.2.2 Signal Arrival Time Synchronization

For the implementation of distributed cooperative communication in wireless sen-

sor networks, higher precision on time synchronization is required. For example,

in the distributed beamforming scheme [46], the slave nodes in the cluster should

synchronize their clock according to the arriving time of the trigger sequence. The

performance gain is obtained by suitably weighting the transmitted signals and

directing a beam coherently in the desired direction. So the precision requirement

for time synchronization is on the order of symbol time duration. Whereas, a

transmit symbol rate of only 50k symbols/second will result in a symbol dura-

tion of 20 µs, which is around the precision level of the synchronization protocols

RBS and TPSN. So the precisions of the network clock synchronization protocols

are not sufficient for high data rate communication. Similarly, in order to form

an Opportunistic Large Array (OLA) for cooperative communication [47], symbol

synchronization is required for the cooperative nodes. Otherwise, the aggregate

transmission could not be enhanced by the accumulation of transmit power from

the cooperative nodes. Although, in the analog network coding scheme proposed

in [17], asynchronous interval of a few symbols time duration is tolerable, the pre-

39



cision of the network clock synchronization can only support low transmit data

rate.

Cooperative space-time codes have been shown to provide great performance

for wireless communications [27]. Forming a virtual MIMO system by employing

distributed space-time codes is energy efficient for long distance communications

in wireless sensor networks [1]. Most works [20, 48] considering distributed co-

operative communications assume that distributed sensor nodes can be perfectly

synchronized. We note that this assumption requires elaborate consideration on

the protocol design and hardware implementation. The synchronization algorithms

on network clock synchronization cannot attain the precision requirement for co-

herent combining of the distributed space-time codes during decoding procedure.

Therefore, signal arrival time synchronization is required for the space-time coded

cooperative communication. In the next section, we will analyse the effect of syn-

chronization error on virtual MISO cooperative communications.

3.3 Effect of Synchronization Error on Virtual

MISO Scheme

3.3.1 System Model

We consider the deployment of wireless sensor networks where sensor nodes are

grouped into clusters. As shown in Figure 3.1, we assume that the distance between

two clusters is long and the channel suffers from Rayleigh fading effect, whereas

the distance between any two nodes within a cluster is small and the channel is

an Additive White Gaussian Noise (AWGN) channel. So the communication be-

tween clusters (inter-cluster) is more energy consuming than the communication

within the cluster (intra-cluster). In order to improve the energy efficiency for

long distance inter-cluster communications, distributed cooperative communica-

tion schemes can be employed by sensor nodes.

Alamouti code [28] is well known as one kind of space time codes. It can be

used in the distributed cooperative communication. This cooperative scheme can

be implemented by two Cooperative Transmit Nodes (CTN1 and CTN2 ) and one

Cooperative Receive Node (CRN1 ) to form a virtual multi-input-single-output

(MISO) system. Data are encoded by the Alamouti coding matrix and split into

two streams which are simultaneously transmitted by the two cooperative trans-

40



TGN1

CTN1

CTN2

CRN1

Cluster 1 Cluster 2

h1

h2

�

Figure 3.1: Cooperative MISO system in wireless sensor networks

mit nodes. In this study, we limit our analysis to the cooperative scheme utilizing

Alamouti code for two reasons. Firstly, since energy consumption of analog cir-

cuit is a prominent part of energy depletion, the participation of more nodes in

the cooperative transmission may not be more energy efficient [49]. Secondly, this

configuration reduces the complexity of clustering coordination between the dis-

tributed nodes. However, due to the distributed deployment of sensor nodes, time

synchronization in the symbol level could not be assumed to be perfect. So how

precise the sensor nodes should be synchronized for cooperative communication is

the problem we try to solve in this section.

In order to synchronize the cooperative transmit nodes, we assign a trigger node

in each cluster to initiate a first synchronization phase. This trigger node can also

perform the role of cluster head as in some scenarios of cluster organized wireless

sensor networks [50]. As shown in Figure 3.1, we suppose that the node TGN1 in

the first cluster is the trigger node. It collects monitoring information within the

cluster and convergence information from other clusters in the network. All the

information enclosed in the trigger packet will be sent to CTN1 and CTN2. In

the front of each trigger packet, there is a training and synchronization sequence.

Using the synchronization sequence, the arrival time of the packet can be estimated

by a predefined matched filter. Therefore, based on the detection of the trigger

packet’s arrival time, CTN1 and CTN2 adjust their clock respectively. So they can

be initially synchronized. This initial synchronization phase may not be perfect.

Whereas, as the initial synchronization phase is made at the physical layer, its

precision can be supposed to be in the level of the symbol time interval. We will

explain this in more detail in section 3.4.1.
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After the initial synchronization phase, the information sequence will be trans-

mitted cooperatively under the control of the adjusted clock. Although coherent

decoding of the cooperative transmitted information needs the two cooperative

transmit nodes to be precisely synchronized, we will show that a small synchro-

nization error has little degradation on receiving BER performance. So according

to the synchronization error, different strategies stated in section 3.4.2 could be im-

plemented. At the same time, the synchronization error between the two transmit

nodes could be fed back to adjust their clock times. Therefore, at the beginning

of Alamouti decoding, synchronization error should be estimated to see whether it

is in an acceptable range. We proposed a maximum likelihood estimation method

to do that. It can estimate the synchronization error in different granularity ac-

cording to a predefined factor. In order to determine the acceptable range of

synchronization error and the granularity for the estimator, we will analyse the

effect of synchronization error on the performance of cooperative communication

in the next section.

3.3.2 Alamouti Scheme with Synchronization Error

In the distributed deployment of sensor nodes, each node has its local clock circuit.

Assumption of perfect clock synchronization in such a distributed setting is not

realistic. In order to design a feasible synchronization scheme, it is important

to analyse the effect of synchronization error on the communication performance.

So in this section, we will investigate the effect of synchronization error on the

decoding of Alamouti code.

Due to the synchronization error between the two cooperative transmit nodes

(CTN1 and CTN2 ), the practical combined signals may be different from the

perfect ones described in [28]. In our analysis, the clock of CTN1 is assumed to

be the reference clock. In this way, the synchronization error of CTN2 to CTN1

can be taken as Te. So the signals for the Alamouti decoding at CRN1 will be

received in two time slots as:

r1 (t) =
L+Lt−1∑
k=−Lt

{√
En1s1(k)h1(t)p (t− kTb)

+
√
En2s2(k)h2(t)p (t− kTb − Te)

}
+ n1 (t)

(3.1)
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r2 (t) =
L+Lt−1∑
k=−Lt

{
−
√
En1s

∗
2(k)h1(t)p (t− kTb)

+
√
En2s

∗
1(k)h2(t)p (t− kTb − Te)

}
+ n2 (t)

(3.2)

where s1(k) and s2(k) are the kth modulated information symbols of the transmit

sequences. En1 and En2 are the receive energy per symbol in the path CTN1

to CRN1 and the path CTN2 to CRN1 respectively. p(t) is the raised cosine

pulse shape with 2Lt + 1 as the approximated effective symbol duration; L is the

length of the information sequence. Tb is the symbol duration. h1(t) and h2(t) are

modelled by independent complex Gaussian random variables of variance 0.5 per

real dimension. The coherent time of the fading channel is assumed to be larger

than the propagation time of the packet. So the channels are supposed to be

constant during the transmission of each packet. h1(t) and h2(t) are represented

as a1e
jθ1 and a2e

jθ2 in the following analysis. ni(t) is the zero mean, circular

complex AWGN with variance σ2
ni.

Because of the synchronization error, the overlapped received symbol pulses

are not conforming to the Nyquist pulse-shaping criterion and suffer from Inter-

Symbol-Interference (ISI). This makes the Alamouti code not perfectly orthogonal.

So the estimated symbols after combination are:

s̃1 (t) = En1a
2
1

L+Lt−1∑
k=−Lt

s1(k)p (t− kTb) + En2a
2
2

L+Lt−1∑
k=−Lt

s1(k)p (t− kTb − Te)

+
√
En1En2h

∗
1(t)h2(t)

L+Lt−1∑
k=−Lt

s2(k) (p (t− kTb − Te)− p (t− kTb))

+
√
En1h

∗
1(t)n1 (t) +

√
En2h2(t)n

∗
2 (t)

(3.3)

s̃2 (t) = En1a
2
1

L+Lt−1∑
k=−Lt

s2(k)p (t− kTb) + En2a
2
2

L+Lt−1∑
k=−Lt

s2(k)p (t− kTb − Te)

+
√
En1En2h1(t)h

∗
2(t)

L+Lt−1∑
k=−Lt

s1(k) (p (t− kTb)− p (t− kTb − Te))

+
√
En2h

∗
2(t)n1 (t)−

√
En1h1(t)n

∗
2 (t)

(3.4)

To make the discussion more convenient, we consider the estimation of the

symbols transmitted at the lth time (each time is composed of two time slots).

They can be decomposed as:
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s̃1 (t) = s̃1 (t)desired + ISI (s1, t) + ISI ′(s2, t) + ISI ′′(s2, t) +N1 (3.5)

s̃2 (t) = s̃2 (t)desired + ISI (s2, t) + ISI ′(s1, t) + ISI ′′(s1, t) +N2 (3.6)

where s̃1 (t)desired = En1a
2
1s1(l)p (t− lTb) + En2a

2
2s1(l)p (t− lTb − Te)

ISI (s1, t) = En1a
2
1

L+Lt−1∑

k=−Lt
k 6=l

s1(k)p (t− kTb)

+En2a
2
2

L+Lt−1∑

k=−Lt
k 6=l

s1(k)p (t− kTb − Te)

ISI ′ (s2, t) =
√

En1En2h
∗
1(t)h2(t)s2(l) (p (t− lTb − Te)− p (t− lTb))

ISI ′′ (s2, t) =
√

En1En2h
∗
1(t)h2(t)

·
L+Lt−1∑

k=−Lt
k 6=l

s2(k) (p (t− kTb − Te)− p (t− kTb))

N1 =
√

En1h
∗
1(t)n1 (t) +

√
En2h2(t)n

∗
2 (t)

and the estimated symbol of s̃2 (t) can be decomposed using the same way. Usually,

the tails of the pulse shape p(t) will decay as 1/t3 for roll-off factor larger than

0. Consequently, a series of the ISI components from the side lobes converge

to a trivial value [7]. In order to simplify the analysis but still maintaining an

acceptable precision, we use the similar simplifications as have been done in [31]

to restrict the raised cosine pulse to two side lobes on either side (hence, Lt = 2

is a reasonable choice) and approximate the pulse with linear pieces as shown in

Figure 3.2.

Without loss of generality, we consider the case where packets from CTN1 ar-

rive first. Before the Alamouti decoding, we use the maximum likelihood estimator

to estimate the synchronization error. As the purpose of this section is to analyse

the effect of synchronization error on the receiving BER performance, we assume

that the estimation of the synchronization error is perfect (that is T̃e = Te). Based
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Figure 3.2: Piecewise linear approximation of the raised cosine pulse

on the estimation of the synchronization error, the sampling time for Alamouti

decoding can be decided. In [51], the authors use two sampling times locked to

the two path sequences respectively. However, as our proposed synchronization

scheme can limit the synchronization error within a small range, only one sam-

pling time per symbol interval is chosen to reduce the decoding complexity and

therefore the energy consumption. We lock the sampling time to a shift of one half

of the estimated synchronization error relative to the reference clock. Then, after

the simplification of piecewise linear approximation, the desired sampling signals

estimated at the lth time are:

s̃1

(
lTb + T̃e/2

)
desired

=
(
En1a

2
1 + En2a

2
2

)
(1 + η1

T̃e

2
)s1(l) (3.7)

s̃2

(
lTb + T̃e/2

)
desired

=
(
En1a

2
1 + En2a

2
2

)
(1 + η1

T̃e

2
)s2(l) (3.8)

where η1 is the slope deduced from the linear approximation of the main lobe.

Due to a mutual cancellation as shown in (3.3), the components ISI ′(s1, lTb +
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Table 3.1: Coefficients of piecewise linear approximation

k l − 3 l − 2 l − 1 l + 1 l + 2 l + 3

m+
k 0 m4 m2 −m1 −m3 −m5

m−
k −m5 −m3 −m1 m2 m4 0

T̃e/2) and ISI ′(s2, lTb + T̃e/2) will be zero no matter what estimated synchro-

nization error T̃e is. Considering the decoding of signal s1 after combination, the

interference components, after using the linear approximation shown in Table 3.1,

are simplified as:

ISI
(
s1, lTb +

T̃e

2

)
= En2

l+3∑
k=l−3
k 6=l

s1(k)(a
2
1m

+
k + a22m

−
k )

T̃e

2

ISI ′′
(
s2, lTb +

T̃e

2

)
=

√
En1En2h

∗
1h2

l+3∑
k=l−3
k 6=l

s2(k)(m
−
k −m+

k )
T̃e

2

(3.9)

As a result, for a specific sequence of transmit symbols, the instantaneous signal

to noise ratio (SNR) in the presence of ISI due to the side lobes can be expressed

as:

SNR(a1, a2, θ, state(l)) =
(d+ z)2

N0

(3.10)

where d = (En1a
2
1 + En2a

2
2)(1 + η1

T̃e

2
)

z = En2

l+3∑

k=l−3
k 6=l

s1(k)(a
2
1m

+
k + a22m

−
k )

T̃e

2

+
√
En1En2a1a2 cos θ

l+3∑

k=l−3
k 6=l

s2(k)(m
−
k −m+

k )
T̃e

2

Here N0 is the noise power spectral density and θ denotes the difference of the

phase between the two channels, state(l) refers to the ergodic state of the ISI.

Thus, in order to evaluate the average BER in presence of fading, we will use

46



the alternative Gaussian Q-function presented in [52]. As the inter-cluster channel

suffers from flat Rayleigh fading during each packet transmission, the parameters

a1, a2 and θ are static within a packet interval. Considering the interferences

from the side lobes of the neighbouring symbols and the overlying of the two path

signals, the SNR has 212 ergodic states. The receiving BER can be averaged over

the ergodic states:

Pe static =
1

212
1

π

212∑

s1(l),s2(l)

∫ π
2

0

exp

(−SNR(a1, a2, θ, state(l))

sin2 φ

)
dφ (3.11)

When averaging Pe static with Rayleigh distribution f(a1), f(a2) and equal dis-

tribution of θ, the BER of this MISO system will be:

Pe =
1

2π

∫ 2π

0

∫ +∞

0

∫ +∞

0

Pe static · f(a1) · f(a2)da1da2dθ (3.12)

Simulations of the MISO system using Alamouti code in the presence of syn-

chronization errors are made to verify the analytical results. In the simulations, a

raised cosine pulse with roll-off factor of 0.22 is used to shape the signal. The sys-

tem uses an uncoded binary phase shift keying (BPSK) modulation. We consider

independent Rayleigh fading effect on each frame of 100 symbols. The channel es-

timation is assumed to be perfectly performed. In order to obtain reliable results,

at least 104 frames have been sent for obtaining a BER of 10−3.

In Figure 3.3, analytical and simulated results of the distributed cooperative

MISO scheme using Alamouti code are presented. The synchronization error of

Te = 0.25Tb, 0.5Tb and 0.6Tb are considered. The results show that when the

synchronization error is small, for example Te = 0.25Tb, the degradation of BER

performance in the cooperative system is negligible. However, when the synchro-

nization error increases to 0.5Tb, the loss is more than 3dB for the receiver with a

required BER of 10−2 in comparison with the perfect Alamouti scheme. Moreover,

the performance degrades significantly for synchronization error of 0.6Tb. In this

severe desynchronization situation, the MISO system performs even worse than

the SISO system. Although different synchronization errors present different BER

performances, the acceptable synchronization error for the cooperative scheme is

more specific to the design of wireless sensor networks. It depends on many fac-

tors like energy efficiency, communication latency and network throughput etc.
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Figure 3.3: Effect of synchronization error in the distributed MISO(2*1) system

And there is a trade-off between the synchronization precision and synchroniza-

tion complexity. In our works, we assume the acceptable synchronization error as

Te = 0.25Tb. The results shown in Figure 3.3 make this assumption reasonable.

3.4 Strategy of Time Synchronization

We consider that the synchronization strategy is implemented in physical layer for

distributed cooperative communication. Initially, cooperative transmit nodes can

be synchronized by a trigger message. At the cooperative receive node, synchro-

nization error estimation will be performed before the cooperative decoding. We

propose a maximum likelihood estimation method to decide whether the synchro-

nization error is in an acceptable range. We show that it obtains better perfor-

mance than the matched filter method. We suppose the estimated synchronization

error can be fed back to cooperative transmit nodes. Then, using trigger sequence

from the trigger node and feedbacks from the cooperative receive node, the syn-

chronization error between cooperative transmit nodes can be limited and the

distributed cooperative communication is expected to be practical.
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(c)  Analog Circuit for Initial Synchronization

(b) Cooperative Communication Packet Format

(a) Trigger Packet Format
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Figure 3.4: Packet format and analog circuit

3.4.1 Time Synchronization and Error Estimation

As is shown in the previous section, a small range of synchronization error (such

as Te = 0.25Tb) provides a negligible degradation of the BER performance. So

the aim of synchronization scheme is to confine the synchronization error into

such a range. Our proposed synchronization scheme is made up of two phases.

The initial synchronization phase is defined as follows. The trigger node TGN1

sends the trigger packet with the format shown in Figure 3.4(a). On receiving

this packet, timing acquisition is performed by tracking the preamble sequence on

each cooperative transmit node (CTN1 and CTN2 ). Then, the arrival time of the

packet is determined.

Due to different propagation delays and hardware inconsistencies, the arrival

times of the packet on the two nodes are different. We assume that, during intra-

cluster communication, the received signals are only affected by AWGN. At each

cooperative transmit node, the received signal of the trigger packet can be ex-

pressed as:
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xi(t) =
√

Etr

L0+Lt−1∑

k=−Lt

str(k)p(t− kTb − σiTb) + ntr(t) (3.13)

where str(k) is the symbol in trigger packet; L0is the observation interval. σi is

the unknown delay normalized to the symbol duration Tb. ntr(t) is modelled as

AWGN. This received signal is oversampled at the two nodes by a ratio of Q. And

it can be represented as:

xi [liQ+mi] =
√
Etr

L0+Lt−1∑
k=−Lt

str(k)p((liQ+mi)Tb/Q− kTb − σiTb)

+ntr [(liQ+mi)Tb/Q] ,mi = 0, 1, ...Q− 1

(3.14)

where li and mi are the discrete symbol index and discrete sampling index at

the ith node. We assume the sampling instant mi opt, which is the closest to the

optimal instant, is chosen after timing acquisition. Then, the arrival time detection

is similar to the start of frame detection (SFD) in IEEE 15.4 standard [5] using

a Barker code. However, a little change should be made to the analog circuit in

order to achieve the packet arrival time detection. As shown in Figure 3.4(c), the

process is done by calculating the cross-correlation between the received signals

and the known Barker sequence using the matched filter. Defining the output of

cross-correlation as Ψi
∆
= sHSFD · xi, it follows that:

Ψi [υi] =
1

N

N−1∑

l=0

sSFD [l] xi [lQ+mi opt + υi] (3.15)

where N is the “window size” of the cross-correlation, υi is the index of the cross-

correlation, sSFD is the symbol sequence of Barker code. The cross-correlation

yields to a peak whenever there is an exact alignment between those two sequences.

Therefore, the arrival time of the packet can be determined by υ̂i which is selected

as:

υ̂i = argmax
υi

Ψi [υi] (3.16)

As shown in Figure 3.4(c), the clock of the node is synchronized to the arrival
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time of the packet. In this initial phase, the synchronization error comes from two

parts. The first part is due to the difference of propagation delay. As the trigger

node and the two cooperative transmit nodes are in the same cluster, the difference

of the distance between them is very small. So the difference of propagation delay

is negligible. For example, differences of 30 meters will only introduce a delay of

0.1us, while the BPSK signal with a bit rate of 250kbps (the highest bit rate in

IEEE 15.4 standard) has a symbol interval of 4us. On the other hand, the second

part comes from the arrival time estimation error which is comprised of the timing

acquisition error and the cross-correlation detection error. The timing acquisition

error is assumed to follow a uniform distribution in the range [−1/2Q, 1/2Q] and

its mean square error is lower bounded by 1/(12Q2). The mean square error of

cross-correlation detection interrupted by AWGN noise is shown in Figure 3.5. It

is negligible for most SNR region. As we can see, this initial synchronization phase

is made at the physical layer. Its precision can be supposed to be in the level of

the symbol time interval.

After this initial synchronization phase, the information sequence is transmitted

cooperatively under the control of the adjusted clock. As mentioned before, the

initial synchronization phase could not be perfect. So in the second phase of

our synchronization scheme, we estimate the synchronization error at the receiver

CRN1 before Alamouti decoding. The estimation granularity is chosen according

to the results obtained in the previous section. As a synchronization error of

Te = 0.25Tb introduces negligible effect to the BER performance, we accept this

small error for the Alamouti decoding, whereas the packets received with larger

synchronization error will be dropped off. The estimation of this synchronization

error before the Alamouti decoding can be done by the following methods.

Matched filter Method

Similar to the initial synchronization phase, the synchronization error can be de-

tected by the peaks of the cross-correlation output. However, as the two cooper-

ative transmit nodes are assumed to transmit the packets at the same time, the

synchronization sequence can be arranged in the form of orthogonal time slots

between the nodes or just arranged in the same time slot. Considering the char-

acteristic of wireless sensor networks, energy efficiency is an important factor.

Transmission of a long training sequence may be a waste of the restricted energy

consumption. Therefore, we only consider the overlap of synchronization training
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sequence in this paper. In the cooperative phase of inter-cluster communication,

signals suffering from the Rayleigh fading effect will be received at the destination

node as:

y(t) =
2∑

i=1

L0+Lt−1∑

k=−Lt

√
Enisi(k)hi(t)p(t− kTb − τiTb) + n(t) (3.17)

where Eni and hi(t) refer to the receive energy per symbol and the channel’s fad-

ing effect as defined before. si(k) corresponds only to the synchronization training

sequence of Walsh code. n(t) is AWGN. Here, τi represents the normalized syn-

chronization error to the symbol interval (so Te = τiTb). We notice that, due to

the synchronization error τiTb, the misalignment of two signals will yield a cross-

correlation with more interference. The output of cross-correlator is shown as:

Ψi
∆
= sHwalsh i · y (3.18)

where swalsh i is the Walsh code used at different nodes. Similar to the initial

synchronization phase, the cross-correlation is calculated using the oversampled

signal. So using the matched filter method, the precision of the synchronization

estimation can be chosen by using different sampling factor Q.

Maximum Likelihood Method

The maximum likelihood estimation has been used for the acquisition of sampling

time [53, 54]. In our work, different from the timing acquisition, we use maximum

likelihood method to estimate the synchronization error range. As Alamouti code

can be decoded by using one sampling time per symbol, we assume the sampling

time after timing acquisition is synchronized to one cooperative transmit node.

It can be done by adding a syn sequence to the packet transmitted by the refer-

ence node as shown in Figure 3.4(b). Timing acquisition error can be tracked as

described in [55]. But it is out of the range of this work. We also assume that

after the initial synchronization phase initiated by the trigger node, the normal-

ized synchronization error τi can be limited to the range of [0, 1]. Denoting only

the synchronization sequence transmitted by the ith cooperative transmit node as

si(k), the received signal y(t) can be rewritten as:
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y(t) =
[
Aτ1 Aτ2

] [ √
En1h1s1√
En2h2s2

]
+ n(t) (3.19)

where Aτi = [a−Lt(τi), ..., a0(τi), ...aL0+Lt−1(τi)]

ak(τi) = [p(t− kTb − τiTb), p(t− kTb + Tb − τiTb),

..., p(t− kTb + (L0 − 1)Tb − τiTb)]
T

si = [si(−Lt), ..., si(0), ..., si(L0 + Lt − 1)]T

We use the maximum likelihood estimation to decide whether the synchroniza-

tion error is in the acceptable range. We assume the normalized synchronization

error τi in equation (3.19) to be a fraction (1/M) of a symbol time, where M is a

predefined factor of the synchronization estimation granularity. It depends on the

precision range of the synchronization error we want to estimate. So the likelihood

function of the synchronization error and the channel is:

ML(y(kTb/M), n1/M, n2/M,
√
En1h1,

√
En2h2)

= (πσ2
w)

−L0e
−‖y(kTb/M)−

√
En1h1An1/M

s1−
√

En2h2An2/M
s2‖2

σ2
w

(3.20)

where σ2
w is the variance of AWGN n(t). Thus, maximizing the above function is

equivalent to minimizing the following function:

J(y(kTb/M), n1/M, n2/M,
√
En1h1,

√
En2h2)

=
∥∥y(kTb/M)−

√
En1h1An1/Ms1 −

√
En2h2An2/Ms2

∥∥2
(3.21)

Considering the partial derivative of equation (3.21), then the ML estimation

of the channel coefficient is:

[ √
En1h1√
En2h2

]
=

[
sH1 A

H
n1/M

An1/Ms1 sH1 A
H
n1/M

An2/Ms2

sH2 A
H
n2/M

An1/Ms1 sH2 A
H
n2/M

An2/Ms2

]−1 [
sH1 A

H
n1/M

y(kTb/M)

sH2 A
H
n2/M

y(kTb/M)

]

(3.22)
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After substituting (3.22) into (3.21)

J(y(kTb/M), n1/M, n2/M,
√
En1h1,

√
En2h2)

=

∥∥∥∥∥

(
I−
[
An1/Ms1 An2/Ms2

]
·R−1 ·

[
sH1 A

H
n1/M

sH2 A
H
n2/M

])
y(kTb/M)

∥∥∥∥∥

2

= ‖Λ(n1/M, n2/M)y(kTb/M)‖2

(3.23)

where R =

[
sH1 A

H
n1/M

An1/Ms1 sH1 A
H
n1/M

An2/Ms2

sH2 A
H
n2/M

An1/Ms1 sH2 A
H
n2/M

An2/Ms2

]

Then the decision matrix with parameters n1/M and n2/M is:

Λ(n1/M, n2/M) = I−
[
An1/Ms1 An2/Ms2

]
·R−1 ·

[
sH1 A

H
n1/M

sH2 A
H
n2/M

]
(3.24)

where n1 and n2 are integers. The dimension of this matrix depends on the length of

the two synchronization sequences (L0). It can be decided after the synchronization

sequences have been chosen. So the decision matrix can be pre-calculated before

the synchronization estimation process, or placed in the node memory for a period

of time when the same synchronization sequences are used. The space used to

store decision matrix depends on the required precision of the synchronization

error estimation. It is determined by the factor M . For example, to estimate

the synchronization error with a precision of 0.25Tb, M is set to 4. Then the

synchronization error can be estimated according to:

n̂ = arg min
n1,n2

‖Λ(n1/M, n2/M)y(kTb/M)‖2 (3.25)

As we have mentioned, the acquisition of the sampling time can be done by

a short training sequence. We need to determine the relative synchronization er-

ror between the two cooperative transmit nodes. So, assuming the CTN1 as the
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reference (n1 = 0), only the parameter n2 must be estimated. For that reason,

the sensor nodes need only to store the decision matrix Λ(0, n2/M). Then the

estimated synchronization error is (n2/M)Tb. This estimation is only an approxi-

mation of the synchronization error. However, as a small range of synchronization

error makes little degradation of the reception BER performance, this approxima-

tion makes sense for most communication quality requirements.

3.4.2 Performance Evaluation

In this subsection, the performance of the proposed synchronization scheme is

demonstrated. Sensor nodes are supposed to be organized in cluster-based topol-

ogy. For the cooperative communication between two clusters, the trigger node

(TGN1 ) and two cooperative transmit nodes (CTN1 and CTN2 ) are assumed to

be located in the same cluster, while the cooperative receive node (CRN1 ) is in

another cluster. As we have mentioned, the propagation delay introduces little

synchronization error to the initial synchronization phase. For the arrival time

estimation, the performances of the cross-correlation detection using a matched

filter have been shown in Figures 3.5 and Figure 3.6. In this initial synchroniza-

tion phase, packets are transmitted through AWGN channel without fading. As

shown in Figure 3.5, the MSE of the detection is very low for most SNR region

even using the synchronization sequence of 8 symbols. The arrival time can be ac-

curately estimated in most situations. The rate of accurate estimation approaches

to 1 with the SNR larger than 6 dB as shown in Figure 3.6. Therefore, the ini-

tial synchronization error mainly comes from the timing acquisition error which is

assumed to follow a uniform distribution. As a result, the initial synchronization

phase could be expected to have a synchronization error smaller than one symbol

interval.

We recall that the synchronization error of 0.25Tb is assumed to be acceptable

for the cooperative scheme. So in all the simulations, the purpose of the synchro-

nization scheme is to restrict the synchronization error to this interval. Then the

granularity factor for second phase synchronization error estimation is set to be 4.

In order to investigate whether our proposed estimation method is feasible in the

cooperative scheme, we define the accurate alarm and the false alarm for the esti-

mation. Assuming a synchronization error of Te between two cooperative transmit

nodes exists, and considering the synchronization error estimation in the cooper-

ative reception node, we consider the estimation output value lower than or equal
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Figure 3.5: MSE performance in the existence of a synchronization error equals to
0.25Tb

to Te as an accurate alarm. Otherwise, it is a false alarm. As we will see later,

an accurate estimation of the synchronization error will be a useful indication for

Alamouti decoding. Based on the estimation, the Alamouti decoder will decide

whether to drop the packet or not. Also, the estimated synchronization error could

be fed back to the two cooperative transmit nodes. So, false alarm may lead to

more dropped packets or larger synchronization error between the two cooperative

transmit nodes.

As shown in Figure 3.5, in the existence of a synchronization error equals to

0.25Tb, the estimation MSE by using the ML method at the cooperative reception

node is always better. In the case of using synchronization sequence of 16 symbols,

the matched filter method is comparable to the ML method when considering the

MSE. On the other hand, the rate of accurate alarm using ML method is much

higher than using matched filter method. Even with a synchronization sequence

of 4 symbols, the rate of accurate alarm using the ML method is higher than the

matched filter method with synchronization sequence of 16 symbols in the high

SNR region.

Due to the fact that large synchronization error will degrade the BER per-
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Figure 3.6: Rate of accurate alarm in the existence of a synchronization error
equals to 0.25Tb

formance of Alamouti decoding, we consider two strategies after synchronization

error estimation. One is that packets received with an estimated synchronization

error larger than 0.25Tb will be dropped off. Meanwhile, the estimated synchro-

nization error can be fed back to two cooperative transmit nodes. The second one

is that we don’t drop the packet, but the estimated synchronization error will be

fed back to two cooperative transmit nodes. The first strategy is more suitable

for wireless sensor networks which require more stringent accuracy but looser la-

tency constraint, while the adaptability of the second strategy is on the contrary.

Since time interval of 0.25Tb is used as a threshold of the precision requirement,

the estimation granularity factor of 4 will be used. Then the feedback payload of

2 bits will be sufficient. For this kind of short feedback sequence, we assume a

rather lower transmit bit rate is utilized as compared to that of the cooperative

transmission. The reliability of the feedback link is reasonable to be good enough.

Therefore, we assume the erroneous feedback link is negligible .

Considering the implementation of the two strategies, we assume that two

cooperative transmit nodes have the initial synchronization error of 0.5Tb. The

performances of the two strategies are shown in Figure 3.7 and Figure 3.8. As
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Figure 3.7: BER performance for the two strategies using ML method for synchro-
nization estimation
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Figure 3.8: Packet loss rate for the first strategy using ML method for synchro-
nization estimation
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shown in Figure 3.7, using the first strategy, the BER performance achieves theo-

retical value with no synchronization error. It doesn’t depend on the length of the

synchronization sequence. The gain of the BER performance is obtained at the

cost of the retransmission of these packets. So it introduces more traffic latency.

Figure 3.8 shows the relation between the packet loss rate and the synchronization

sequence length. We can see that the longer the synchronization sequence is, the

less the packet loss rate will be. This is due to the fact that longer synchronization

sequence makes the estimation of the synchronization error more accurate. So

the feedback of the synchronization error is more accurate. The synchronization

process will be quicker to be stable. Meanwhile, more accurate estimation makes

the false alarm of the synchronization error to be less. It reduces the unnecessary

drop of the packet.

Considering the second strategy, the threshold of the best BER performance

depends on the granularity of the estimation as shown in Figure 3.7. With the

initial synchronization error of 0.5Tb and using granularity factor of 4, the BER

performance, for long synchronization sequence of 16 symbols, approaches to the

result of cooperative transmission with constant synchronization error of 0.25Tb.

While for the ML estimation using 4 symbols, the BER performance is worse.

So, the applications that need higher BER performance can use the first strategy

or the second strategy with larger granularity factor. Therefore, considering the

energy consumption of the communication, there is a trade-off between more trans-

mission energy for retransmission and more processing energy for synchronization

estimation.

3.5 Two Other Candidate Solutions

In the previous sections, we discussed two problems that will be met on the prac-

tical implementation of Alamouti coded cooperative communication. One is how

precise the two distributed nodes should be synchronized, the other is how we can

achieve the required synchronization. Although some asynchronous cooperative

schemes have been proposed in [56, 57], the complexity of the decoding process

requires a stronger signal processing capability at the sensor nodes. It makes more

demands on the circuits, and its energy efficiency should also be considered. In

wireless sensor networks, the sensor nodes are typically constrained by hardware

resource and processing capability. So the cooperative communication scheme with
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Figure 3.9: Cooperative scheme with traditional Alamouti coding and time-reverse
Alamouti coding

simple linear decoding process is more desirable. In this section, we will discuss

two categories of distributed cooperative communication schemes which can loose

or get rid of the requirement on time synchronization but have a relative low

complexity on the coding and decoding process.

3.5.1 Time-Reverse Space-Time Coding

Typically, distributed cooperative communication utilizing Alamouti code requires

the two cooperative transmit nodes (CTN1 and CTN2 ) to be synchronized as we

have discussed in the previous sections. The work in [58] has proposed a time-

reverse Alamouti code which could tolerate the asynchronous transmission from

the two cooperative transmit nodes. The traditional Alamouti coding scheme and

the time-reverse Alamouti coding scheme are shown in Figure 3.9. In the first

time slot, the coded blocks transmitted by the two cooperative nodes are the

same in these two schemes. In the second time slot, the time reversed versions of

the Alamouti coded blocks are transmitted in the time-reverse Alamouti coding

scheme. With the assumption of independent Rayleigh fading channels between
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Figure 3.10: Illustration of the sampling time at the receive node CRN1

the transmit and receive node pairs, the received signals in the first time slot is:

r1 (t) =
√
En1h1(t)s1(t) +

√
En2h2(t)s2(t− Te) + n1 (t) (3.26)

Since we take the clock in CTN1 as the reference clock, so Te refers to the synchro-

nization error between CTN1 and CTN2. We note that, the transmitted signals

s1(t) and s2(t) in equation (3.26) already capture the accumulation of interferences

from the the side lobes. The summation of the side lobes’ interferences as shown

in equation (3.1) is not necessary to be represented. In the second time slot, the

received signals is:

r2 (t) = −
√

En1h1(t)s
∗
2 ((N − 1)Tb − t)+

√
En2h2(t)s

∗
1 ((N − 1)Tb − t+ Te)+n2 (t)

(3.27)

At the receive node CRN1, we suppose that the synchronization error Te could

be estimated using our proposed maximum likelihood method in section 3.4. So

that the sampling time could be determined according to the synchronization er-

ror Te as shown in Figure 3.10. It is oversampled as twice as typical Alamouti
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decoder does. The two sampling sequences are locked to the arrival signals from

CTN1 and CTN2 respectively. Therefore, for time-reverse Alamouti decoding,

the oversampling process to eliminate the effect of synchronization error could be

performed as: firstly, sampling the received signals for the decoding of s1(t) as:

rs1(nTb) =
[
r1 (nTb) r∗2 ((N − 1)Tb − nTb + Te)

]
(3.28)

and secondly sampling the received signals for the decoding of s2(t) as:

rs2(nTb) =
[
r1 (nTb + Te) r∗2 ((N − 1)Tb − nTb)

]
(3.29)

Then, the transmitted signals can be estimated as:

s̃1(nTb) =
1

En1 + En2

[ √
En1h

∗
1(nTb)

√
En2h2(nTb)

]
[rs1 (nTb)]

T (3.30)

s̃2(nTb) =
1

En1 + En2

[ √
En2h

∗
2(nTb) −

√
En1h1(nTb)

]
[rs2 (nTb)]

T (3.31)

Taking equations (3.26 - 3.29) into account, the estimated signals shown in equa-

tions (3.30) and (3.31) can be deduced as:

s̃1(nTb) =
(
|h1(nTb)|2 + |h2(nTb)|2

)
s1(nTb)

+ 1
En1+En2

(√
En1h

∗
1(nTb)n1(nTb) +

√
En2h2(nTb)n

∗
2((N − 1)Tb − nTb + Te)

)

(3.32)

s̃2(nTb) =
(
|h1(nTb)|2 + |h2(nTb)|2

)
s2(nTb)

+ 1
En1+En2

(√
En2h

∗
2(nTb)n1(nTb + Te)−

√
En1h1(nTb)n

∗
2((N − 1)Tb − nTb)

)

(3.33)

It is obvious that, by twice oversampling the asynchronous signals, the effect of
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the synchronization error can be totally reduced. The diversity performance of

time-reverse Alamouti coding scheme is the same as the typical Alamouti coding

scheme. In order to further increase the efficiency of cooperative communication,

the time-reverse Alamouti coding scheme can be co-designed with the strategy of

time synchronization which is discussed in the previous section. So that, at the

receiver side, once the synchronization error is within the acceptable range, typ-

ical Alamouti decoding process is performed and oversampling is not necessary.

Otherwise, when the synchronization error is large, the time-reverse Alamouti de-

coding with oversampling of the received signals will be chosen. So the time-reverse

Alamouti coding scheme could be a good candidate solution for the cooperative

communication in the distributed wireless sensor networks.

However, we have to mention that the oversampling process make a few de-

mands on the analog circuit designs. Meanwhile, as the length of the coded block

increases, more memory resources are required to cache the sampling symbols. So

the coded block could not be too long. Considering a transmitted packet consists

of several coded blocks, the guard sequence between the coded blocks should be

inserted to eliminate the inter block interference. The length of the guard sequence

is necessary to be long enough to go through the time of synchronization error.

On the other hand, the length of the coded block should be long to increase the

efficiency of transmission. As a result, the length of the coded blocks and the

guard sequence should be elaborately designed.

3.5.2 OFDM-Based Cooperative Scheme

OFDM is a popular modulation scheme for wide-band communication. It divides

the original data into several parallel data streams. Each data stream is equiva-

lent to a sub-carrier. Due to this parallel transmission, the OFDM symbol rate is

reduced. A guard time interval is introduced for each OFDM symbol. It is chosen

to be larger than the maximum expected delay spread of the channel, so that the

multipath delayed components can not interfere with the next symbol. Further-

more, cyclic prefix of the OFDM symbol is inserted into the guard time interval to

reduce the inter-carrier interference [59]. The primary advantage of OFDM over

single-carrier scheme is its ability to cope with frequency-selective fading which is

due to multipath delay.

In our works, we consider the flat Rayleigh fading channel where the maxi-

mum multipath delay of the single link signals is within the symbol time interval.
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Figure 3.12: Block diagram of space-frequency OFDM-based cooperative scheme

However, when we consider virtual MISO cooperative communication, signals from

the distributed nodes normally arrive at the receiver with unequal delays due to

different propagation paths or the errors on time synchronization. If this unequal

delays are within the symbol time interval, the coherent combination of the coop-

erative symbols will still have inter-symbol interference as shown in equation (3.5).

As the cyclic prefix of the OFDM symbol can be used to loose the requirement

on time synchronization, OFDM modulation could facilitate the implementation

of cooperative communication in wireless sensor networks. Therefore, a combina-

tion of OFDM modulation and virtual MISO cooperative scheme could be another

candidate to deal with this arrival time synchronization problem.

In [60] and [61], space-time coded OFDM scheme has been proposed for the

channels with large delay spread. A variant, space-frequency coded OFDM scheme,

has been proposed in [62] to offer the coding gain in frequency dimension. In fact,

in those works, the schemes were proposed to explore diversity in selective fading

channel. The multipath delays were only caused by the different propagation paths,

because the two antenna were assumed to be collocated. In this dissertation, we

consider the OFDM scheme as a way to cope with the arrival time synchronization

problem for the distributed implementation of virtual MISO cooperative scheme.

We refer to this as OFDM-based cooperative scheme. Figure 3.11 and Figure 3.12

show the diagrams of these cooperative schemes implemented on two distributed

transmit nodes.
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In space-time OFDM-based cooperative scheme shown in Figure 3.11, source

information sequences are divided into vectors in the two transmit nodes. The

scale of the vectors is according to the number of available sub-carriers. Each pair

of the vectors are encoded by Alamouti code and arranged in series as the same

as the Virtual MISO cooperative scheme. Two subsequent encoded vectors at the

two transmit nodes can be shown as:

X(n) =
[
X0(n) X1(n) · · · XN−2(n) XN−1(n)

]T

−X
∗
(n+ 1) =

[
−X∗

0 (n+ 1) −X∗
1 (n+ 1) · · · −X∗

N−2(n+ 1) −X∗
N−1(n+ 1)

]T

(3.34)

and

X(n+ 1) =
[
X0(n+ 1) X1(n+ 1) · · · XN−2(n+ 1) XN−1(n+ 1)

]T

X
∗
(n) =

[
X∗

0 (n) X∗
1 (n) · · · X∗

N−2(n) X∗
N−1(n)

]T

(3.35)

In space-frequency OFDM-based cooperative scheme shown in Figure 3.12, the

source information is divided into vectors and each vector is encoded to X1 and

X2 as [62]:

X1(n) =
[
X0(n) −X∗

1 (n) · · · XN−2(n) −X∗
N−1(n)

]T

X2(n) =
[
X1(n) X∗

0 (n) · · · XN−1(n) −X∗
N−2(n)

]T (3.36)

In fact, each vector would append the pilot and the guard sequences. As we aim

at discussing the effect of multi-nodes synchronization, we consider the vectors

that are only loaded with data symbols in both of the OFDM-based cooperative

schemes. Supposing N sub-carriers are allocated to the coded information, the

modulator performs a N -point inverse fast Fourier transform (IFFT) to the N × 1

symbol vectors after space time coded. The receive node performs N-point fast

Fourier transform (FFT) to the combined receiving signals. We use small letters

to represent time domain signals (after IFFT and before FFT) , and capital letters
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to represent frequency domain signals (before IFFT or after FFT). Supposing the

symbol vector [D0 · · ·DN−1] as a representation of the coded vector in both of

the OFDM-based cooperative schemes, the equivalent baseband OFDM samples,

which produce pure OFDM signal, can be obtained as:

x[n] =
N−1∑

k=0

Dke
j2πk n

N (3.37)

After that, a cyclic prefix of Lcp samples is appended in front of the OFDM samples

to avoid the effect of arrival time synchronization error. To simplify the signal

representation, we will not consider the transmit windowing. Correspondingly,

each complete OFDM symbol would consist of L = N+Lcp samples. The transmit

signal for each complete OFDM symbol can be expressed as:

x(t) =
L−1∑

n=0

x[(n− Lcp) mod N ]× p(t− nts) (3.38)

where p(t) is the pulse of the shaping filter with duration of ts. In order to illus-

trate how the cyclic prefix can eliminate the effect of arrival time synchronization

error, we take the space-frequency OFDM-based cooperative scheme as an exam-

ple. Then, the received baseband signal with both timing errors and frequency

offsets can be represented as:

r(t) = h1e
jθ1(t)x1(t− τ1) + h2e

jθ2(t)x2(t− τ2) + n(t) (3.39)

where x1(t) and x2(t) are the complete OFDM symbols obtained from equations

(3.37) and (3.38), θ1(t) and θ2(t) are the phase rotations caused by different fre-

quency offsets, τ1 and τ2 are the different delays from the two nodes. We align the

receive window at a delay of τ1 + tcp, where tcp is the interval of the cyclic prefix

sequence. Then the signal with an interval of 0 ≤ t ≤ (N − 1)ts will be used for

OFDM demodulation and can be expressed as:

r(t) = h1e
jθ1(t+τ1+tcp)x1(t+ tcp) + h2e

jθ2(t+τ1+tcp)x2(t+ τ1 − τ2 + tcp)

+ n(t+ τ1 + tcp)
(3.40)
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We note that, in equation (3.40), the first term of x1(t + tcp) can be taken as

the pure OFDM signal and the second term of x2(t + τ1 − τ2 + tcp) can be taken

as the pure OFDM signal appended with a cyclic prefix of the interval τ1 − τ2.

Therefore, after FFT modulation, the arrival time synchronization error will not

alter the orthogonality of the space time code. In a word, from the viewpoint of

time domain, the longer OFDM symbol duration along with the use of cyclic prefix

provides robust scheme to time synchronization.

However, the phase rotation parts in equation (3.40) will introduce another

factor that destroy the orthogonality property. The OFDM symbol from the dis-

tributed nodes become more sensitive to frequency offsets. Some works in [63] and

[64] have proposed OFDM-based cooperative schemes that are robust to both time

error and synchronization offsets, But they require either a pre-compensation for

the channel [63] or strong capability on baseband signal processing [64]. Further-

more, the problem on peak-to-average power reduction will constrain the energy

efficient implementation of OFDM-based technology to wireless sensor networks.

So the OFDM-based cooperative communication for wireless sensor networks is

still an open problem.

3.6 Summary

Signal arrival time synchronization is required for the virtual MISO cooperative

communication in wireless sensor networks. In this chapter, a physical layer syn-

chronization scheme has been proposed. Considering the effect of the synchro-

nization error, the proposed scheme is adequate but introduces less complexity

to the network design. A ML method has been proposed for the synchronization

error estimation in cooperative reception. It shows better performance even with

shorter synchronization sequence. The decision matrix can be pre-calculated and

reused in the process of synchronization error estimation before Alamouti decod-

ing. Considering two strategies after synchronization error estimation, better BER

performance can be obtained even in the existence of an initial synchronization er-

ror between the two cooperative transmit nodes.

Our proposed time synchronization scheme provides better BER performance

in the existence of initial synchronization error. According to the simulated re-

sults, it is supposed to be practically implemented in the sensor nodes before the
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Alamouti decoding. Upon this assumption, power control schemes, which can fur-

ther improve the energy efficiency, are proposed in the next chapter for cooperative

communication in wireless sensor networks.
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Chapter 4

Power Control in Cooperative

Communication

4.1 Introduction

Two kinds of cooperative scheme, cooperative relaying scheme and virtual MIMO

cooperative scheme, have been proposed for wireless sensor networks in recent

works [19, 18, 25, 27, 1, 21]. In the cooperative relaying scheme, one or a set of

sensor nodes between the source and destination nodes will be selected as the relays

to cooperate on data transmission. Some efficient algorithms on node selection

have been proposed in [25] and [65]. Based on the implementation at the relay

nodes, cooperative relaying schemes can be classified into decode-and-forward (DF)

scheme and amplify-and-forward (AF) scheme [19]. The work in [18] has shown

that, for low spectrum efficiency regime, cooperative relaying schemes decrease

the transmit power for the same reliability. It is suitable for the applications

in wireless sensor networks where energy efficiency is important. By selecting

multiple nodes to form a virtual antenna array, virtual MIMO cooperative scheme

provides a comparable performance to multi-antenna systems [27]. The works in

[1] and [21] have investigated the energy efficiency of cooperative communication

utilizing virtual MIMO scheme. For long distance communication in Rayleigh

fading channels, it is shown to be more energy efficient than the single-input single-

output (SISO) scheme.

Power control among the nodes can further improve the performance of the

cooperative communication schemes. For the cooperative relaying scheme, the
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works in [66, 67, 68] and [69] considered the power allocation strategy aiming at

minimizing outage probability at high signal-noise-ratio (SNR) region. In [66],

subject to a total power constraint, the strategy of optimal power allocation be-

tween the source and relaying nodes was presented. In addition, the works in [67]

also considered the situation of no direct link between source node and destination

node. In [68] and [69], power allocation was considered on the cooperative relay-

ing nodes. They resulted in an optimal set of relaying nodes [68] or an optimal

region for the relaying nodes [69], and both with an equal power allocation at the

relaying nodes. Other than minimizing outage probability, the works in [70] and

[71] explored the transmit power allocation among the source and relay nodes to

maximize the received SNR at the destination node. For the space-time block code

MIMO system, power allocation was investigated in [72] and [73] to improve the re-

ceive BER performance. They required that the transmit antennas have partial or

complete knowledge of channel state. In [74], an algorithmic solution is proposed

for power allocation on the multi-antenna system. Instantaneous attenuations of

the channels were supposed to be known at the transmit antennas. It results in a

threshold, above which the corresponding antenna can be activated.

In this chapter, we consider a power allocation strategy aiming at minimiz-

ing the total transmit power with a constraint on the average BER performance.

This criterion is straightforward for obtaining energy efficiency in cooperative com-

munications. Furthermore, in the case of no direct link between the source and

destination nodes, we propose two cooperative strategies to employ the AF co-

operative relaying scheme and the virtual MISO cooperative scheme. They are

more energy efficient and achieve fair allocation of the transmit power among the

sensor nodes. On the view of cross layer design as shown in [75] and [76], these

cooperative strategies applied in physical layer could be co-designed with medium

access control and routing layers to provide reliable and efficient links in the net-

works. According to different topologies, different sets of cooperative nodes might

be available. We propose a heuristic policy to select the optimal cooperative nodes

and employ the cooperative strategies.

We note that BPSK modulation is assumed throughout our analysis. The rest

of this chapter is organized as follows. In section 4.2, system models of the cooper-

ative relaying scheme and the virtual MISO cooperative scheme will be introduced.

In section 4.3, the optimal power allocation strategy will be investigated. In sec-

tion 4.4, two proposed cooperative strategies will be analysed. In section 4.5, the
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optimized performance will be discussed.

4.2 System Models

In this chapter, we consider two kinds of cooperative scheme: cooperative relaying

scheme and virtual MISO cooperative scheme. We assume that the channels be-

tween the sensor nodes are independent Rayleigh fading channels and static during

the transmission of each packet. In addition, communication channels among these

nodes could suffer from propagation attenuation coming from the path loss effect.

Figure 4.1: Cooperative communication in wireless sensor networks

For the cooperative relaying scheme, we consider that the relay node applies

the AF method. A cooperative relaying scheme consists of three nodes as shown in

Figure 4.1(a). The relay node is selected among the nodes that are located between

the source and destination nodes. The cooperative relaying scheme comprises two

time slots. In the first time slot, the source node s transmits the information to

the relay node r and the destination node d. In the second time slot, the relay

node r amplify-and-forwards the received signal to the destination node d. Then

the received signals at the relay node and the destination node in the first time

slot are:

rsr = hsr

√
Pss0 + n1

rsd = hsd

√
Pss0 + n2

(4.1)

where s0 is the modulated symbol of the transmit sequences. hij captures the effect

of Rayleigh fading and propagation attenuation from node i to node j, where

i ∈ {s, r} and j ∈ {r, d}. n1 and n2 are the additive white Gaussian noises

(AWGN) with power spectral density of N0 determined by N0 = kBT0 for the
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typical temperature value T0 = 27oC ≈ 300K and the Boltzmann’s constant

kB = 1.38 × 10−23W · s/K. The transmit power at the source node s is assumed

to be Ps. So in the first time slot, the received SNR at the relay node and the

destination node are:

γsr =
|hsr |2Ps

N0B

γsd =
|hsd|2Ps

N0B

(4.2)

where B is the bandwidth of the baseband signal. We constrain the transmit power

at the relay node to be Pr. Then the amplification factor imposed on the relay

node is:

αr =

√
Pr

|hsr|2 Ps +N0B
(4.3)

It is determined by the power allocation strategy and also the instantaneous

channel gain |hsr|2. In the second time slot, the destination node receives signal

from the relay path as:

rrd = αrhrdrsr + n3 (4.4)

where n3 is the AWGN with power spectral density of N0. We consider the maxi-

mum ratio combination (MRC) of the received signals rsd and rrd at the destination

node. Then the received SNR after combination is:

γAF = γsd +
γsrγrd

1+γsr+γrd
with γrd =

|hrd|2Pr

N0B
(4.5)

We note that the selection of the relay node could be based on the distance

range of the radio, the operational states (active or idle) and energy status of

the node, etc. While differing from selective relaying where the relay selection is

performed for each packet’s transmission [25, 65], we assume that the selected relay

node will function for a relative long time. It is a reasonable assumption in the

clustered sensor network [76]. Since in most case, common nodes will be switched

to idle state during the cluster-heads’ communication. The selection of the relay

node for each transmission will be inefficient. The configuration of cooperative
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relaying scheme is better to be fixed for a relative long term in this case.

Another cooperative communication scheme, which we consider in this chap-

ter, is the virtual MISO cooperative scheme. It can be achieved by selecting m

cooperative nodes from a set of potential relaying nodes to constitute a virtual

multi-antenna system. Data are encoded by a m × n space time coding matrix

[26] and split into m streams with n symbols at each stream. They are simul-

taneously transmitted by the m cooperative nodes. Alamouti code [28] is well

known as one kind of space time code. It can be used in distributed cooperative

transmissions. Figure 4.1(b) shows the virtual MISO cooperative scheme utilizing

Alamouti code. This cooperative scheme can be implemented by two cooperative

transmit nodes as the source and one receiver node as the destination to form a vir-

tual MISO system. In our works, we limit our analysis to the cooperative scheme

utilizing Alamouti code for two reasons. Firstly, the energy consumption of the

analog circuit is a prominent part of energy depletion. Hence, the participation of

more nodes in the cooperative transmission may not be more energy efficient [77].

Secondly, this configuration reduces the complexity of coordination between the

distributed nodes.

Considering Alamouti coding, each symbol will be encoded and then transmit-

ted in two sub-timeslots from the two cooperative transmit nodes. The received

signal r′1 and r′2 can be expressed as:

r′1 = hs1d

√
PT1s1 + hs2d

√
PT2s2 + n′

1

r′2 = −hs1d

√
PT1s

∗
2 + hs2d

√
PT2s

∗
1 + n′

2

(4.6)

where s1 and s2 represent the modulated symbols of the transmit sequence, hs1d

and hs2d capture the effect of Rayleigh fading and propagation attenuation between

the transmit and receive nodes, * refers to the complex conjugate, n′
1 and n′

2 are

the AWGN with power spectral density of N0. Supposing the transmit power at

the two cooperative transmit nodes to be PT1 and PT2, the received SNR from the

two paths are:

γ′
1 =

|hs1d|2PT1

N0B

γ′
2 =

|hs2d|2PT2

N0B

(4.7)
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At the Alamouti decoder, the input signals are the combined signals passed

through the two paths. After Alamouti decoding, the SNR at the detector is

γ′
1 + γ′

2 [28]. Practically, we note that these signals may experience propagation

delays from the two cooperative transmit nodes. Moreover, the clocks of the two

nodes may not be perfectly synchronized. Misalignment of the signals from the

two paths will introduce inter-symbol interference. In this chapter, we assume

that the synchronization problem could be solved properly. On the other hand,

the Alamouti decoding process requires accurate estimation of the channel state

information. In our works, the channel state is assumed to be static during each

packet transmission, whereas it will change to another state for the next packet. A

pilot sequence can be inserted into the front part of the transmit packet to realize

the channel estimation. We suppose that, for both cooperative relaying scheme and

virtual MISO cooperative scheme, the receiver knows the channel state information

by using a pilot sequence and an adequate estimation method.

4.3 Power Allocation Strategy

In this work, we assume that the power allocation strategy is defined for a relative

long term communication. So we only consider the mean attenuation of the chan-

nels. For some instant, channels between the source and destination may suffer

from severe fading effect. We ignore the effect of this instantaneous degradation for

the reason that its compensation requires high-speed feedback information, which

is beyond the scope of this chapter. While for the case where the channels are all

in long time severe fading, the network layer could change another route for the

data transmission.

In wireless sensor networks, energy efficiency is an important consideration

during the deployment of the network. When considering the power allocation

among the nodes, it is more straightforward to minimize the total transmit power

for each data transmission. On the other hand, one method of evaluating the

communication performance among the nodes is the reception BER. It is a more

appropriate and explicit criterion for wireless sensor networks where most nodes

are working on moderate SNR region. In our power allocation scheme, we consider

the minimization of total transmit power while data transmission can be provided

by an average reception BER performance. Furthermore, the maximum transmit

power at each node is constrained due to the limited energy supply and efficiency of
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the analog circuit, especially the power amplifier. So the power allocation strategy

should also consider a transmit power limitation on the nodes.

4.3.1 Cooperative Relaying Scheme

The works in [78] show that the BER probability for the AF communication with

one relay node can be adequately lower bounded by:

Pe ≥
3

16
(1 + γsd)

−1(1 +
γsrγrd

γsr + γrd

)−1 (4.8)

where γij is the mean value of γij, so γij =
σ2
ijPi

N0B
, and σ2

ij is the mean strength of

the channel between node i and node j. In our works, we suppose that the relay

node is located between the source and destination nodes. The links from source

to relay and from relay to destination respectively have a stronger mean strength

than the direct link from source to destination. In order to obtain a relative low

BER, the average SNR γsr and γrd satisfy the conditions γsr ≫ 1 and γrd ≫ 1.

So equation (4.8) could be appropriately simplified as:

Pe ≈
3

16
(1 + γsd)

−1(
γsrγrd

γsr + γrd

)−1 (4.9)

We note that, although the approximated expression will be utilized to deter-

mine the predefined BER requirement, it shows to be a tight lower bound on the

exact BER. The numerical and simulated results that will be presented later in

section 4.5 indicate that our approximated results are with little deviation. Thus,

we propose the power allocation strategy that minimizes the total transmit power

at the source and relay nodes, while with a predefined BER requirement PeThr to

be met. The optimization problem can be formulated as:

min f = Ps + Pr (4.10)

Pe = PeThr

subject to Ps ≤ Pmax

Pr ≤ Pmax

where Pmax is a constraint on maximum transmit power. To obtain the optimal
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solutions, we firstly release the constraints on the maximum transmit power. Then,

considering the Lagrange multiplier λ1 with one constraint, the problem can be

solved as following.

We obtain the objective function L1 as:

L1 = Ps + Pr + λ1(
3

16
(1 + γsd)

−1(
γsrγrd

γsr + γrd

)−1 − PeThr) (4.11)

Setting ∇PsL1 = 0 and ∇PrL1 = 0 gives:

∇PsL1 = 1− 3λ1

16
· (N0B)2

(σ2
sdPs+N0B)

· ( σ2
sd

σ2
srPsσ2

rdPr
· σ2

srPs+σ2
rdPr

σ2
sdPs+N0B

+ 1
σ2
srP

2
s
) = 0

∇PrL1 = 1− 3λ1

16
· (N0B)2

(σ2
sdPs+N0B)

· 1
σ2
rdP

2
r
= 0

(4.12)

By eliminating the Lagrange multiplier λ1, equation array (4.12) yields:

σ2
srPs + σ2

rdPr

σ2
sdPs +N0B

=
σ2
srP

2
s − σ2

rdP
2
r

σ2
sdPsPr

(4.13)

Considering the predefined BER threshold on equation (4.9) and substituting it

into equation (4.13), we get:

3

16
· (N0B)2

P 2
r σ

2
sdσ

2
rd

− 3

16
· (N0B)2

P 2
s σ

2
sdσ

2
sr

= PeThr (4.14)

The optimal allocated power Ps and Pr represent the intersection point of the

two curves determined by (4.9) and (4.14). However, simple analytical solutions

seem not easy to be obtained from these two equations. Considering the BER

performance for the MRC of two paths signals [7], the expression 3
16
· (N0B)2

P 2
s σ

2
sdσ

2
sr
, which

represents the MRC of the source-to-relay and source-to-destination signals, could

be approximated as much smaller than PeThr. Thus, the approximated solutions

can be obtained by neglecting the effect of 3
16
· (N0B)2

P 2
s σ

2
sdσ

2
sr
. Then the asymptote result

can be given as:

Pr = N0B

√
3

16PeThrσ2
sdσ

2
rd

(4.15)
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Hence, the optimal allocated power Pr can be approximated therein. By combining

equations (4.9) and (4.15), the optimal allocated power Ps is:

Ps = N0B

√
3

16PeThrσ
2
sdσ

2
rd
− 1

σ2
sd
+

√
(
√

3
16PeThrσ

2
sdσ

2
rd
− 1

σ2
sd
)2 + 3

4PeThrσ
2
sdσ

2
sr

2
(4.16)

As shown in equations (4.15) and (4.16), optimal transmit power Ps is reason-

able to be larger than Pr. Considering the constraints on the maximum transmit

power, the Kuhn-Tucker conditions are utilized to justify the optimization results.

The whole process is considered in Appendix A. But a simplified process can be

summarized as: if the approximated transmit power Ps and Pr are under the

constraints, the solutions are feasible. Otherwise, if Ps exceeds the maximum con-

straint, the allocated transmit power to the source node should be truncated to

Pmax. Then, the transmit power of the relay node is determined by considering

equation (4.9). If Pr also exceeds the maximum constraint, the required BER for

the cooperative relaying system cannot be attained.

4.3.2 Virtual MISO Cooperative Scheme

For the cooperative transmission using Alamouti code, the average BER after

Alamouti decoding is [7]:

P ′
e =

3

4
(1−

√
γ̄′
1

1 + γ̄′
1

)(1−
√

γ̄′
2

1 + γ̄′
2

) (4.17)

where γ′
1 and γ′

2 are the mean value of γ′
1 and γ′

2, with γ′
1 =

σ2
1PT1

N0B
and γ′

2 =
σ2
2PT2

N0B
.

σ2
1 and σ2

2 are respectively the mean strength of the channels from node s1 to

d and from node s2 to d. The power allocation scheme, which minimizes the

total transmit power of the two cooperative nodes and with a given average BER

requirement PeThr, can be defined as:

min f ′ = PT1 + PT2 (4.18)

77



P ′
e = PeThr

subject to PT1 ≤ Pmax

PT2 ≤ Pmax

To find the solutions, we firstly loose the constraints on the maximum transmit

power. Then, the optimization problem of minimizing the total transmit power

can be solved by considering the Lagrange multiplier λ3 with one constraint. The

objective function L2 can be obtained as:

L2 = PT1 + PT2 + λ3(
3

4
(1−

√
γ̄′
1

1 + γ̄′
1

)(1−
√

γ̄′
2

1 + γ̄′
2

)− PeThr) (4.19)

Setting ∇PT1
L2 = 0 and ∇PT2

L2 = 0 gives:

∇PT1
L2 = 1− 3

8
λ3(1−

√
σ2
2PT2

N0B + σ2
2PT2

)(
σ1N0B

P
1/2
T1 (N0B + σ2

1PT1)3/2
) = 0 (4.20)

∇PT2
L2 = 1− 3

8
λ3(1−

√
σ2
1PT1

N0B + σ2
1PT1

)(
σ2N0B

P
1/2
T2 (N0B + σ2

2PT2)3/2
) = 0 (4.21)

By eliminating the Lagrange multiplier λ3, equations (4.20) and (4.21) yield:

(1−
√

σ2
2PT2

N0B+σ2
2PT2

)( σ1

P
1/2
T1 (N0B+σ2

1PT1)3/2
)

= (1−
√

σ2
1PT1

N0B+σ2
1PT1

)( σ2

P
1/2
T2 (N0B+σ2

2PT2)3/2
)

(4.22)

Without any loss of generality, we suppose that the mean strengths of the channels

satisfy σ2
1 ≥ σ2

2. In order to obtain a relative low BER probability, the average

SNR γ′
1 for the better channel normally satisfies the condition γ′

1 ≫ 1. So we can

make the following approximation:
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1−
√

γ′
1

1 + γ′
1

≈ 1

2γ′
1

(4.23)

thus

(1−
√

σ2
1PT1

N0B + σ2
1PT1

) ≈ N0B

2σ2
1PT1

(4.24)

After substituting equation (4.24) into (4.22) and considering equation (4.17) gives:

3

16
· σ2(N0B)2

σ2
1P

1/2
T2 (N0B + σ2

2PT2)3/2PeThr

= (
σ2
1PT1

N0B + σ2
1PT1

)3/2 (4.25)

Define

A1 =
3

16
· σ2(N0B)2

σ2
1P

1/2
T2 (N0B + σ2

2PT2)3/2PeThr

The relation between transmit power PT1 and PT2 is:

PT1 =
N0B

σ2
1(A

−2/3
1 − 1)

(4.26)

The optimal allocated power PT1 and PT2 are determined by the intersection point

of the two curves according to equations (4.17) and (4.26). But it is hard to get

the analytical solutions. While considering equation (4.26), it has the similar form

as the rectangular hyperbola. So the optimal allocated power PT1 and PT2 can be

approximated by equation (4.17) and one asymptote of the rectangular hyperbola

determined by equation (4.26). Therefore, the approximated optimal power PT2

can be determined by setting A1 = 1. It makes:

3σ2
2(N0B)2

16σ2
1PeThr

= (σ2
2PT2)

1/2(N0B + σ2
2PT2)

3/2 (4.27)

Define

A2 =
3σ2

2(N0B)2

16σ2
1PeThr
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Considering

A2 = (σ2
2PT2)

1/2(N0B + σ2
2PT2)

3/2 ≤ (N0B/2 + σ2
2PT2)(N0B + σ2

2PT2)

We get:

PT2 ≥
√
(N0B)2 + 16A2 − 3N0B

4σ2
2

(4.28)

So PT2 can be approximated by this lower bound and PT1 can therefore be deter-

mined by considering equation (4.17), such as:

PT1 =
N0B

σ2
1

((1− (
4PeThr

3(1−
√
σ2
2PT2/(N0B + σ2

2PT2))
))−2 − 1)−1 (4.29)

While considering the constraints on the maximum transmit power, the Kuhn-

Tucker conditions can also be utilized. It is similar to the discussion of the cooper-

ative relaying scheme. For briefly presenting, we will not illustrate the verification.

The simplified process can be summarized as: If the approximated transmit power

PT1 and PT2 are under the constraints, the solutions are feasible. Supposing one of

these optimal allocated powers is larger than the maximum constraint on transmit

power, the optimal transmit power should be truncated. In this case, the transmit

node on better channel condition should be allocated with the maximum available

transmit power. The transmit power of the other node is determined by equation

(4.17). If it still cannot satisfy the constraint on maximum transmit power, the

BER performance for the Virtual MISO system cannot be attained.

4.4 Cooperative Strategies

Considering a network topology of four sensor nodes, one or two relay nodes might

help the communication between the source and destination nodes. We suppose

that every node knows the mean channel strength of each link in this topology.

Two cooperative strategies, as shown in Figure 4.2, will be investigated in this

section. They consist of relaying cooperation or virtual MISO cooperation at dif-

ferent stages. In these two strategies, direct link between the source and destination

nodes is assumed to be unavailable. It is reasonable when the distance between

80



them is large, and the transmit power is constrained by a maximum threshold.

Otherwise, direct implementation of cooperative relaying scheme might be applied

by choosing a relaying node among the source and destination nodes.

Figure 4.2: Proposed cooperative strategies by applying cooperative communica-
tion

In the previous section, we obtained the approximated optimal power allocation

for the cooperative relaying scheme and the virtual MISO cooperative scheme. The

results will be utilized to allocate the transmit power in our proposed cooperative

strategies. In order to determine the transmit power at each node, not only the

mean channel strengths for the corresponding links should be known, but also the

required BER probability for each stage should be decided. Hence, in the following

analysis for each cooperative strategy, we will explain the process of cooperation

and deduce the approximated required BER probability for different cooperation

stages.

4.4.1 Cooperative Strategy 1

In strategy 1, a modified cooperative relaying scheme is implemented among the

four nodes. As shown in Figure 4.3, at the first time slot, the information is

broadcasted by the source node s. For the implementation, we suppose that one of

the relay nodes, for example r1, performs as an amplifier. It amplify-and-forwards

the received signal towards the other relay node r2 and the destination node d at the

second time slot. After receiving the signals from the source node s and the relay

node r1, MRC combination and information decoding are performed at the relay

node r2. Then, at the third time slot, the decoded information is retransmitted to

the destination node. At the destination, decoding decision is performed based on
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a MRC combination of the signals from the relay node r1 in the second time slot

and from the relay node r2 in the third time slot. So in the strategy 1, the roles of

the two relaying nodes are different. One performs the amplify-and-forward; the

other performs the decode-and-forward.

Figure 4.3: Time division channel allocation for cooperative strategy 1 in three
time slots

We notice that the strategy 1 could be basically decomposed into two cooper-

ative relaying stages. The first cooperative relaying stage is performed at the first

and second time slots and employs three nodes {s, r1, r2}. The second cooperative

relaying stage is performed at the second and third time slots and employs the

nodes {r2, r1, d}. Moreover, as the destination node d could receive the amplify-

and-forwarded signal from node r1 at the second time slot, the relay node r1 has

no need to relay the signal retransmitted by node r2 in the second cooperative

relaying stage.

Considering power allocation among the nodes in the strategy 1, the results of

optimal power allocation for the cooperative relaying scheme, which are obtained

in section 4.3.1, will be used. As the source node also acts as a source in the

first cooperative relaying stage, its transmit power can be determined according to

equation (4.16), where the channel parameters should be altered to those among

the three nodes {s, r1, r2} and the required BER performance is restricted to Pe1

in the first cooperative relaying stage. Note that the node r1 performs as the

relay node in both cooperative relaying stages. According to equation (4.15), the

optimal transmit power at the relay node, in cooperative relaying scheme shown

in Figure 4.1(a), is determined by the required BER performance and the mean

channel strengths of source-to-destination link (s to d) and relay-to-destination link

(r to d). Therefore, considering the two cooperative relaying stages, the transmit

power at the node r1 is determined either by the required BER Pe1 of the first

cooperative relaying stage and the mean channel strengths of σ2
sr2

and σ2
r1r2

, or
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by the required BER Pe2 of the second cooperative relaying stage and the mean

channel strengths of σ2
r2d

and σ2
r1d

. In order to guarantee the receive performance

for both of the cooperative relaying stages, we suppose that the transmit power of

the node r1 employs the maximum one. That is:

Pr1 = max

{
N0B

√
3

16Pe1σ2
sr2

σ2
r1r2

, N0B

√
3

16Pe2σ2
r2d

σ2
r1d

}
(4.30)

Recalling that, at the second cooperative relaying stage, the destination node

d obtains the relaying signal which is actually the amplify-and-forwarded version

from the node s. We exclude the so-called source-to-relay link (r2 to r1) at the

second cooperative relaying stage. It is in nature substituted by the source-to-

relay link (s to r1) at the first cooperative relaying stage. So that, considering the

transmit power using equation (4.16) at the node r2, which performs as a source

node at the second cooperative relaying stage, the mean channel strength of σ2
sr1

will take the place of σ2
r1r2

. That is:

Pr2 = N0B

√
3

16Pe2σ2
r2d

σ2
r1d

− 1
σ2
r2d

+

√
(
√

3
16Pe2σ2

r2d
σ2
r1d

− 1
σ2
r2d

)2 + 3
4Pe2σ2

r2d
σ2
sr1

2
(4.31)

As we have mentioned, we suppose that the nodes know the mean channel

strengths among them. So in order to determine the transmit power, the required

BER Pe1 and Pe2 for the two cooperative relaying stages are to be decided. Mean-

while, we note that, the global required BER performance P
(1)
e for the cooperative

strategy 1 is the receive performance at the destination node d. It would be dif-

ferent from the receive BER performance (Pe1 and Pe2) for the two cooperative

relaying stages, since false detection at the relay node would be propagated to the

destination node. In order to sustain a reliable communication, it is reasonable

to suppose Pe1 << 1 and Pe2 << 1. In addition, as the channel conditions for

these two stages are supposed to be independent, we assume that Pe1 and Pe2 are

uncorrelated and their error symbols happen in different positions. Therefore, on

considering P
(1)
e , we analyse the effect of Pe1 and Pe2 separately as follows.

Firstly, considering the decoding result at the relay node r2, it decoded a symbol

without error at the probability of 1−Pe1. As the relay node r1 chooses the larger

required transmit power shown in equation (4.30), the required BER performance
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at the second cooperative relaying stage could be sustained. Therefore, in the

condition that a symbol is correctly decoded at the relay node r2, the destination

node could receive it with a BER probability no more than (1−Pe1)Pe2. Secondly,

we only consider the error signals (with the probability of Pe1) decoded in the relay

node r2. They will be propagated to the destination node d through the path of

r2 → d link. On the other hand, the relay node r1 does not make a decoding but

amplify-and-forwards the receive signals from the source node s. These signals are

propagated through a path comprising the s → r1 link and r1 → d link to the

destination. In the condition of relative worse fading in the r2 → d link, the signal

from the s → r1 → d path might rectify the false signal from the node r2. So its

error probability could be supposed to be no more than Pe1 in this case. At last,

considering the both cases, P
(1)
e could be upper bounded by the sum of (1−Pe1)Pe2

and Pe1. So that:

P (1)
e ≤ (1− Pe1)Pe2 + Pe1

≤ Pe1 + Pe2 (4.32)

Given a pre-required BER performance P
(1)
e in the strategy 1, the choices of Pe1

and Pe2 must satisfy equation (4.32). So that, the transmit power at different

cooperative nodes can be determined.

4.4.2 Cooperative Strategy 2

Figure 4.4 shows the time division channel allocation for the cooperative strategy

2. It is a combination of cooperative relaying scheme and virtual MISO cooperative

scheme. Firstly, the two relay nodes receive the source information by cooperative

relaying scheme. As it is shown in Figure 4.4, information is broadcasted by the

source node s in the first time slot. In the second and third time slots, the relay

nodes r1 and r2 amplify-and-forward their received signals to each other respec-

tively. After that, MRC combination and information decoding are performed at

the relay nodes r1 and r2. The virtual MISO cooperative scheme is applied among

two relay nodes and one destination node in the fourth time slot.

Considering the strategy 2, the transmit power at the source node is deter-

mined by two cooperative relaying schemes. Since the two relay nodes will make
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Figure 4.4: Time division channel allocation for cooperative strategy 2 in four time
slots

decisions of the source information utilizing the two cooperative relaying schemes

respectively, their decision BER performances are supposed to be P ′
e1 and P ′

e2. We

consider Ps1 and Ps2 as the required transmit power at the source node for the two

cooperative relaying schemes. They can be determined by considering equation

(4.16) with the corresponding channel and BER parameters (P ′
e1 and P ′

e2). We

assume that the source node employs the larger one. That is:

Ps = max {Ps1, Ps2} (4.33)

In the second and third time slots, according to their cooperative relaying

schemes respectively, the transmit power at the two relay nodes is determined

by equation (4.15). After the information detection at the two relay nodes, they

transmit the decoded information to the destination utilizing a virtual MISO coop-

erative scheme. At this stage, the optimal transmit power by the two relay nodes

is determined by equations (4.28) and (4.29).

Similar to the discussion for the strategy 1, we assume that the required BER

P ′
e1 and P ′

e2 at the cooperative relaying stage and P ′
e3 at the virtual MISO coop-

85



eration stage could be low enough. Thus they satisfy that P ′
e1 << 1, P ′

e2 << 1

and P ′
e3 << 1. The symbol corruptions happening at the two cooperative relaying

stages could be supposed to be independent and in different positions. Further-

more, we assume that burst error can be avoided by interleaving at the two relay

nodes if it is necessary. Considering the property of Alamouti code, the number of

source information symbols would be even in our cooperative strategy. In order to

analyse the error propagation in different cooperative stages and without any loss

of generality, we consider that a block of two information symbols are transmitted

at the source node. Denoting a node with a block of two information symbols

(i j) as node(i j), where node ∈ {s, r1, r2, d} and i, j ∈ {0, 1}, we suppose that

two symbols s(0 0) are transmitted at the source node. Taking into account the

assumption that no burst errors and low BER at the relay nodes, we could only

consider the two relay nodes decode the block s(0 0) in three cases, such as r1(0 0)

r2(0 0) without error, r1(1 0) r2(0 0) or r1(0 1) r2(0 0) with one error at the relay

node r1, and r1(0 0) r2(1 0) or r1(0 0) r2(0 1) with one error at the relay node r2.

They happen with the probabilities of (1− P ′
e1)(1− P ′

e2), P
′
e1(1− P ′

e1) ≈ P ′
e1 and

P ′
e2(1− P ′

e2) ≈ P ′
e2 respectively.

Figure 4.5: The examples of decoding probability for the virtual MISO cooperative
scheme

After the source information detection, the two relay nodes employ the virtual

MISO cooperative scheme to relay the decoded information to the destination node.

Recalling the orthogonal property of Alamouti code, neighbor symbols in the same

block will affect the signal detection after decoding combination. We take Prob1
and Prob2 referring to the conditional symbol error probabilities at the destination

node d. Specifically, Prob1 is in the condition that two relay nodes had different

detections on the decoded symbol but the neighbor symbol in the same block was

correctly detected. For example, supposing a block of two symbols s(0 0) are

transmitted, the two relay nodes detect them as r1(1 0) r2(0 0) separately. So they

have different detection on the first symbol while they have correct detection on the
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second symbol. After the virtual MISO cooperative transmission, the destination

node d decodes the two symbols employing Alamouti code. Prob1 refers to the

symbol error probability of decoding the first symbol. Accordingly, since Prob2
is in the condition that two relays have correct detection on the decoded symbol

but the neighbor symbol in the same block has been falsely detected at one relay

node, it refers to the symbol error probability of decoding the second symbol.

Figure 4.5 shows the examples of decoding probability at the destination node. So

that, utilizing the strategy 2, the reception BER P
(2)
e for the transmitted source

block s(0 0) can be approximated as:

P
(2)
e = 1

2
(E [number of errors | no error at the relay nodes]

+E [number of errors | one error at relay node r1]

+E [number of errors | one error at relay node r2])

≈ 1
2
{(1− P ′

e1)(1− P ′
e2) [(1− P ′

e3)P
′
e3 + P ′

e3(1− P ′
e3) + 2P ′

e3P
′
e3]

+2P ′
e1 [(1− Prob1)Prob2 + Prob1(1− Prob2) + 2Prob1Prob2]

+2P ′
e2 [(1− Prob1)Prob2 + Prob1(1− Prob2) + 2Prob1Prob2]}

= (1− P ′
e1)(1− P ′

e2)P
′
e3 + (P ′

e1 + P ′
e2)(Prob1 + Prob2)

(4.34)

Generally, equation (4.34) could upper bound the approximated BER for the

strategy 2. Furthermore, considering equation (4.6), the detection symbol produc-

ing Prob1 will be:

s̃i = (|hr1d|2 Pr1 − |hr2d|2 Pr2)si + h∗
r1d

√
Pr1n

′
1 + hr2d

√
Pr2n

′∗
2 (4.35)

For the special condition of two equal propagation paths at the virtual MISO

transmission, that is E
[
|hr1d|2 Pr1

]
= E

[
|hr2d|2 Pr2

]
, the conditional error proba-

bility Prob1 would be 0.5. Meanwhile, the detection symbol producing Prob2 will

be:

s̃i = (|hr1d|2 Pr1 + |hr2d|2 Pr2)si ± 2h∗
r1dhr2d

√
Pr1Pr2sj +h∗

r1d

√
Pr1n

′
1 +hr2d

√
Pr2n

′∗
2

(4.36)

It shows that the interference from the neighbour symbol (in the same block,

such as sj) will degrade the decoding performance. However, since the interfer-
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ence is phase rotated by the fading channel parameters, Prob2 is reasonable to be

much lower than Prob1. Therefore, by the approximation of taking P ′
e1P

′
e3, P

′
e2P

′
e3,

P ′
e1P

′
e2P

′
e3and (P ′

e1 + P ′
e2)Prob2 approach to zero, the reception BER P

(2)
e for the

strategy 2 can be simplified as:

P (2)
e ≤ P ′

e3 + (P ′
e1 + P ′

e2)Prob1 (4.37)

Considering equation (4.37), the required BER (P ′
e1, P

′
e2and P ′

e3) for different

stages in the strategy 2 can be approximated according to the required source to

destination BER P
(2)
e . Hence, the transmit power for the cooperative nodes can

also be determined as stated previously.

4.5 Performance Analysis and Discussion

In this section, we investigate the performance of power allocation strategy. Then

we discuss the energy efficiency of the proposed cooperative strategies in two

topologies. Data is supposed to be initiated from a source node to a destina-

tion node, which are separated by a distance of l0 = 100m. Candidate cooperative

nodes, for the relaying cooperation or the virtual MISO cooperation, are located

between the source and destination nodes. As shown in Figure 4.8, the relative

location of the cooperative node i can be determined by the distance informa-

tion (l0, dxi, dyi), for example of the node r1 by (l0, dxr1, dyr1) and the node r2
by (l0, dxr2, dyr2). Recalling the channel model of Rayleigh fading effect super-

imposed on propagation path loss, the channel mean strength has the form of

σ2
ij = 1/PL(dij) where PL(dij)(dB) = 20 log10(4πd0/λ) + 10n log10(dij/d0) is the

path loss equation with d0 as the reference distance, dij as the distance between

the transmitter i and the receiver j, λ as the wave length, n as the mean path loss

exponent. We take n = 3.5 and consider the BPSK modulation with a transmit

symbol rate 250k symbols per second in our analysis.

4.5.1 Performance of Power Allocation Strategies

On the consideration of the power allocation performances, we suppose that the

cooperative node is located on the straight line of source to destination link (that

is dyr = 0 and dys1 = 0 in Figure 4.1). Thus its distance to the source node is

represented by a distance ratio, which is obtained as dxr/l0 or dxs1/l0. Supposing
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Figure 4.6: The approximated and numerical results of optimal power allocation
for the AF cooperative relaying scheme and the virtual MISO cooperative scheme:
(a) we constrain the required BER to be 10−3, the cooperative node (r or s1 in
Figure 4.1) is located at different distance ratios and dyi = 0, i ∈ {r, s1}; (b) the
position of the cooperative node is supposed to be located at a distance ratio of
0.6 and dyi = 0, i ∈ {r, s1}.
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the required BER to be 10−3, Figure 4.6 shows the fidelity of our approximation

on the optimal power allocation strategy. The numerical results are obtained by

considering the optimization problem (4.10) or (4.18) with the corresponding exact

BER. For both of the AF cooperative relaying scheme and the virtual MISO coop-

erative scheme, the optimal total transmit power obtained by the results in section

4.3 matches well with the numerical results. The optimal total transmit power for

the virtual MISO cooperative scheme is decreasing as the cooperative node ap-

proaches to the destination node. However, it is due to the implied condition that

two nodes s1 and s2 in Figure 4.1(b) already know the source information. While

for the AF cooperative relaying scheme, only the node s, as shown in Figure 4.1(a),

knows the source information. We notice that, when the cooperative relaying node

is located at a region near to the destination node, the AF cooperative relaying

scheme requires less optimal total transmit power. The minimum point arrives

at a place where the distance ratio approaches to 0.6. At this location, the AF

cooperative relaying scheme obtains the best energy efficiency. Then, considering

that the cooperative node is located at the point with distance ratio of 0.6, the fi-

delity performances of the optimal power allocation strategies, with different BER

requirements, are shown in Figure 4.6(b). It shows that the approximated results

of our optimal power allocation strategies are accurate enough for a wide range of

BER requirements.

With a constraint on the required BER performance, we refer to the optimal

power allocation gain as Pt eql/Pt opl, where Pt eql and Pt opl are the total transmit

power for the optimal power allocation strategy and the equal power allocation

strategy respectively. Supposing the required BER is 10−3, the optimal power

allocation gains are shown in Figure 4.7. For the AF cooperative relaying scheme,

more gain is achieved by applying the optimal power allocation strategy when

the relay node is approaching to the destination node. When the relaying node

is located at a place where the distance ratio is less than 0.4, optimal power

allocation achieves no gain as compared to the equal power allocation strategy.

Figure 4.7 shows that the virtual MISO cooperative scheme achieves little gain

with the optimal power allocation. As we have stated it in [79], the benefit of

minimizing the total transmit power by employing the optimal power allocation

scheme is very limited. But in the unbalanced channel condition, the precise

value could only be obtained by a numerical method. Our proposed approximated

optimal power allocation strategy gives this minimal total transmit power in the
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Figure 4.7: The gain of optimal power allocation with the constraint of received
BER to be 10−3

analytical way, and with a little deviation.

4.5.2 Discussion on Cooperative Strategies

In the discussion of the cooperative strategies, we consider two kinds of topolo-

gies as shown in Figure 4.8. We refer to them as horizontal symmetric topology

and diagonal symmetric topology. In the horizontal symmetric topology, two co-

operative nodes are assumed to be symmetrically located at the two sides of the

straight line of source-to-destination direct link with dyr1 = dyr2. They are also

at the same distance to the source node, so that dxr1 = dxr2. In the diagonal

symmetric topology, two cooperative nodes are located at different sides of the

source-to-destination direct link and at the same distance to it (dyr1 = dyr2). The

distance of the source node s to r1 equals the distance of the destination node d

to r2, such as dxr1 = l0 − dxr2. For both of the topologies, we define the distance

ratio as dxr1/l0 in the following analysis. We notice that, in the diagonal symmet-

ric topology, one relay node is located at (dxr1, dyr2) while the other relay node

locates at (l0 − dxr1, dyr2) for a distance ratio of dxr1/l0.

Our proposed cooperative strategies require that the BER performance at dif-

ferent stages should be predetermined. As we have discussed in section 4.4, the
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Figure 4.8: Two kinds of topologies, the length of source-to-destination direct link
is taken as l0

relation between the overall BER performance P
(i)
e and the BER performance Pei

at different stages can be approximated as equation (4.32) for the cooperative strat-

egy 1 and equation (4.37) for cooperative strategy 2. We note that, the decoded

source information at the relay nodes might be useful for other nodes besides the

desired destination node, and it has a meaning to keep the network with a bal-

anced link quality. So in our discussion, we assume that the predetermined BER

performances at different stages of the cooperative strategy are identical. That is

Pe1 = Pe2 in the cooperative strategy 1 and P ′
e1 = P ′

e2 = P ′
e3 in the cooperative

strategy 2. Considering equations (4.32) and (4.37), we take Pe1 = Pe2 = 0.5P
(1)
e

for the cooperative strategy 1 and P ′
e1 = P ′

e2 = P ′
e3 = 0.5P

(2)
e for the coopera-

tive strategy 2. In the following discussion, we suppose that the required overall

BER between the source node and the destination node is 10−3 for all kinds of

cooperative communications.

For the horizontal symmetric topology, two cooperative nodes could be located

in vicinity or separated by a relative long distance. Figure 4.9 shows the allocated

transmit power among the sensor nodes in the case where two cooperative nodes

are in vicinity with dyr1 + dyr2 = 1m. In the AF cooperative relaying scheme,

only one of the two cooperative nodes is utilized. Figure 4.9 shows that it requires

more total transmit power than the two cooperative strategies. Our proposed

cooperative strategies are more energy efficient no matter what the distance ratio is.

Figure 4.10 shows the case where the distance between the two cooperative nodes

increases to be dyr1+dyr2 = 40m. In this case, the AF cooperative relaying scheme

will be more energy efficient when the cooperative nodes close to the destination
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Figure 4.9: The transmit power consumption among the sensor nodes for (a)
AF cooperative relaying scheme, (b) cooperative strategy 1 and (c) cooperative
strategy 2. The nodes are supposed to be located in the horizontal symmetric
topology with dyr1 + dyr2 = 1m.

node as shown in Figure 4.10. At the distance ratio of 0.8, the AF cooperative

relaying scheme saves more than 30% of the total transmit power as compared to

the two cooperative strategies. However, when the cooperative nodes are located

in the middle region, with distance ratio around 0.5, the two cooperative strategies

will also be more energy efficient than the AF cooperative relaying scheme.

As we compare the two cooperative strategies in Figure 4.9b and Figure 4.9c

with that in Figure 4.10b and Figure 4.10c, the cooperative strategy 1 is more

energy efficient when the distance between the two cooperative nodes increases.

In the cooperative strategy 2, more power will be consumed for the information ex-

change between the two cooperative nodes as the distance between them increases.

When this growth draws off the energy saving brought by the implementation of

the virtual MISO scheme, the cooperative strategy 2 will be less energy efficient.

On the other hand, we compare the power allocation among the source node

and cooperative nodes. As shown in Figure 4.9(b,c) and Figure 4.10(b,c), our pro-

posed cooperative strategies achieve fair allocation of the transmit power among

the nodes at distance ratio of 0.5. It helps to balance the energy consumption

in wireless sensor networks. We note that, the fair allocation is different from

the equal allocation strategy which is mentioned in the power allocation strategy.

Since each node already employed the optimal power allocation strategy at dif-

ferent stages, and then results in a fair distribution of the total transmit power.

Figure 4.9a and Figure 4.10a show that, the source node requires more transmit

power than the relay node when applying the optimal power allocation strategy to
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Figure 4.10: The transmit power consumption among the sensor nodes for (a)
AF cooperative relaying scheme, (b) cooperative strategy 1 and (c) cooperative
strategy 2. The nodes are supposed to be located in the horizontal symmetric
topology with dyr1 + dyr2 = 40m.

the AF cooperative relaying scheme in most cases. Although the AF cooperative

relaying scheme can obtain fair power allocation at the distance ratio of 0.2, the

source and relay nodes require more transmit power which is not energy efficient.

When both cooperative nodes are located in a region near to the source node

or destination node, the power allocation among the nodes is either not energy

efficient or not fair. So in the horizontal symmetric topology, cooperative nodes

are better to be located in the middle region of the source-to-destination path.

In the case where only cooperative nodes could be found near the source and

destination nodes, the diagonal symmetric topology, as shown in Figure 4.8, could

be a good candidate. Figure 4.11a shows that, the cooperative strategy 1 could be

more energy efficient when one cooperative relay node is near to the source node

and the other is near to the destination node. It achieve also fair allocation of the

total transmit power. In the diagonal symmetric topology, the cooperative strategy

2 could obtain relative stable performance on the power consumption as shown in

Figure 4.11b.

As a result, in the horizontal symmetric topology, cooperative nodes should

be located in the middle region of the source-to-destination path. Meanwhile,

when the two cooperative nodes are near to each other, the cooperative strategy

2 is preferred. Otherwise, the cooperative strategy 1 is more energy efficient. In

the diagonal symmetric topology, both of the two proposed cooperative strategies

provide good performance on power consumption when the two cooperative nodes

are separately near to the source node and the destination node. We take these
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Figure 4.11: The transmit power consumption among the sensor nodes for (a)
cooperative strategy 1 with r1 performs AF and (b) cooperative strategy 2. The
nodes are supposed to be located in the diagonal symmetric topology with dyr1 =
20m and dyr2 = 20m.

as a heuristic policy to select the cooperative nodes and choose the appropriate

cooperative communication for wireless sensor networks.

Considering the cases that comply with the heuristic policy, we show the sim-

ulated results of the two cooperative strategies under various BER constraints

in Figure 4.12a and Figure 4.12b. The cooperative nodes are supposed to be at

the relative optimal regions for two topologies. For example, in Figure 4.12a, we

consider that two cooperative nodes are located at a distance ratio of 0.5 in the

horizontal symmetric topology. Based on our previous discuss, we showed that the

strategy 2 is more energy efficient in the case that the two relay nodes locate in

vicinity and the strategy 1 is more profitable in the case that the two relay nodes

are separated at a larger distance. Therefore, for faire comparison, we suppose

that the two relay nodes are separated with 1m by using the cooperative strat-

egy 2 and 40m by using the cooperative strategy 1. As shown in Figure 4.12a,

the simulated BER results match well with the predetermined values obtained by

our cooperative strategies. Moreover, we compare our cooperative strategies with

equal allocation scheme, where each node is allocated with the equal transmit

power. It shows that our cooperative strategies utilize less transmit power than

the equal allocation scheme in the corresponding topologies.

On the other hand, in Figure 4.12b, we consider that the cooperative nodes are

located at distance ratio of 0.2 and dyr1 = dyr2 = 20m in the diagonal symmetric

topology. Consistent simulated results can also be found when the cooperative

strategy 2 is used. While using the predetermined transmit power of the coop-
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Figure 4.12: For various requirements on the BER performance and using the
predefined power allocation of each cooperative strategy, the simulated results of
BER: (a) in the horizontal symmetric topology with distance ratio of 0.5, (b) in
the diagonal symmetric topology with distance ratio of 0.2
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erative strategy 1, the simulated BER performance can be better. Since in the

cooperative strategy 1, the relay node r1 amplifies the received signal with a larger

factor, as shown in equation (4.30), to preserve the desired BER performance. The

conservative method will slightly increase the transmit power at the relay node in

this asymmetric topology. But it is still more energy efficient as compared to the

equal allocation scheme. It shows that in this asymmetric topology, our proposed

cooperative strategy achieve more power gain than in the symmetric topology.

4.6 Summary

In this chapter, we proposed an optimal power allocation strategy for cooperative

communications in wireless sensor networks. With a given requirement on the BER

performance, it helps to minimize the total transmit power for the AF coopera-

tive relaying scheme and the virtual MISO cooperative scheme in Rayleigh fading

channel. The approximated power allocation for each node can be calculated in an-

alytical way. The approximated performance matches well with the precise results

obtained in numerical way. Moreover, without direct link between the source and

destination nodes, we proposed two energy efficient cooperative strategies where

the optimal power allocation strategy is applied at different stages. We compared

the performance of the two topologies and derived a heuristic policy to select the

cooperative nodes and choose the appropriate cooperative communication for wire-

less sensor networks. In the horizontal symmetric topology, cooperative nodes are

better to be located in the middle region of the source-to-destination path. Mean-

while, when the two cooperative nodes are near to each other, the cooperative

strategy 2 is preferred. Otherwise, the cooperative strategy 1 is more energy effi-

cient. In the diagonal symmetric topology, both of the two proposed cooperative

strategies provide good performance on the power consumption when the two co-

operative nodes are near to the source node and the destination node respectively.

Until now, we consider cooperative communications without taking the error

control schemes into account. In fact, the transmission of the data packets can

not be assumed to be successful at each trial. Error control codes and automatic

repeat request mechanism are the tradition ways to provide error control for data

transmission. In the next chapter, we will consider these error control schemes

in wireless sensor networks and analyse their energy efficiency for both SISO and

MISO cooperative communication.
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Chapter 5

Energy Efficiency in Wireless

Sensor Networks

5.1 Introduction

In wireless sensor networks, the information data are usually sensitive to trans-

mission errors. Error control schemes, such as error control codes (ECC) and

automatic repeat request (ARQ), could be utilized to provide reliable wireless

communications. Since the error control schemes will introduce redundancy to the

information data or lower the bandwidth efficiency of the communication, these

will cause extra energy consumption. When considering their implementation in

wireless sensor networks, the energy efficiency should be investigated.

In this chapter, we consider three kinds of error control protocols: Basic ARQ,

Hybrid ARQ-I and Hybrid ARQ-II. They are assumed to be incorporated in the

SISO and MISO cooperative systems. In all of these protocols, a cyclic redundancy

check sequence is used as error detection code to detect the transmission error on

information data. Additionally, error correction codes are employed in Hybrid

ARQ-I and Hybrid ARQ-II. The processing of error correction is performed before

the error detection in these two schemes. In Hybrid ARQ-II, the coded redundancy

of error correction code is transmitted only when it is necessary. Since stronger

codes provide more coding gain but at a cost of longer coded redundancy and more

complex coding/decoding process, the choice of error correction codes would have

influence on the efficiency of the error control protocols. To analyse their energy

efficiency, we consider the total energy consumption including the transmit energy
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and the energy consumption for the coding and decoding processing and for the in-

volved analog circuitry. In AWGN channel, since a low transmit power can provide

reliable link for short distance connection, more consideration should be given to

reduce the energy consumption on analog circuitry. On the other hand, in Rayleigh

fading channel, the fading attenuation should be compensated by more transmit

power in SISO system or exploring cooperative diversity in MISO system. In both

cases, more transmit energy consumption is required. It will be comparable to or

even larger that analog circuitry consumption, An energy efficient consideration

should make a tradeoff between the transmit energy consumption and the rest. By

employing error control protocols, these could be reflected by the choices of error

correction codes and the ARQ protocols. Therefore, in the analysis of this chapter,

according to different channel conditions, we investigate the requirement on the

error correction codes and their energy efficient implementation in error control

protocols.

The remainder of this chapter is organized as follows. In section 5.2, we make a

brief introduction to the error control schemes, including the types of error control

codes and ARQ scheme, which will be considered in our works. In section 5.3,

the energy consumption models of error control codes and analog circuitry are

presented. In section 5.4, the basic ARQ protocol and hybrid ARQ protocols are

discussed. In section 5.5, the performance of error control protocols are analysed.

5.2 Error Control Scheme

Error control scheme that employs error control code and automatic repeat request

is the typical way, which could be used at the data link layer, to provide reliable

wireless communication with lower transmit power. However, the ECC will intro-

duce extra redundancy appended to the information data and the ARQ requires

data retransmission, so their improvement on reducing transmit power comes at a

cost of bandwidth efficiency. For the ECC, additional decoding complexity might

deplete its energy efficiency as well. In order to explore the energy efficient imple-

mentation of the ECC and ARQ, a brief introduction to them are presented in the

following.
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5.2.1 Error Control Code

The error control codes introduce redundancy to the information data. The re-

dundant information allows the decoder to detect or/and correct the transmission

errors. We consider the ECC that only has the capability of detecting errors as the

error detection code, and the ECC that can detect and correct errors as the error

correction code. Considering the error correction code, the ability to correct errors

in the received message means that, for the same SNR, a system using the error

correction code over a noisy channel provides better BER performance than the

uncoded system in most SNR region. It is a classic approach to lower the transmit

power while maintaining the link reliability.

Sophisticated codes may provide better coding gain but require more com-

plicated decoding algorithm, and need more power consumption at the decoding

process. Therefore, when considering the implementation of error correction codes

in wireless sensor networks, low complex codes would be advisable. In the most

recent standard of IEEE 802.15.4 [5], only the error detection code is introduced

in the data link layer. In our works, we examine one kind of error detection codes

and two kinds of error correction codes as briefly introduced in the follows. More

details about the fundamentals of these codes are referred in [80].

CRC

Cyclic redundancy check (CRC) is an error detecting scheme based on cyclic codes.

Commonly, it is used to detect errors caused by the noise in transmission channels.

The CRC codes can be constructed using the finite field GF(2), which has only

two elements 0 and 1. It is obtained as the remainder of the polynomial division of

the input sequence by the generator polynomial. As the length of the remainder is

always less than that of the divisor, so we can change the length of CRC code by

choosing the corresponding generator polynomial. A 16-bit CRC code is used in

IEEE 802.15.4 standard [5] at the MAC sublayer. It is calculated by the following

generator polynomial:

G16(x) = x16 + x12 + x5 + 1 (5.1)

In our works, we also use this generator polynomial to generate the CRC sequence.

If the recalculated CRC code does not match the received CRC code, the received
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frame will be considered erroneous and additional procedures, which will be dis-

cussed later in this chapter, should be taken into account.

Hamming code

Hamming codes are a class of linear block codes devised for error correction. Gen-

erally, the encoding and decoding procedures of Hamming codes can be processed

by linear operations and with little extra requirement on signal processing. Con-

sidering binary Hamming codes, for each integer m ≥ 3, there is one type of

Hamming codes with the codeword length of n and the data bits length of k.

These parameters follow the relationship as (n, k) = (2m − 1, 2m −m− 1). Hence,

the code rate is given by r = k/n. The Hamming codes have a minimum distance

dmin = 3, which means that they can detect (dmin − 1) = 2 error bits, but correct

t =
⌊
1
2
(dmin − 1)

⌋
= 1 error bit from a codeword.

Considering the Hamming code (n, k), if the received codeword has i errors,

where i > 1, the decoder will decode it to an unexpected one which might have a

maximum difference of i+
⌊
1
2
(dmin − 1)

⌋
= i+ t bits to the original codeword. So

we can get a maximum bound of the BER for the coded system in AWGN channel

as [7]:

Peb ≤
1

n

n∑

i=t+1

(i+ t)C i
nP

i
e(1− Pe)

n−i (5.2)

where Pe is the uncoded BER of the binary symmetric AWGN channel but taking

the code rate into account. Without considering higher order of the Pe, the coded

BER in AWGN channel can be further approximated as:

Peb ≈
1

n
(2t+ 1)Ct+1

n P t+1
e (5.3)

Reed-Solomon code

Reed-Solomon codes are non-binary cyclic error-correcting codes. The codewords

can also be constructed using the finite field GF(2). They are selected from an

alphabet of 2m symbols, from which m-bits information can be mapped into. Typ-
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ically, a series of Reed-Solomon codes on m-bits symbols can be described by the

parameters (n, k) = (2m−1, 2m−1−2t), where n is the total number of codeword

symbols, k is the number of information symbols and 2t is the number of the re-

dundancy symbols. Therefore, this kind of Reed-Solomon code RS(n, k) has the

capability of correcting t erroneous symbols.

When the received codeword is affected by a number of errors more than its

error correction capability t, a codeword error is made. For the hard-decision

decoder of Reed-Solomon codes, the corresponding symbol error probability in

AWGN channel can be expressed as [7]:

Pes =
1

n

n∑

i=t+1

iC i
nP

i
m(1− Pm)

n−i (5.4)

where Pm is m-bits symbol error probability given as Pm = 1 − (1 − Pe)
m. If

the symbols are converted to binary digits, the corresponding BER of the coded

system in AWGN channel can be presented as:

Peb =
2m−1

2m − 1
Pes (5.5)

5.2.2 Automatic Repeat reQuest

ARQ is another error control scheme for data transmission. It makes use of ac-

knowledgement and retransmission to achieve reliable data transmission. An ac-

knowledgement is sent by the receiver and indicates to the transmitter that it

has correctly received a data frame. Many sophisticated ARQ schemes have been

proposed for packet retransmission in computer networks [81]. In this chapter,

we consider the data transmission in wireless sensor networks is sporadic and the

requirement on accuracy is stringent. So the simplest Wait-and-Go scheme might

be more appropriate. It is specified in the standard of IEEE 802.15.4. In this

scheme, the transmitter sends a packet and waits for its acknowledgement (ACK)

before proceeding with the transmission of the next packet. The CRC is utilized to

detect the transmission error. A correctly received packet will be acknowledged by

the receiver. A packet is retransmitted if its ACK is not received within a certain

time-out interval noted as the Round Trip Time (RTT). The retransmission will

stop until the packet is either correctly received or the tries of retransmission is

beyond a predetermined threshold. In our works, we consider the combination of
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CRC and ARQ as the basic ARQ protocol. Furthermore, error correction codes

will be incorporated and a few modification to the basic ARQ protocol will be

taken into account in Hybrid ARQ schemes.

5.3 Energy Consumption Model

In order to explore the energy efficient communication in wireless sensor networks,

energy consumption models for data transmission in the networks should be deter-

mined. In this chapter, we investigate the joint optimization of energy consumption

on the physical layer and data link layer. Therefore, for communication link be-

tween sensor nodes, we consider the total energy consumption including the energy

consumption of the baseband signal processing blocks, the analog circuitry and the

radio transmission.

5.3.1 Baseband Codec

Nowadays, since the signal processing techniques applied on sensor nodes are not

complicated, the energy consumption on those blocks are neglected in recent works.

Whereas, as the development of digital integrated circuits and the extension of

applications on wireless sensor networks, more complicated signal processing tech-

niques (such as multiuser detection or adaptive equalization) might be feasible

and preferable even on the tiny sensor nodes. In this case, the effect of energy

consumption of the signal processing should be investigated. In addition, it is

well-known that applying error correction codes reduces the transmit power with

a given target BER probability to be met. However, some error correction codes

might require complex algorithms on the decoder side. The effect of the extra de-

coding energy consumption should also be explored in the evaluation of the energy

efficiency of error correction codes. Therefore, the effect of energy consumption

on the signal processing blocks is interesting to be investigated. We note that,

a common behaviour between the sophisticated signal processing techniques and

the error correction codes is that more requirement on energy consumption results

in better receiver performance. Hence, in our analysis, we consider the examples

of error correction codes as a representation for the behaviour of baseband signal

processing. We use the term codec as referred to the encoder and decoder of the

error correction codes.
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In the analysis of the energy efficiency of error correction codes, two modelling

methods are usually employed. One is to consider the energy consumption on the

encoding and decoding processes as proportional to the computational complexity

of their algorithms. For example, in the Hamming code (n, k), the encoding and

decoding processes can be accounted as linear operations of the related matrices.

The energy consumption for the coding can be obtained as:

Eenc =
n(2k−1)

k
Eadd

Edec =
(n−k)(2n−1)

k
Eadd

(5.6)

For RS code (n, k), the model presented at [82] shows that the energy consumption

can be calculated as:

Eenc =
2t
m
(Emult + Eadd)

Edec =
(4tn+10t2)Emult+(4tn+6t2)Eadd+3tEinv

m(n−2t)

(5.7)

where Eadd, Emult and Einv are the energy consumption per bit of addition, mul-

tiplication and inversion. Assuming the digital process units of the encoder and

decoder employ the technology of 0.18µm 2.5V CMOS as in [82], the energy con-

sumption per m-bits for different operations can be characterized as in Table 5.1:

Table 5.1: Energy consumption per m-bits for different operations
Eadd 3.3× 10−2m µW/MHz
Emult 3.7× 10−2m3 µW/MHz
Einv 3.3× 10−2(2m− 3)m3 µW/MHz

Considering the models described by equations (5.6) and (5.7), Figure 5.1 (a)

and (b) show the total energy consumption per bit considering both the encod-

ing and decoding processes. As the encoding and decoding processes in Hamming

code are much simpler, they consume much less energy than Reed Solomon codes

do. Furthermore, another distinction has to be mentioned. We observe that the

total energy consumption for the Hamming codes will increase as the code rate

approaches to one, whereas the error correction capability is still one-bit error. We

note that it is due to the property of block coding. For example, for Hamming

code (31,26), each 26-bits block vector will be encoded and 31-bits block vector is
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Figure 5.1: Total energy consumption per bit for the encoding and decoding pro-
cesses. (a) Hamming codes (b) Reed Solomon codes

to be decoded. The dimension of the encoding and decoding matrices are increased

as compared to the Hamming code (7,4) and (15,11). Therefore, the coding com-

plexity represented by equation (5.6) will intrinsically be increased. Although the

Reed Solomon codes are not linear block codes as Hamming codes, the same phe-

nomena can also be observed as we compare the total energy consumption of RS

(31,21) and (63,43), which have similar code rate. So we may conclude that with

longer codeword vector (as in Hamming codes) or larger mapping constellation

(as in Reed Solomon codes), the operation of coding procedures will be increased

and therefore the energy consumption might also be increased, if no additional

optimization is applied. On the other hand, if we constrain the dimension of the

mapping constellation in Reed Solomon, we observe that the coding energy con-

sumption will decrease as the code rate increases. It is reasonable that lower the

error correction capability can decrease the coding complexity and therefore the

energy consumption.

Another modelling method to evaluate the energy consumption on the cod-

ing processes is to consider the power consumption at the digital CMOS logic,

which is assumed to have dynamic and static power consumption. This method

is considered in [83] to discuss the energy efficiency of the error correction codes.

Typically, the dynamic power consumption of the CMOS logic can be modelled as

Pd ≈ CV 2
ddf , where C is the total switched capacitance, Vdd is the power supply

voltage and f is the operating frequency that is proportional to the codec through-

put. The static power consumption part can be modelled as Ps = IleakVdd, which

is due to the leakage current Ileak. Therefore, the total power consumption at the
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CMOS logic can be evaluated as:

Pcodec = Pd + Ps ≈ CV 2
ddf + IleakVdd (5.8)

We note that this model does not differentiate the classes of error correction codes.

The coding and decoding processes are enclosed in the CMOS logic. It could be

a good experimental method to analyse the power consumption at the codec.

In contrast, the first modelling method that we introduced before considers more

about the algorithm complexity of different error correction codes. But its accuracy

might be violated by the practical implementation or some hardware optimization.

For example, parallel operation might be applied to long codeword, so the energy

efficiency of the Hamming codes with longer codeword as shown in Figure 5.1a

might be improved. Therefore, in our works, we don’t use a specific model to

evaluate the energy efficiency of error correction codes. Instead, we propose a

general model that captures the coding energy consumption according to the code

rate. The model can be expressed as:

Ebcodec = Ψ(r) (5.9)

It is supposed to be applied to a heuristic evaluation on energy efficiency that helps

for further design and implementation of error control codes.
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Figure 5.2: BER performance for the error control codes in AWGN channel:
(a)Hamming codes; (b) Reed Solomon codes.

Figure 5.2 (a) and (b) show the BER performance of the Hamming codes and
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Reed Solomon codes in AWGN channel. We consider the achievable gain of error

correction codes as the coding gain that can be expressed as:

G(dB) = SNRU(dB) − SNRC(dB) (5.10)

where SNRU and SNRC represent the required SNR for a common BER in the

uncoded system and the coded system. For the same class of the error correction

codes, different code rates will exhibit varied coding gain as shown in Figure 5.2.

Therefore, for a class of error correction codes, the coding gain can be modelled

as a variable according to the code rate, such as:

G = g(r) (5.11)

We observe that, the coding gain will also vary at different BER performances

as shown in Figure 5.2. In our works, we consider that the BER performance is

predetermined during the system design. Thus, for a given BER performance, the

coding gain is dominated by the specific error correction code. The effect of the

BER on the coding gain will be neglected in the analysis. But we note that the

energy efficient conditions obtained in section 5.5.4 should take the correspond-

ing BER performance into account. In addition, considering the Rayleigh fading

channel, as we will discuss in section 5.5, outage probability is utilized to analyse

the communication performance. Then, for obtaining the coding gain in equa-

tion (5.10), the predetermined performance for uncoded and coded systems will be

referred to as the outage probability other than the BER probability.

On the other hand, the error correction code with similar code rate can ob-

tain different coding gain due to their coding complexities. More complex code is

reasonable to exhibit higher coding gain at the same code rate. Hence, energy con-

sumption model described by equation (5.9) and the available coding gain model

in equation (5.11) should be jointly taken into account to capture the behaviours

of the error correction codes. We note that the works in this chapter are not

to specify the Ψ(r) and g(r) for the error correction codes, but to determine in

what kind of condition that Ψ(r) and especially g(r) can make the communication

energy efficient.
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5.3.2 Transceiver Circuitry

For traditional wireless links where the transmission distance is large, the trans-

mit energy dominates the total energy consumption. In wireless sensor networks,

sensor nodes might be located in a short distance range. Then, the circuit energy

consumption along the signal path is the major part as compared to the transmit

energy consumption. So the energy consumption on the RF circuitry should be

taken into account to explore energy efficient communication. In order to evaluate

the energy consumption of analog circuits in the transceiver, the model presented

in [84] will be used in our analysis. Figure 5.3 and Figure 5.4 present the general

diagrams of the analog blocks at the transmitter and the receiver.

D
A
C

Filter PAFilter

LO

Figure 5.3: Analog circuit blocks for the transmitter

A
D
C

Filter IFAFilter

LO

LNAFilter

Figure 5.4: Analog circuit blocks for the receiver

According to the model in Figure 5.3, the energy consumption per bit at the

analog blocks of the transmitter can be calculated from:

Ebtx = (PT+Pamp)

R
+ Pct

R
+ PtrTtr

L

= EbT + Ebct + Ebtr

(5.12)

where R is the transmit bit rate, L is the length of the packet in bits, Ttr is the

time needed for a sensor to change from sleep mode to awake mode. Those power

consumption values PT , Pamp ,Pct and Ptr are defined as follows:

PT is the transmit power which should take antenna gain, channel condi-

tion, transmission distance, carrier frequency, requested BER and the modulation
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scheme into account. It can be calculated by the link budget equation for BPSK

modulation scheme as described in [7]:

PT (dBw) = PL(d)(dB) + Eb/N0(dB) +R(dBHz) − 204(dBW/Hz) +M(dB) (5.13)

where PL(d) is the path loss equation as stated in Chapter 4 section 4.5. Eb/N0 is

the received SNR that depends on the requested BER. When considering the error

control protocols, it also depends on the applied error correction code. R refers

to the transmit bit rate. M is the safety margin accounting for other attenuation

and interference. -204 dBW/Hz is the typical value for the white noise spectrum

density at the temperature T0 = 27oC ≈ 300K. It is determined by N0 = kBT0,

with kB is the Boltzmann’s constant (1.38 × 10−23W-s/K) and T0 is the noise

temperature in Kelvin.

Pamp is the power consumption at the power amplifier. It can be approximated

by equation (5.11) as described in [84]:

Pamp = αPT (5.14)

where α = ξ/η − 1 with η the drain efficiency of the RF power amplifier and ξ

the Peak-to-Average Ratio (PAR) which depends on the modulation scheme and

the associated constellation size, for BPSK we take it as ξ = 3
√
2−1√
2+1

= 0.5147 in

[84]. Since the energy consumption at the amplifier is determined by the transmit

power, we include the energy consumption of the amplifier into EbT to represent

the energy consumption due to the transmit power.

Pct is the power consumed by the other circuits at the transmitter, including the

Digital-to-Analog Converter (DAC) (PDAC), the transmit active filters (Pfilter T ),

the mixer (Pmixer) and the frequency synthesizer (Psyn):

Pct = PDAC + 2Pfilter T + Pmixer + Psyn (5.15)

Ptr is the power needed by the transmitter to switch from sleep mode to awake

mode. As in this transient state, the most energy consumed component is the

frequency synthesizer, Ptr can be approximated as equal to Psyn.

On the other side, according to the receiver model in Figure 5.4, the energy
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consumption per bit at the RF of the receiver can be obtained easily as:

Ebrx =
(3Pfilter R+PLNA+Pmixer+PIFA+PADC+Psyn)

R
+ PsynTtr

L

= Pcr

R
+ PsynTtr

L
= Ebcr + Ebtr

(5.16)

where Pcr is the power consumed by the other circuits at the receiver. It comprises

Pfilter R, PLNA, PIFA, PADC and Psyn which are respectively the power consumption

at the receive active filters, the Low Noise Amplifier (LNA), the Intermediate

Frequency Amplifier (IFA), the Analog-to-Digital Converter (ADC) and frequency

synthesizer.

5.4 Error Control Protocols

5.4.1 Basic ARQ Protocol

The error control protocol that combines CRC and ARQ is specified in IEEE

802.15.4 standard at the MAC sublayer. In this protocol, the transmitter sends

the packet with a request on the acknowledgement of successful reception. By

checking the calculated checksum of CRC, the receiver sends an acknowledgement

frame back to the transmitter if the packet is correctly received. Once this ac-

knowledgement frame is received within the predefined duration, the transmission

is considered successful, and no further action regarding retransmission should be

taken. On the other hand, if the packet is not correctly received, no acknowledge-

ment frame will be sent back to the transmitter. Therefore, if an acknowledgement

for the original transmission is not received within the acknowledgement waiting

duration, the transmitter should conclude that the previous transmission attempt

has failed. If the maximum retry times for the retransmission is not attained,

original packet will be retransmitted again. Otherwise, the transmitter assumes

that the transmission has failed.

We assume that the CRC can detect all the transmission errors. If we allow

infinite retries for the retransmission, the packet will make it through eventually.

Denoting the packet error probability to be Pepkt, the packet will be received intact

during the first transmission with the probability of (1 − Pepkt). Otherwise, it

will be received correctly after n times retransmissions with the probability of

P n
epkt(1 − Pepkt). Therefore, without the limits on retransmission tries, the mean

111



times τ0 required for a successful reception is:

τ0 = (1− Pepkt) + 2Pepkt(1− Pepkt) + · · ·+ nP n−1
epkt (1− Pepkt) + · · ·

= 1 + Pepkt + P 2
epkt + P 3

epkt + · · ·+ P n
epkt + · · ·

= 1
1−Pepkt

(5.17)

5.4.2 Hybrid ARQ Protocols

In addition to the error detection code, error correction codes are also used in

Hybrid ARQ (HARQ) schemes. The HARQ schemes can exploit the advantage

of ARQ and error correction codes to provide reliable communication. Using the

redundancy of the error correction code, a few error bits in the reception sequence

can be corrected. After that, error detection is processed to check the accuracy

of the information data. In our works, we consider two hybrid ARQ schemes as

discussed in the follows.

HARQ-I : The difference between the HARQ-I protocol and the basic ARQ

protocol is that packet frames will be encoded with error correction codes in

HARQ-I protocol. Therefore, similar to the classic ARQ protocol, the mean times

τ1 required for successful communication is:

τ1 =
1

1− P
(c)
epkt

(5.18)

where P
(c)
epkt is the packet error rate for the coded packet frames. We note that

the corresponding coding gain could lower the transmit power for the same packet

error rate as compared to the uncoded system.

HARQ-II : As the redundancy of error correction codes could be appended

systematically, such as Hamming codes and Reed-Solomon codes etc., the HARQ-

II considers the retransmission only for the redundancy. Supposing one type of

error control code (n,k) with the error correction capability of t error bits is used

in HARQ-II, we consider the transmission of k-bits information as an example. If

the k-bit information is corrupted during the first transmission try, only (n − k)

bit redundancy will be transmitted at the retransmission frame. On receiving the

redundant frame, error correction decoding will be performed by combining with
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the redundancy with the first received k-bits information. We consider this as

coded combination. Considering the m-th retransmission redundancy, the com-

bined n-bit codeword can be correctly decoded with the probability of:

ρm =
t∑

i=1

P (i errors in the first k bits

and no more than (t− i) errors in the redundant (n− k) bits)

=
t∑

i=1

C i
k(Pe,1)

i(1− Pe,1)
k−i

t−i∑
j=0

Cj
n−k(Pe,m+1)

j(1− Pe,m+1)
n−k−j

(5.19)

where Pe,1 and Pe,m+1 are the BER performances for the first transmission and

the m-th retransmission respectively. In AWGN channel, since the BER perfor-

mances Pe,m+1 are identical for each retransmission redundancy, ρm could also be

assumed to be identical. Extending this analysis to the whole packet frame, the

combination of the first transmitted information sequence and the later retransmit-

ted redundancy could be considered as equivalent to an once coded transmission.

Then, the packet error rate P
(c)
epkt for each coded combination could be assumed

to be equal. Therefore, the mean transmission times for the HARQ-II protocol in

AWGN channel can be approximated as:

τ2 = (1− Pepkt) + 2Pepkt(1− P
(c)
epkt) + · · ·+ nPepkt(P

(c)
epkt)

n−2(1− P
(c)
epkt) + · · ·

= 1 + Pepkt + PepktP
(c)
epkt + Pepkt(P

(c)
epkt)

2 + · · ·+ Pepkt(P
(c)
epkt)

n + · · ·
= 1 + Pepkt

1

1−P
(c)
epkt

=
1+Pepkt−P

(c)
epkt

1−P
(c)
epkt

(5.20)

5.5 Performance Analysis

In this section, we will investigate the HARQ schemes in AWGN channel and

Rayleigh fading channel respectively. We propose a cross layer optimization strat-

egy by implementing SISO non-cooperative and MISO cooperative communication

schemes. In order to make a choice between the SISO and MISO schemes, we com-

pare their energy consumption in the following subsection.
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5.5.1 Energy Consumption Comparison

The works in [1] have shown that cooperative MIMO communications are more

energy efficient than SISO systems at long distance communication in Rayleigh

fading channel. In order to analyse the energy efficiency of the HARQ schemes,

we extend the works in [1] by investigating the energy consumption components in

the sensor nodes. Furthermore, The AWGN channel and Rayleigh fading channel

conditions will be considered respectively. In this subsection, since we try to

investigate and compare the energy consumption components in SISO scheme and

MISO scheme, we assume no ARQ protocol is employed, and the performance

metric is the average BER of the total transmit packets.

We consider the MISO Alamouti scheme as a candidate cooperative scheme.

It employs two cooperative transmit nodes and one receive node. Each of them is

equipped with one antenna. Assuming the transmit power is equally allocated to

the two transmit nodes, which are located at the same distance from the receive

node, the average BER of the MISO Alamouti scheme in Rayleigh fading channel

can be approximated as [7]:

Pe =
3

16
(
Ēb

N0

)−2 (5.21)

where Ēb/N0 is the average received SNR from one path in Rayleigh fading channel.

On the other hand, taking the SISO communication in AWGN channel and in

Rayleigh fading channel into account, the average BER of SISO communication in

AWGN channel and Rayleigh fading channel can respectively be expressed as:

AWGN : Pe =
1
2
erfc(

√
Eb

N0
) (5.22)

Rayleigh fading : Pe =
1
4
( Ēb

N0
)−1 (5.23)

where Eb/N0 is the received SNR in AWGN channel. Considering equation (5.13),

the corresponding transmit power PT for a given BER performance can be deduced

according to equations (5.21), (5.22) and (5.23) in different scenarios.

Therefore, the total energy consumption per information bit for one transmis-

sion can be summarized as:

114



Eb = (1+α)PT

R
+ MTPct+MRPcr

R
+ (MT+MR)PsynTtr

L

= EbT +MTEbct +MREbcr + (MT +MR)Ebtr

(5.24)

We note that, in MISO Alamouti scheme, PT is used to represent the total

transmit power of the cooperative nodes. In addition, except for the power am-

plifier, we assume that the power consumption Pct and Pcr at the analog circuitry

are quasi invariant for a given transmit bit rate. Therefore, employing the system

parameters as shown in Table 5.2 and considering the parameters of transmit bit

rate as 250 kbps, the required BER as 10−3 and the packet length L as 100 bits,

the comparison of total energy consumption for SISO and MISO Alamouti com-

munication is shown in Figure 5.5. Since the advantage of MISO Alamouti scheme

is the capability of eliminating fading degradation and it has no extra benefits in

AWGN channel, so it is only considered for Rayleigh fading channel in our analysis.

Table 5.2: System parameters[1]
PDAC = 15mW Psyn = 50mW
PADC = 7mW PLNA = 20mW
Pfilter T = Pfilter R = 2.5mW PIFA = 3mW
Pmixer = 30.3mW Ttr = 5µm
η = 0.35 M = 40dB

Figure 5.5 shows that MISO Alamouti scheme consumes less total energy than

SISO scheme when the distance between the transmitter and receiver is larger than

a threshold value in Rayleigh fading channel. This observation coincides with the

analysis in [1]. Furthermore, we notice that, for MISO scheme in Rayleigh fading

channel, the growth of the total energy consumption increases smoothly as the dis-

tance become larger. The same phenomena can also be observed for SISO scheme

in AWGN channel. The reason for that can be explained in Figure 5.6 where we

consider the ratio of energy consumption EbT to the total energy consumption

expressed as:

ε =
EbT

EbT +MTEbct +MREbcr + (MT +MR)Ebtr
(5.25)

It shows that, for SISO scheme in AWGN channel and MISO scheme in Rayleigh

fading channel, the required transmit energy increases slowly and accounts for a

115



5 10 15 20 25 30
0

0.5

1

1.5
x 10

−5

Distance (m)

T
ot

al
 e

ne
rg

y 
co

ns
um

pt
io

n 
pe

r 
bi

t (
J/

bi
t)

 

 

SISO AWGN
SISO Rayleigh fading
MISO Rayleigh fading

Figure 5.5: Total energy consumption per bit for communication in different dis-
tances, with BPSK, R = 250kbps, Pe = 10−3 and L = 100bits
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Figure 5.6: Ratio of transmit energy to total energy consumption for communica-
tion in different distances, with BPSK, R = 250kbps, Pe = 10−3 and L = 100bits
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small ratio (less than 0.1) in the total energy consumption for the distance less than

20 meters. In this region, the energy consumption on the circuitries dominates the

total energy consumption. So the increase of total energy consumption is stable

in Figure 5.5. On the other hand, when the communication distance increases,

the required transmit power becomes larger and the ratio of the transmit energy

to total energy increases fastest in the SISO scheme of Rayleigh fading channel.

It approaches to one when the distance is larger than 50 meters. Therefore, in

Rayleigh fading channel, the SISO scheme consumes much more transmit energy

than the MISO Alamouti scheme. The MISO Alamouti scheme is more energy

efficient when the saving of the transmit energy exceeds the extra circuit energy

consumption.

In Figure 5.5 and Figure 5.6, we fixed the transmit bit rate and the packet

length. Whereas, equation (5.24) shows that increasing the transmit bit rate or

the packet length can lower the energy consumption per bit on the circuitry or

at the transient state, but the transmit energy per bit will not change for a given

BER. Consequently, the saving of the transmit energy by MISO Alamouti scheme

can easily surpass the extra circuit energy consumption. Hence, the threshold

distance where the energy efficiency of the MISO scheme outperforms the SISO

scheme in Rayleigh fading channel will decrease. As shown in Figure 5.7, the more

the transmit bit rate or the packet length is, the less the threshold distance will

be.

In the deployment of wireless sensor networks, the sensor nodes could be located

with little obstacle in the near distance region where AWGN channel is usually

assumed, or with many scatters in the far distance region where Rayleigh fading

channel is more applicable. As we have discussed in the previous analysis, SISO

scheme consumes less energy on the analog circuitry and could be energy efficient

in AWGN channel, while the MISO scheme is more energy efficient beyond the

threshold distance in Rayleigh fading channel. Therefore, in the following analysis,

we consider the SISO scheme in short distance communication (for example less

than 20m) with AWGN channel, and MISO scheme in relative long distance (larger

than 20m) communication with Rayleigh fading channel.

5.5.2 SISO System in AWGN Channel

For the communication in the short distance, AWGN channel among the nodes

is practical and SISO scheme is more appropriate. In this case, the packet error
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Figure 5.7: Threshold distance of energy efficiency by comparing the SISO scheme
with the MISO Alamouti scheme in Rayleigh fading channel

probability for a packet with L bits length can be given as:

Pepkt = 1− (1− Pe)
L (5.26)

Considering the basic ARQ protocol, the average times τ0 required for a successful

reception can de determined by equation (5.17). Then, the energy consumption

per bit for the transmission in basic ARQ protocol can be expressed as:

Eb0 = τ0

(
Pu
T+Pu

amp+Pct+Pcr

R

)
+ 2PtrTtr

L

= τ0
Pu
T

Rβ1,1
+ 2PtrTtr

L
with βi,j =

Pu
T

Pu
T+Pu

amp+iPct+jPcr

(5.27)

where βi,j is the ratio of the transmit power to the total power consumption for

each frame transmission in a system of i transmitters and j receivers. For example,

employing the system parameters as shown in Table 5.2, Figure 5.8 (a) and (b)

show the total energy consumption per bit and average transmission times by the

basic ARQ protocol. We change the separation distance of d=[5m, 10m, 20m]. The

minimum energy consumption points appear at the transmit power around -5dBm,

5dBm, and 15dBm. Figure 5.8b shows that at those transmit power, the average
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transmission times all approach to one. So it shows that less retransmissions might

be preferable to obtain the minimum energy consumption. The reason is that

power consumption on the analog circuitry dominates the total power consumption

in those cases as shown in Figure 5.9. For a separation distance less than 20m,

the ratio of the optimal transmit power to the total power consumption is almost

less than 0.1 by considering the basic ARQ protocol is applied. Therefore, when

considering the error control protocols in the SISO AWGN scenario, we should

give more consideration to reduce the energy consumption on the analog circuitry

and hence reduce the number of average transmission times.

5.5.3 Cooperative System in Rayleigh Fading Channel

Considering the Rayleigh fading channel, the packet error probability expressed by

equation (5.26) is valid only if perfect interleaving is applied to the transmission

sequences and each information bit fades independently. Since in our works, we

assume independent fading on each packet, the perfect interleaving is not feasible

considering the low data traffic of wireless sensor networks. Therefore, as stated

in [85], we interpret the outage probability at certain bandwidth efficiency Φ as

the representation of the packet error rate. Then for the basic ARQ protocol, the

mean transmission times in Rayleigh fading channel could be given as:

τ0 =
1

1− Pepkt

=
1

1− Pout(Φ)
(5.28)

where the outage probability Pout(Φ) for the MISO Alamouti scheme is expressed

as:

Pout(Φ) = Prob

{
log2

(
1 +

Ēb

2N0

(|a1|2 + |a2|2)
)

< Φ

}
(5.29)

For Rayleigh fading channel, the channel strengths of two cooperative paths

are independent exponentially distributed with E[|a1|2] = E[|a2|2], the outage

probability can be given according to equation (1.22) in Chapter 1 as:

Pout(Φ) = 1− (1 + γ)e−γ with γ = 2 2Φ−1
Ēb/N0

(5.30)

Figure 5.10 shows the case of transmitting L = 100bits or L = 1000bits packet

frame in Rayleigh fading channel by MISO Alamouti scheme. It shows that, for
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Figure 5.8: Performance of basic ARQ protocol in AWGN channel by SISO: (a)
total energy consumption per bit (b)average transmission time required for a suc-
cessful reception; with BPSK, R = 250kbps and L = 100bits
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ARQ protocol in SISO AWGN channel and MISO Rayleigh fading channel, with
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both of the frame length, wide gaps exist between the theoretical results assuming

perfect interleaving and the simulated packet error rate without interleaving. On

the other hand, by choosing appropriate parameter Φ, the outage probability can

represent the packet error rate with good precision. We note that the parameter

Φ could be decided in advance according to the length of the packet frame. For

example, taking Φ equals to 2, the outage probability matches well with the sim-

ulated packet error rate with L = 100bits. While for the frame length with 1000

bits, Φ equals to 2.6 would be appropriate.

Considering the basic ARQ protocols, the total energy consumption per bit for

the transmission in Rayleigh fading channel by MISO Alamouti scheme can be

given as:

Eb0 = τ0

(
Pu
T+Pu

amp+MTPct+MRPcr

R

)
+ (MT+MR)PtrTtr

L

= τ0
Pu
T

RβMT ,MR

+ (MT+MR)PtrTtr

L
with βMT ,MR

=
Pu
T

Pu
T+Pu

amp+MTPct+MRPcr

(5.31)
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Figure 5.10: The relation between the packet error probability and the outage
probability, in outage probability(2): Φ = 2; in outage probability(2.6): Φ = 2.6.

where τ0 is determined according to equation (5.30). Figure 5.11a shows the en-

ergy consumption at a transmission distance of 60 meters. We notice that by

increasing the packet length to 1000 bits, the minimum total energy consumption

will also increase. Because in this MISO Rayleigh fading scenario, more transmit

power should be allocated to provide a comparable packet error rate as shown in

Figure 5.10. Furthermore, Figure 5.11 (a) and (b) show that the optimal mean

transmission times obtaining the minimum energy consumption approach to 2 at

the SNR around 6dB and 8dB for the two packet lengths.

As shown in Figure 5.9, in the MISO Rayleigh fading scenario, the transmit

power consumption will dominate the total power consumption for the long dis-

tance transmission. By applying the basic ARQ protocol, the transmit power

consumption will surpass the other circuitry power consumption at a separation

distance larger than 50m where the optimal transmit power ratio is larger than 0.5.

To the extreme case of βMT ,MR
≈ 1/(1 + α) where the power consumptions at the

analog circuitry and the transient state are trivial, the total energy consumption

per bit can be approximated as:

Eb0 ≈ τ0

(
Pu
T+Pu

amp

R

)
≈ (1+α)

(1−Pout(Φ))R
P u
T with P u

T >> MTPct +MRPcr (5.32)
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Figure 5.11: Performance of basic ARQ protocol in Rayleigh fading channel by
MISO Alamouti scheme: (a) total energy consumption per bit; (b) average trans-
mission time required for a successful reception; with BPSK, R = 250kbps
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The function of total energy consumption Eb0 is easily shown to be convex on

the transmit power P u
T . Therefore, the optimal transmit power can be determined

by considering the partial differential equation of:

∂Eb0
∂Pu

T
= ∂

∂Pu
T

(
(1+α)

(1+γ)e−γR
P u
T

)

= ∂
∂Pu

T

(
(1+α)

(1+2(2Φ−1)N0R·PL(d)/Pu
T )e

−2(2Φ−1)N0R·PL(d)/Pu
T R

P u
T

)
= 0

(5.33)

Then, the optimal transmit power or optimal expected SNR for long distance

communication can be given as:

(P u
T )opt = (

√
5− 1)(2Φ − 1)N0R · PL(d) ⇒

(
Ēb

N0

)
opt

= (
√
5− 1)(2Φ − 1)

(5.34)

Considering equations (5.28) and (5.30), the optimal mean transmission times can

also be determined as:

τopt =
1

(1 + 2 2Φ−1
(Ēb/N0)opt

)e
−2 2Φ−1

(Ēb/N0)opt

=
1

(1 + 2√
5−1

)e
−2 2

√

5−1

≈ 1.93 (5.35)

It shows that packet retransmission is expected in this extreme case. Ac-

cording to equation (5.28), the expectation of packet retransmission means that

larger outage probability is presented as compared to less expectation on packet

retransmission. Hence, lower transmit power is utilized at the price of more packet

retransmission. Since transmit energy consumption dominates the total energy

consumption in this scenario, decreasing the transmit power is reasonable to be

energy efficient.

5.5.4 Energy Efficiency of Hybrid ARQ Protocols

In the hybrid ARQ protocols, error correction codes will be applied. They bring

the coding gain but at a cost of decreasing the bandwidth efficiency. Hence, more
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energy consumption on the analog circuitry is required at the same transmit bit

rate. The energy efficiency of employing hybrid ARQ protocols should be investi-

gated. We note that optimizing the transmit bit rate could help to eliminate the

effect of energy consumption on analog circuitry. Whereas, changing the bit rate

will also alter the ratio of the transmit power βi,j . Since in our works, we try to

analyse the energy efficiency by considering the effect of power consumption on

analog circuitry, so the ratio of the transmit power to the total power consumption

will be primarily taken into account and we will not consider the optimization of

the transmit bit rate. But we mention that our works can be extended to optimize

the transmit bit rate if we consider that the ratio βi,j changes with the transmit

bit rate. Therefore, in the following analysis, we only consider that the bit rate

is constant and equals to 250 kbps which is the largest bit rate in current IEEE

standard [5] for wireless sensor networks.

SISO AWGN scenario

As shown in Figure 5.8a, the average transmission times for optimal energy con-

sumption approaches to one in the SISO AWGN scenario. The BER should be

already low enough for the optimal transmission. So the main purpose of applying

error correction codes is not to decrease the communication BER, but to reduce the

possibility of retransmission requirement. On the other hand, the energy consump-

tion of analog circuitry dominates the total energy consumption in this scenario,

so the energy efficient implementation of error control codes should satisfy that

the reduced transmit energy can compensate the extra energy consumption of the

redundant sequence and the codec. As a result, when we consider the schemes of

the different HARQ protocols in AWGN channel, we assume that the retransmis-

sion, if it is required, at least could maintain the same BER performance as the

first try.

Specifically, in HARQ-I, since the coded sequence will be transmitted at the

first try and also during the required retransmissions. The BER performance

can be obtained as equal to the basic ARQ protocol by choosing an appropriate

transmit power. The coding gain expressed in equation (5.10) can be represented

as:

G =
Eu

b

Ec
b

=
P u
T

P c
T

Rc

Ru

=
P u
T

rP c
T

(5.36)
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where Eu
b and Ec

b are the required signal energy per bit to maintain the same BER

performance. P u
T and P c

T represent the according transmit powers by assuming

the uncoded and coded systems have the same bandwidth efficiency, that is the

transmit bit rates for the uncoded and coded systems have the relation of Ru =

rRc.

In HARQ-II, the incremental redundancy will be transmitted only on the re-

quest for retransmission. The BER performances of the first transmission sequence

and the combined coded sequence are not easy to keep the same. Considering the

previous analysis of basic ARQ protocol, packet retransmission is seldom required

in SISO AWGN scenario on the view of energy efficiency. Hence, it is reasonable

that the retransmission of incremental redundancy happens with little occasion.

Therefore, we assume that the transmit bit rates of the first transmission and the

retransmission are the same. It is obvious that the BER performance of the coded

combining sequence is better than the first transmission sequence. The transmit

power for retransmission of incremental redundancy can be determined by the

coding gain corresponding to equation (5.10) as:

G =
Eu

b

Ec
b

=
P u
T

P c
T

Rc

Ru

=
P u
T

P c
T

(5.37)

Therefore, according to the previous discussion, the HARQ-I protocol is sup-

posed to obtain the same BER performance as the basic ARQ protocol, while

the HARQ-II protocol is supposed to obtain better BER performance. Since the

transmission errors happen independently in AWGN channel, the packet error rate

is determined by equation (5.26). Considering equations (5.17), (5.18) and (5.20),

the average transmission times for different protocols satisfies:

τ0 = τ1 > τ2 (5.38)

As the relation between the transmit power for the uncoded transmission and the

coded transmission are determined by equations (5.36) and (5.37) in HARQ-I and

HARQ-II, hence, in the SISO AWGN scenario, the energy consumption per bit by

employing these protocols can be expressed as:
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HARQ-I :

Eb1 = τ1

(
r
P c
T+P c

amp+Pct+Pcr

R
+ Ebcodec

)
+ 2PtrTtr

L

= τ0

((
1+α
Rg(r)

+ r 1−(1+α)β1,1

Rβ1,1

)
P u
T +Ψ(r)

)
+ 2PtrTtr

L

(5.39)

HARQ-II :

Eb2 =
Pu
T+Pu

amp+Pct+Pcr

R
+ (τ2 − 1)

(
(1−r)

r

P c
T+P c

amp+Pct+Pcr

R
+ Ebcodec

)
+ 2PtrTtr

L

<
Pu
T

Rβ1,1
+ (τ0 − 1)

(
(1−r)

r

(
1+α
Rg(r)

+ 1−(1+α)β1,1

Rβ1,1

)
P u
T +Ψ(r)

)
+ 2PtrTtr

L

(5.40)

MISO Rayleigh fading scenario

In the MISO Rayleigh fading scenario, the energy efficient application of error

control codes should also satisfy the condition that, the reduced transmit energy

for obtaining the same optimal outage probability can compensate the extra energy

consumption on the redundant sequence and the codec. In addition, as we have

mentioned that, since the transmit power dominates the total transmit power in

this scenario, the opportunistic of one successful transmission by employing a lower

transmit power could be profitable. So the HARQ-I protocol, which can reduce the

required transmit power as shown in equation (5.36), would be more preferable.

Therefore, we only consider HARQ-I in the MISO Rayleigh fading scenario.

Considering the energy consumption per bit by employing the HARQ I proto-

col, the expression can be obtained as:

HARQ-I :

Eb1 = τ1

(
r
P c
T+P c

amp+MTPct+MRPcr

R
+ Ebcodec

)
+ (MT+MR)PtrTtr

L

= τ0

((
1+α
Rg(r)

+ r
1−(1+α)βMT ,MR

RβMT ,MR

)
P u
T +Ψ(r)

)
+ (MT+MR)PtrTtr

L

(5.41)

It has similar expression to equations (5.39) but with differences on the ratio βi,j

and the energy consumption on the transient state. At the same time, we note

that the average transmission times τi in the MISO Rayleigh fading scenario is
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determined by the outage probability, and the g(r) is referred to as the coding

gain of maintaining the same outage probability.

Furthermore, we have to mention that, in the case where the transmit energy

consumption is comparable to the energy consumption on the analog circuitry, the

optimal implementation of error controls might also try to reduce the transmit

power at the same time of decreasing the average transmission times. Our con-

sideration of maintaining the outage probability provides an upper bound of the

condition that the HARQ protocols can be more energy efficient.

Therefore, these HARQ protocols can be more energy efficient than the basic

ARQ protocol if the following condition is satisfied:

∆Ebi = Eb0 − Ebi > 0 (5.42)

Specifically, for each HARQ protocols, the conditions are given as:

HARQ-I :

∆Eb1 = τ0 [(1 + α) (rg(r)− 1) βi,j + (1− r)g(r)− g(r)βi,jΨ(r)R/P u
T ] > 0 (5.43)

HARQ-II :

∆Eb2 = (τ0−1)
[
(1 + α) (1− r) (g(r)− 1) rβi,j + r2g(r)− rg(r)βi,jΨ(r)R/P u

T

]
> 0

(5.44)

We notice that, the parameters τ0 or τ0−1 will only affect the amount of energy

savings by the two protocols. Therefore, eliminating the effect of the parameters

τ0 or τ0 − 1, the general conditions for the protocols to be more energy efficient

than basic ARQ are:

HARQ-I :

g(r) >
(1+α)βi,j

(1+α)rβi,j+(1−r)−βi,jΨ(r)R/Pu
T
≈ (1+α)βi,j

(1+α)rβi,j+(1−r)

with (1 + α)rβi,j + (1− r)− βi,jΨ(r)R/P u
T > 0

(5.45)
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HARQ-II :

g(r) >
r(1−r)(1+α)βi,j

r(1−r)(1+α)βi,j+r2−rβi,jΨ(r)R/Pu
T
≈ (1+α)βi,j

(1+α)βi,j+r/(1−r)

with r(1− r)(1 + α)βi,j + r2 − rβi,jΨ(r)R/P u
T > 0

(5.46)

The two equations provide the requirements on the coding gain to make the em-

ployed error control code be energy efficient. Considering the power consumption

at the codec (RΨ(r)) is usually much less than P u
T , the component βi,jΨ(r)R/P u

T

in equations (5.45) and (5.46) is reasonable to be omitted. As we have stated, for

the short distance communication less the 20m, power consumption on the analog

circuitry dominates the total power consumption in AWGN channel. So βi,j < 0.1

is assumed to be satisfied in this case as shown in Figure 5.9. Then, the condition

expressed in equation (5.45) requires more coding gain than in equation (5.46).

Therefore, the HARQ-II protocol is more easier to be energy efficient in the SISO

AWGN scenario.

5.6 Summary

In this chapter, we consider the energy efficiency of three error control protocols in

wireless sensor networks. Two scenarios: SISO AWGN for short distance communi-

cation and MISO Rayleigh fading for long distance communication are considered

in our analysis. In the SISO AWGN scenario, since energy consumption on analog

circuitry dominates the total energy consumption, less retransmission is expected.

As the HARQ-II protocol transmits the redundancy only when it is necessary, so it

shows to be easier to be energy efficient than the others. On the other hand, in the

MISO Rayleigh fading scenario, due to the channel fading and relative long sepa-

ration distance, more transmit power is required. A tradeoff between less transmit

power and more retransmission expectation by employing HARQ-I protocol could

be made. In this case, we propose the thresholds of the coding gain for various

code rates to make the HARQ-I protocol more energy efficient.
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Chapter 6

Conclusions

Due to the benefits from virtual multiple antennas, cooperative communication

schemes provide good performance on energy efficiency in hostile fading channel

condition. The aim of this dissertation was to explore the energy efficient and low

complex implementation of cooperative schemes in wireless sensor networks.

In order to reveal the advantage of virtual multiple antennas system, we eval-

uated the capacity of ergodic Rayleigh fading channel and outage probability in

block Rayleigh fading channel for MIMO system in Chapter 1. Although multi-

ple receive antennas could further improve the system, it increases the transceiver

complexity, which is not practical for the sensor nodes that are normally equipped

with one antenna. Considering the requirement on simple and flexible deployment,

we focused on the virtual multiple transmit antennas system in this dissertation.

In Chapter 2, various cooperative schemes are discussed. They are implemented

either in physical layer or in network layer. Physical layer cooperative commu-

nication schemes were the most consideration in our works. We considered the

distributed time synchronization problem, power allocation scheme and error con-

trol protocol in the application of these cooperative schemes. In the most parts

of our works, we focused on the energy efficient implementation of cooperative

communications.

The contribution of this dissertation can be summarized as:

• We analysed the synchronization requirement on the virtual MISO coopera-

tive communication, which is based on the Alamouti code. Although signal

arrival time synchronization is required for this cooperative scheme, a slight
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synchronization error has little effect on the reception performance. Knowing

the effect of the synchronization error, we proposed a physical layer synchro-

nization scheme for the virtual MISO cooperative communication in wireless

sensor networks. The proposed scheme is adequate while introduces less

complexity to the network design. A maximum likelihood method has been

proposed for the synchronization error estimation in the reception of coop-

erative data. It shows better performance even with shorter synchronization

sequence. The decision matrix can be pre-calculated and reused in the pro-

cess of synchronization error estimation before Alamouti decoding. We also

considered two strategies after synchronization error estimation. Better BER

performance is obtained even in the existence of an initial synchronization

error between the two cooperative transmit nodes. Our proposed time syn-

chronization scheme provides better BER performance in the existence of

initial synchronization error.

• We proposed the optimal power allocation strategies for AF cooperative re-

laying scheme and virtual MISO cooperative scheme in wireless sensor net-

works. With a given requirement on BER performance, they help to min-

imize the total transmit power in Rayleigh fading channel. The approxi-

mated power allocation for each node can be calculated in analytical way

and agrees the precise result obtained in numerical way. Moreover, without

direct link between the source and destination nodes, we proposed two en-

ergy efficient solutions to incorporate the AF cooperative relaying scheme

and virtual MISO cooperative scheme. The optimal power allocation strate-

gies are applied at different stages of the cooperation. We compared their

performances on the horizontal symmetric topology and diagonal symmetric

topology. A heuristic policy to select the cooperative nodes and choose the

appropriate cooperative solution is derived.

• We analysed the energy efficiency of three error control protocols in wireless

sensor networks. Two scenarios: SISO AWGN for near distance communi-

cation and MISO Rayleigh fading for long distance communication are con-

sidered. In the SISO AWGN scenario, since energy consumption on analog

circuitry dominates the total energy consumption, less retransmission is ex-

pected. As the HARQ-II protocol only transmits the redundancy when it is

necessary, it shows to be easier to be energy efficient than the others. On the
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other hand, in the MISO Rayleigh fading scenario, due to the channel fading

and relative long separation distance, more transmit power is required. A

tradeoff between less transmit power and more retransmission expectation

by employing HARQ-I protocol could be made. In this case, we proposed

the thresholds of the coding gain for various code rates to make the HARQ-I

protocol to be more energy efficient.

Future Works

In the works of this dissertation, we proposed some solutions to the practical and

energy efficient implementation of cooperative communication in wireless sensor

networks. There are still a variety of open areas for further research.

Combination with the network coding: In this dissertation, we focused on

the cooperative communication in the physical layer and explored their energy

efficiency. While we have shown that network coding cooperative scheme can be

implemented in the network layer to improve the network throughput. The dy-

namic switching between the cooperative schemes in network layer and physical

layer or a combination of both would be interesting for the networks either with

different requirement on data transmission or in different channel conditions.

OFDM based cooperative communication: We have shown that OFDMmod-

ulation scheme can be incorporated in the cooperative communication to reduce

the requirement on time synchronization. However, it brings another problem

of frequency synchronization which might increase the complexity to the signal

processing. Although some research have been done on this problem, the energy

efficient implementation of that is still an open area. Furthermore, the problem of

high peak-to-average-power ratio on OFDM modulation, which might introduce

poor energy efficiency to the cooperative communication, is interesting to be in-

vestigated.

MAC layer consideration: The cooperative communication schemes require

the coordination among the involved sensor nodes. A strict TDMA scheme might

affect the energy efficiency or throughput performance on the view of the entire

network. On the other hand, the probabilistic MAC protocols, like the CSMA

protocol, cannot guarantee the involvement of all the necessary cooperative nodes.

Therefore, an efficient MAC layer protocol is interesting to be explored for the
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cooperative communication schemes.

Hardware implementation: A number of research works have theoretically

proven the advantages of cooperative communication. But little prototype has

been implemented with practical supports for amply-and-forward cooperation or

virtual multiple antennas system. Most sensor nodes on the shelf are supposed to

support the IEEE-15.4 standard that has not proposition for cooperative commu-

nication. Our works have proposed a reasonable time synchronization scheme for

cooperative communication, but a test-bed implementation would be helpful for

revealing other potential issues.

134



Appendix A

Considering the optimal solutions of the relaxed problem shown in the equations

(4.15) and (4.16), if they are under the constraints of the maximum transmit power,

the solutions are feasible. Otherwise, we rewrite the objective function L1 in the

equation (4.11) as:

L1 = Ps + Pr + λ1(
3

16
(1 + γ̄sd)

−1(
γ̄srγ̄rd

γ̄sr + γ̄rd
)−1 − PeThr) + λ2(Ps − Pmax) (7.1)

Setting ∇PsL1 = 0 and ∇PrL1 = 0 gives:

∇PsL1 = 1− 3λ1

16
· (N0B)2

(σ2
sdPs+N0B)

· ( σ2
sd

σ2
srPsσ2

rdPr
· σ2

srPs+σ2
rdPr

σ2
sdPs+N0B

+ 1
σ2
srP

2
s
) + λ2 = 0

∇PrL1 = 1− 3λ1

16
· (N0B)2

(σ2
sdPs+N0B)

· 1
σ2
rdP

2
r
= 0

(7.2)

Considering the constraint functions of the equation (4.9) and Ps = Pmax, the

optimal allocated power of Pr can be:

Pr = (
16Pe

3

σ2
sdPs +N0B

(N0B)2
σ2
rd −

σ2
rd

σ2
srPs

)−1 (7.3)

If the obtained Pr is under the maximum power constraint, λ2 should be used to

verify that the solutions are feasible. Thus, by eliminating the Lagrange multiplier

λ1 and considering the equation (4.9), the equation array (7.2) yield:

λ2 =
16Pe

3

P 2
r σ

2
sdσ

2
rd

(N0B)2
− σ2

rdP
2
r

σ2
srP

2
s

− 1 (7.4)
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Therefore, considering the equations (7.3) and (7.4), if the condition λ2 ≥ 0 can be

verified, the optimal solutions Ps and Pr represented by Ps = Pmax and the equation

(7.4) are feasible. Otherwise, the required BER for the cooperative relaying system

cannot be attained.
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Appendix B : Résumé Étendu

Introduction générale

Dans l’histoire de l’évolution de l’informatique, les lois empiriques de Moore pré-

disent une évolution à long terme de la puissance des ordinateurs et de la com-

plexité du matériel informatique. Une réévaluation de ces lois, formulée en 1975,

prédit que le nombre de transistors des microprocesseurs double approximative-

ment tous les deux ans à coût constant. Cette assertion s’avère exacte depuis 1971.

Cette tendance à la miniaturisation et à l’augmentation des capacités de calcul per-

met aux chercheurs de concevoir à faible coût, des dispositifs de communications

de faible puissance. Les réseaux de capteurs sans fil, interconnectés à l’aide de ces

petits dispositifs (généralement appelés nœuds ou capteurs), sont destinés aux ap-

plications militaires, environnementales, médicales, commerciales ou de sécurité.

Ils peuvent être déployés à grande ou à petite échelle selon l’application visée.

Les réseaux de capteurs sans fil sont généralement utilisés dans des environne-

ments complexes où les canaux de communications souffrent d’évanouissements et

d’effets de masque. Les systèmes multi-antennes peuvent améliorer grandement les

performances en exploitant la diversité des canaux. Cependant, pour des raisons de

taille, la mise en œuvre d’antennes multiples sur ces nœuds n’est pas envisageable.

Compte tenu de la nature diffuse du signal radio, le message émis par un nœud

peut être écouté par les autres nœuds. Ils peuvent ainsi retransmettre la même

version du message source en tant que « relais » (répéteurs) ou en utilisant un

codage spatio-temporel coopératif. Nous nommerons ces deux méthodes, système

coopératif par relais et système coopératif MISO (Multi-Input Single-Output) vir-

tuel. L’utilisation de tels systèmes de communications coopératifs peut aboutir à

l’obtention de performances similaires à celles obtenues avec des systèmes multi-

antennes. De plus, ces systèmes sont souvent plus efficaces en énergie qu’une simple

communication SISO (Single-Input Single-Output) longue distance.
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Les nœuds sont généralement soumis à des limitations, comme l’alimentation

électrique, la capacité de traitement et la largeur de bande. Les contraintes sur la

puissance et l’architecture simple des nœuds doivent être prises en compte lors de

la mise en œuvre des schémas coopératifs de communications dans les réseaux de

capteurs sans fil. C’est la principale motivation de notre travail. Considérant les

communications coopératives MISO virtuel, nous nous concentrons sur le système

de codage spatio-temporel de type Alamouti. La mise en œuvre de cette méthode

nécessite que les nœuds soient bien synchronisés à la réception du signal. Nous

proposons donc un schéma de synchronisation satisfaisant l’exigence de précision

tout en introduisant une faible complexité pour la conception du système. En

appliquant ce schéma, nous supposons que le problème de synchronisation tempo-

relle peut être résolu de manière appropriée. Puis, différents schémas de contrôle

de puissance sont étudiés pour les communications coopératives par relais et les

transmissions MISO virtuel afin d’améliorer encore l’efficacité énergétique. Enfin,

des protocoles de contrôle d’erreurs pour les communications coopératives sont pro-

posés, afin de déterminer le bon compromis entre la fiabilité des liens et l’efficacité

énergétique.

B.1 Concepts associés

Un réseau de capteurs sans fil se compose de capteurs autonomes, spatialement

répartis, communiquant entre eux via une connexion sans fil et permettant la

perception du monde qui nous entoure et l’Internet des Objets. Les réseaux de

capteurs sans fil peuvent être déployés à petite ou à grande échelle : à l’échelle

du corps humain pour les réseaux de capteurs « corporels » ou à l’échelle d’une

ville, voire plus, pour les réseaux de capteurs de surveillance. Tous les nœuds

sont autonomes et combinés pour former un réseau sans fil nécessitant peu ou

pas de planification. Les informations collectées par les réseaux de capteurs sans

fil peuvent être de natures différentes en fonction de l’intérêt des utilisateurs. Ces

réseaux peuvent être consultés par l’intermédiaire d’un nœud spécial, appelé puits,

qui fait office de passerelle.

La caractéristique essentielle des réseaux de capteurs sans fil est leur capacité à

percevoir le monde, de façon autonome et omniprésente. Ces deux caractéristiques

imposent un certain nombre d’exigences :

• Fonctionnement de longue durée avec une alimentation limitée ou des batte-
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ries rechargeables (récupération d’énergie),

• Capacité à travailler de manière flexible et inattendue vis-à-vis des nœuds

en échec,

• Capacité à résister aux conditions environnementales et de communication

difficiles,

• Intégration possible de nœuds hétérogènes,

• Déploiement à grande échelle et dynamique de la topologie du réseau.

Les applications des réseaux de capteurs sans fil sont variées et ont été déve-

loppées notamment pour la surveillance environnementale, la poursuite de cibles

ou encore le contrôle industriel. D’autre part, avec le développement des systèmes

MEMS (Micro-Electro-Mechanical Systems) et NEMS (Nano-Electro-Mechanical

Systems), les capteurs devraient progresser vers la miniaturisation, à faible coût

et à faible consommation. Ainsi, les réseaux de capteurs sans fil auront, à court

terme, un grand impact sur la vie moderne.

Les réseaux de capteurs sans fil sont généralement déployés dans des environ-

nements complexes où les canaux de communications souffrent d’évanouissements

et d’effets de masque. A ce titre, le canal de propagation radio mobile a un impact

important sur le fonctionnement des réseaux. Les conditions rigoureuses du canal

exigent l’application d’algorithmes spécifiques, à plusieurs niveaux du protocole.

Le canal BBAG (Bruit Blanc Additif Gaussien) ou AWGN en anglais, est classi-

quement considéré comme une source élémentaire de dégradation des performances

des systèmes de communications. Le principal contributeur au BBAG est le bruit

thermique généré dans le récepteur.

Le signal qui se propage dans le canal radio mobile peut être soumis à deux

types de phénomènes provoquant des variations de la puissance du signal reçu : les

évanouissements à grande et à petite échelle. L’impact de ces évanouissements sur

les performances du récepteur est généralement plus important que celui du canal

BBAG. Les systèmes coopératifs de codage spatio-temporel et par relais sont des

solutions prometteuses pour lutter contre ces phénomènes. La mise en œuvre de

ces systèmes coopératifs implique qu’un canal SIMO, MISO ou MIMO devra être

établi entre les nœuds.

A titre d’illustration, dans la figure 7.1, nous comparons la capacité d’un canal

à évanouissement de Rayleigh pour ces systèmes coopératifs utilisant des canaux de
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Figure 7.1 – Capacité d’un canal à évanouissement de Rayleigh en fonction du
RSB pour les systèmes SIMO, MISO et MIMO

propagation 2x2, 1x4 et 4x1 (nombre d’émetteurs x nombre de récepteurs). Dans

ces trois cas, quatre liens de Rayleigh indépendants existent. Le cas 2x2 montre

une plus grande capacité pour un RSB (Rapport Signal à Bruit) de plus de 8 dB,

alors que le cas 1x4 offre un meilleur gain de capacité pour les faibles RSB. En

outre, l’augmentation du nombre d’antennes de réception dans les systèmes SIMO

permet d’obtenir un meilleur gain de capacité que l’augmentation du nombre d’an-

tennes d’émission dans les systèmes MISO. Cela peut être clairement observé sur

la figure 7.2. La capacité sature plus rapidement dans le cas des systèmes MISO.

Il semblerait qu’aller au delà de deux antennes d’émission ne soit pas nécessaire

dans la perspective d’obtenir un gain de capacité dans le cas d’un canal à évanouis-

sements de Rayleigh. Si la puissance totale transmise disponible pour le système

MISO est contrainte, l’emploi d’un nombre plus important d’antennes d’émission,

dans la perspective d’obtenir une plus grande capacité de canal, semble être un

gaspillage de ressources. Par conséquent, un système de communications avec plu-

sieurs antennes de réception fournit un meilleur gain de capacité qu’un système

composé de plusieurs antennes d’émission.

Bien que les systèmes à plusieurs antennes de réception, tels que les systèmes

1x4 et 2x2, permettent d’améliorer les performances des communications, ils aug-
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Figure 7.2 – Capacité d’un canal à évanouissement de Rayleigh en fonction du
nombre d’antennes pour les systèmes SIMO, MISO et MIMO ; RSB = 10dB

mentent la complexité des émetteurs-récepteurs. Dans cette thèse, nous nous fo-

calisons sur la problématique des réseaux de capteurs sans fil, où chaque nœud

est normalement équipé d’une seule antenne et alimenté à l’aide d’une batterie

à puissance limitée. Dans ce cas, l’efficacité énergétique et la simplicité de mise

en œuvre sont prépondérantes par rapport à l’augmentation de la capacité. C’est

pourquoi nous considérerons essentiellement des systèmes MISO dans cette thèse.

B.2 Communication coopérative dans les réseaux

de capteurs sans fil

B.2.1 Introduction

Les systèmes de communications coopératifs peuvent être mis en œuvre à différents

niveaux du protocole, telles que la couche réseau ou la couche physique. Dans le

premier cas, le codage de réseau est un domaine de recherche très actif ces dernières

années. Il peut être également implanté au niveau de la couche physique moyennant

une augmentation de la complexité du traitement en bande de base.

Au niveau de la couche physique, deux autres types de systèmes coopératifs sont
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principalement proposés. Le premier, que nous appelons système coopératif par

relais, utilise l’assistance radio des nœuds relais pour compenser les effets engendrés

par les évanouissements. En utilisant le principe de « décodage et retransmission »

(decode-and-forward) ou le principe d’« amplification et retransmission » (amplify-

and-forward), le nœud relais peut retransmettre le signal reçu du nœud source

vers le nœud destinataire. Celui-ci combine les signaux reçus du nœud source et

du nœud relais en se basant sur le critère du maximum de vraisemblance ou du

maximum du rapport signal à bruit.

Le second système, appelé système coopératif MISO virtuel, exploite des codes

spatio-temporels orthogonaux. Le message émis est d’abord codé par un code

spatio-temporel au niveau de chaque nœud coopératif. Des copies redondantes

du flux de données, sont transmises par ces nœuds au récepteur, afin de bénéficier

de la diversité de canal. Le système coopératif MISO virtuel peut être combiné

avec une modulation OFDM (Orthogonal Frequency Division Multiplexing) pour

surmonter le problème de synchronisation temporelle entre les nœuds distribués.

B.2.2 Codage de réseau

En codage de réseau, les nœuds réalisent une combinaison des paquets à émettre

avant transmission. Cette combinaison peut être faite sur les flux de bits ou sur les

symboles analogiques modulés. Nous différencierons ces deux méthodes en parlant

respectivement de codage de réseau numérique et de codage de réseau analogique.

Pour illustrer le principe de base du codage de réseau, considérons deux nœuds

sans fil (A et B) échangeant de manière classique des messages via un nœud routeur

(R). En tenant compte du fait qu’un seul canal est utilisé par le système, l’échange

de messages entre les deux nœuds A et B nécessite quatre intervalles de temps :

les deux premiers sont alloués au recueil des messages et les deux derniers à la

diffusion des messages.

En utilisant le codage de réseau numérique, deux intervalles de temps sont

encore nécessaires pour le recueil des messages mais un seul est nécessaire pour la

diffusion des messages. En effet, le relais diffuse la combinaison de a xor b et les

nœuds A et B qui connaissent déjà les messages a et b respectivement, peuvent

obtenir le message b à partir de [a xor (a xor b)] et le message a à partir de [b xor

(a xor b)].
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B.2.3 Système coopératif par relais

La transmission multi-saut est un principe de communication longue distance cou-

ramment utilisé dans les réseaux de capteurs sans fil. En se référant à ce principe

et en exploitant la nature diffuse du support de transmission, plusieurs systèmes

coopératifs par relais peuvent être considérés. En général, ils peuvent être classi-

fiés en plusieurs catégories : les systèmes par relais fixes exploitant le principe de

« décodage et retransmission » (decode-and-forward) ou le principe de l’« am-

plification et retransmission » (amplify-and-forward), et les systèmes par relais

optionnels utilisant des relais sélectifs ou des relais supplémentaires.

Le processus de décodage et de transmission est également utilisé dans la trans-

mission traditionnelle multi-saut. La différence est que, dans le cas du système co-

opératif par relais, le nœud source S souhaite transmettre un message aux nœuds

de destination D avec la collaboration du nœud relais R, alors que classiquement, le

nœud R n’est utilisé que pour effectuer un saut de communication. La transmission

peut être divisée en deux étapes. Dans un premier temps, le message est diffusé

par le nœud source. Le nœud de destination et le nœud relais reçoivent ce message

par le biais de la diffusion sans fil. En raison des conditions différentes du canal de

propagation, les nœuds relais et de destination détectent le message différemment.

Il est raisonnable de penser que, dans la plupart des cas, le nœud relais reçoit ce

message avec une probabilité d’erreur moindre que le nœud de destination. Puis,

dans un deuxième temps, le nœud relais retransmet le message décodé. En se ba-

sant sur les deux signaux reçus, le nœud de destination, par l’intermédiaire de la

méthode MRC (maximum Ratio Combining), récupère le signal source avec une

probabilité d’erreur plus faible. Le processus d’amplification et de retransmission

se compose également de trois nœuds mais, dans ce cas, le nœud relais se contente

d’amplifier le signal reçu sans le décoder.

Les systèmes par relais fixes, comme décrits précédemment, correspondent aux

cas où le nœud relais est défini à l’avance. Cependant rien ne garanti que ce nœud

reste le meilleur candidat pour ce rôle. Ainsi, dans le cas d’un système par sélection

de relais, le nœud relais peut être choisi au fil de l’eau en fonction des conditions

de transmission et suivant différentes stratégies.

Dans ce qui précède nous avons proposé que le nœud relais choisi participe en

permanence à la communication coopérative. Dans certains cas, cette stratégie peut

être inefficace. En effet, si le canal entre le nœud source et le nœud de destination

est suffisamment bon, il n’est pas nécessaire d’utiliser le relais. On peut alors
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envisager que la transmission par relais soit déclenchée par la destination en cas

de défaillance de la transmission directe.

Enfin la transmission par relais peut inclure l’utilisation de codes correcteurs

d’erreurs afin de protéger l’information transmise, la redondance pouvant être

transmise ou non par l’intermédiaire du relais.

B.2.4 Système coopératif MISO virtuel

Le système coopératif MISO virtuel est capable de fournir des performances proches

de celles obtenues lors de l’utilisation de systèmes multi-antennaires. Le principe

et de sélectionner un ou plusieurs nœuds de coopération parmi un ensemble de

nœuds relais potentiels afin de constituer un système virtuel multi-antennes. Les

données à transmettre sont codées au moyen d’un code espace-temps puis divisées

en autant de flux de données que de nœuds de coopération choisis. Ces flux sont

transmis simultanément par l’ensemble des nœuds coopératifs. Dans la suite, nous

détaillons les codes en blocs espace-temps distribués, en nous limitant au code

d’Alamouti.

Un tel système est constitué de deux nœuds émetteurs et d’un nœud récepteur.

Nous supposons que chacun des deux nœuds émetteurs connâıt l’information à

transmettre. La modulation choisie possède une constellation à 2b symboles. Dans

un premier temps, 2b bits sont traités et fournissent deux signaux modulés s1 et s2.

Ces deux signaux sont alors transmis en parallèle par les deux nœuds émetteurs.

Dans un second temps, les signaux −s∗2 et s
∗
1 sont émis simultanément par ces deux

mêmes nœuds émetteurs. L’opérateur * fait référence à la conjugaison complexe.

Si le canal est considéré comme statique durant les deux intervalles de temps où les

deux émissions simultanées sont effectués, les signaux r1 et r2 reçus par le nœud

récepteur s’écrivent :

r1 = h1

√
PT1s1 + h2

√
PT2s2 + n1

r2 = −h1

√
PT1s

∗
2 + h2

√
PT2s

∗
1 + n2

(7.5)

où PT1 et PT2 sont les puissances d’émission des deux nœuds émetteurs, h1 et h2

sont les coefficients complexes des canaux de propagation respectivement définis

par a1e
jθ1 et a2e

jθ2 , n1 et n2 représentent les bruits blancs additifs gaussien. La

méthode du maximum de vraisemblance est utilisée pour effectuer la décision en
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réception :

[∣∣∣r1 − h1

√
PT1s1 − h2

√
PT2s2

∣∣∣
2

+
∣∣∣r2 + h1

√
PT1s

∗
2 − h2

√
PT2s

∗
1

∣∣∣
2
]

(7.6)

Ainsi, les signaux combinés reçus au détecteur sont donnés par :

s̃1 = r1h
∗
1

√
PT1 + r∗2h2

√
PT2 = (a21PT1 + a22PT2)s1 + h∗

1

√
PT1n1 + h2

√
PT2n

∗
2

s̃2 = r1h
∗
2

√
PT2 − r∗2h1

√
PT1 = (a21PT1 + a22PT2)s2 − h1

√
PT1n

∗
2 + h∗

2

√
PT2n1

(7.7)

Ce type de système coopératif, utilisant le codage d’Alamouti, fournit deux

branches de diversité, et permet donc d’améliorer les performances de la liaison en

présence d’évanouissements rapides.

Notons toutefois que l’application d’un système coopératif MISO virtuel à des

réseaux de capteurs sans fil, nécessite de résoudre un certain nombre de questions

pratiques. Dans l’analyse précédente, nous avons supposé une parfaite synchroni-

sation fréquentielle et temporelle, alors qu’en réalité, en raison de l’incohérence des

oscillateurs et du déploiement distribué des nœuds, le problème de synchronisation

ne doit pas être ignoré. Pour la synchronisation de la porteuse, on peut supposer

qu’une porteuse de référence est transmise sur laquelle tous les nœuds peuvent se

synchroniser en utilisant une boucle à verrouillage de phase. On peut également

proposer une estimation de la porteuse basée sur la présence de symboles pilotes

placées au début de chaque paquet.

Outre le problème de synchronisation de la porteuse, la synchronisation du

temps d’arrivée des signaux reçus est plus importante pour un système coopératif

MISO virtuel. En effet, les signaux reçus au nœud récepteur provenant de plusieurs

émetteurs doivent être recombinés de manière cohérente, ce qui nécessite que le

nœud soit correctement synchronisé. Les effets liés au problème de synchronisation

seront discutés dans le chapitre 3.
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B.2.5 Conclusion

Dans ce chapitre, différents systèmes de communications coopératifs, mis en œuvre

soit au niveau de la couche physique soit au niveau de la couche réseau, ont été pré-

sentés. Ils peuvent être utilisés pour exploiter la diversité dans l’espace fréquentielle

ou dans l’espace temporelle. Dans cette thèse, nous nous concentrons sur les sys-

tèmes de communications coopératifs au niveau de la couche physique. Cependant,

nous pouvons noter que des systèmes coopératifs au niveau de la couche réseau,

tels que le codage de réseau, peuvent être implémentés en parallèle de systèmes

coopératifs au niveau de la couche physique.

B.3 Synchronisation pour les communications co-

opératives

B.3.1 Introduction

La synchronisation temporelle est cruciale pour la mise en œuvre des communi-

cations coopératives dans les réseaux de capteurs sans fil. Nous étudions ici les

effets de l’erreur de synchronisation sur la communication coopérative utilisant le

codage d’Alamouti distribué. Les résultats d’analyse et de simulation montrent

qu’une petite erreur de synchronisation a un effet négligeable sur le taux d’er-

reur binaire (BER). Dans l’optique de synchroniser les nœuds répartis avec une

erreur acceptable, nous proposons un schéma de synchronisation au niveau de la

couche physique. Ce schéma consiste en une synchronisation initiale des émetteurs

coopératifs, une estimation de l’erreur de synchronisation au niveau du récepteur

de coopération et enfin une phase de rétroaction. La méthode du maximum de

vraisemblance est proposée pour estimer l’erreur de synchronisation. Elle donne

des meilleures performances que la méthode du filtre adapté au prix d’une aug-

mentation modérée de la complexité des calculs et de l’occupation mémoire. Deux

stratégies, après estimation de l’erreur de synchronisation, ont été analysées. Elles

offrent de bonnes performances en termes de taux d’erreur en présence d’une er-

reur initiale de synchronisation et sont faciles à implémenter au niveau des nœuds

avant le décodage d’Alamouti.
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B.3.2 Modèle du système

Nous considérons le déploiement de réseaux de capteurs sans fil où les nœuds

exploitent un système coopératif utilisant le codage d’Alamouti. Ce système co-

opératif peut être mis en œuvre par deux nœuds émetteurs coopératifs (CTN1 et

CTN2) et un nœud récepteur (CRN1) afin de former un système MISO virtuel.

Après codage d’Alamouti, les données sont ensuite séparées en deux flux, transmis

simultanément par les deux nœuds émetteurs. Toutefois, en raison de l’utilisation

de nœuds séparés, la synchronisation temporelle au niveau symbole ne peut pas

être supposée parfaite.

Dans le but de synchroniser les nœuds émetteurs coopératifs, nous assignons

un nœud de déclenchement (Trigger) dans chaque Cluster (groupe de nœud) pour

initier une première phase de synchronisation. Ce nœud de déclenchement peut

également jouer le rôle de « tête » (header) de cluster dans certains scénarios de

réseaux de capteurs sans fil organisés en cluster. Il recueille les informations de

surveillance au sein du cluster et celles provenant d’autres clusters dans le réseau.

Toutes ces informations se trouvant dans un paquet dédié seront envoyés à CTN1

et CTN2. Une séquence d’apprentissage et de synchronisation est insérée au début

de chacun de ces paquets. En utilisant cette séquence, le temps d’arrivée du paquet

peut être estimé par un filtre adapté et la synchronisation des horloges de CTN1

et CTN2 peut s’effectuer de façon relativement précise.

Dans la suite, nous supposerons que cette phase de synchronisation initiale

fournit une précision de l’ordre de la durée du temps symbole.

Après cette première phase, la séquence d’information est transmise de manière

collaborative sous le contrôle des horloges synchronisées. Nous montrons dans la

suite qu’une petite erreur de synchronisation amène peu de dégradations sur les

performances du récepteur en termes de taux d’erreur.

B.3.3 Effet de l’erreur de synchronisation sur le système

MISO virtuel

En raison de l’erreur de synchronisation résiduelle entre les deux nœuds émet-

teurs coopératifs, la combinaison des signaux, fournit des expressions différentes

du cas idéal étudié plus haut. Dans notre analyse, nous prenons pour référence

l’horloge de CTN1. L’erreur de synchronisation de CTN2 par rapport à CTN1 est

notée Te. Ainsi, les signaux reçus en CRN1 sur deux intervalles de temps successifs
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s’expriment par :

r1 (t) =
L+Lt−1∑
k=−Lt

{√
En1s1(k)h1(t)p (t− kTb)

+
√
En2s2(k)h2(t)p (t− kTb − Te)

}
+ n1 (t)

(7.8)

r2 (t) =
L+Lt−1∑
k=−Lt

{
−
√
En1s

∗
2(k)h1(t)p (t− kTb)

+
√
En2s

∗
1(k)h2(t)p (t− kTb − Te)

}
+ n2 (t)

(7.9)

où s1(k) et s2(k) sont les kième symboles d’information, En1 et En2 représentent

l’énergie par symbole reçue par l’intermédiaire du canal entre CTN1 et CRN1 et

entre CTN2 et CRN1 respectivement. p(t) est le filtre de mise en forme en racine de

cosinus surélevé avec 2Lt+1 comme durée effective du symbole ; L est la longueur

de la séquence d’information. Tb est la durée symbole. h1(t) et h2(t) sont modélisés

par des variables aléatoires gaussiennes complexes indépendantes de variance 0.5

par dimension. Le temps de cohérence du canal de propagation est supposé être

plus important que le temps de propagation d’un paquet. Ainsi, les canaux sont

supposés constants durant la transmission d’un paquet. ni(t) représente un bruit

blanc additif gaussien de moyenne nulle et de variance σ2
ni.

Habituellement, les lobes de la forme de l’impulsion p(t) s’affaiblissent en 1/t3

pour un facteur de roll-off supérieur à 0. Par conséquent, une partie de l’interfé-

rence entre symboles provenant des lobes secondaires converge vers une valeur né-

gligeable. Afin de simplifier l’analyse, mais en conservant une précision acceptable,

nous limitons la forme d’impulsion en cosinus surélevé aux deux lobes latéraux

(d’où, Lt = 2) et approximons l’impulsion linéairement par morceaux.

Sans perte de généralité, nous considérons le cas où les paquets de CTN1 ar-

rivent les premiers. Les résultats d’analyse et de simulation montrent que, lorsque

l’erreur de synchronisation est faible, par exemple Te = 0.25Tb, la dégradation des

performances en termes de taux d’erreur du système coopératif est négligeable.

Toutefois, lorsque l’erreur de synchronisation augmente jusqu’à 0.5Tb, la perte est

de plus de 3dB pour un taux d’erreur binaire égal à 10−2 en comparaison avec

le système d’Alamouti parfait (sans erreur de synchronisation). En outre, les per-

formances se dégradent considérablement pour une erreur de synchronisation de

l’ordre de 0.6Tb. Dans cette situation, le système MISO affiche des performances

plus mauvaises que celles du système SISO.
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En nous basant sur les résultats de cette étude, nous supposerons pour la suite

de nos travaux, que Te = 0.25Tb est une erreur de synchronisation acceptable.

B.3.4 Stratégie de la synchronisation temporelle

Nous considérons que la stratégie de synchronisation est implémentée au niveau

de la couche physique dans le cas d’une communication coopérative. Etant donné

qu’une petite erreur de synchronisation (typiquement Te = 0.25Tb) fournit une

dégradation négligeable des performances en taux d’erreur, le principe du schéma

de synchronisation est de confiner l’erreur de synchronisation dans un intervalle

de cet ordre. A cause des différents retards de propagation et des incohérences du

matériel, le temps d’arrivée des paquets sur les deux nœuds est différent. Nous

supposons que, lors d’une communication à l’intérieur d’un même cluster, les si-

gnaux reçus sont uniquement perturbés par un bruit blanc additif gaussien. Les

signaux reçus sont sur-échantillonnés avant traitement dans les deux nœuds d’un

facteur Q. Ils s’expriment alors de la manière suivante :

xi [liQ+mi] =
√
Etr

L0+Lt−1∑
k=−Lt

str(k)p((liQ+mi)Tb/Q− kTb − σiTb)

+ntr [(liQ+mi)Tb/Q] ,mi = 0, 1, ...Q− 1

(7.10)

où str(k) représente le kième symbole du paquet ; L0 est l’intervalle d’observation ;

σi est le retard inconnu normalisé par rapport à la durée symbole Tb ; ntr(t) mo-

délise le bruit blanc additif gaussien ; li et mi sont les indice du symbole et de

l’échantillon discrets pour le ième noeud. Nous supposons que l’instant d’échan-

tillonnage mi opt, le plus proche de l’instant optimal, est choisi après le temps

d’acquisition. Ensuite, le calcul de l’intercorrélation entre les signaux reçus et la

séquence connue de Barker fournit un maximum chaque fois qu’il y a alignement

exact entre ces deux séquences. Par conséquent, le temps d’arrivée du paquet peut

être déterminé. L’horloge du nœud est ainsi synchronisée sur le temps d’arrivée

du paquet. Cette phase de synchronisation initiale est faite au niveau de la couche

physique. Sa précision peut être supposée de l’ordre d’un temps symbole. Les résul-

tats des simulations montrent en effet que la phase de synchronisation initiale peut

permettre d’avoir une erreur de synchronisation inférieure à un temps symbole.

Après cette phase de synchronisation initiale, la séquence d’information est
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transmise coopérativement sous le contrôle de l’horloge réglée. Comme la phase de

synchronisation initiale peut ne pas être parfaite, nous devons estimer l’erreur de

synchronisation au niveau du récepteur CRN1 avant le décodage d’Alamouti. Les

paquets reçus avec une erreur de synchronisation inférieure à Te = 0.25Tb ayant un

effet négligeable sur les performances, seront acceptés tandis que les paquets reçus

avec une plus grande erreur synchronisation seront rejetés.

Nous avons développé une méthode basée sur le principe du maximum de vrai-

semblance pour estimer cette erreur. La fonction de vraisemblance de l’erreur de

synchronisation est donnée par :

ML(y(kTb/M), n1/M, n2/M,
√
En1h1,

√
En2h2)

= (πσ2
w)

−L0e
−‖y(kTb/M)−

√
En1h1An1/M

s1−
√

En2h2An2/M
s2‖2

σ2
w

(7.11)

où σ2
w est la variance du bruit blanc additif gaussien n(t). Alors, la matrice de

décision s’écrit :

Λ(n1/M, n2/M) = I−
[
An1/Ms1 An2/Ms2

]
·R−1 ·

[
sH1 A

H
n1/M

sH2 A
H
n2/M

]
(7.12)

où M est un facteur prédéfini qui représente la granularité de l’estimation de la

synchronisation ; n1 et n2 sont des entiers. Par exemple, pour estimer l’erreur de

synchronisation avec une précision de 0.25Tb, M est fixé à 4.

Finalement, l’erreur de synchronisation est estimée à partir de l’équation sui-

vante :

n̂ = arg min
n1,n2

‖Λ(n1/M, n2/M)y(kTb/M)‖2 (7.13)

Comme nous l’avons précisé, l’acquisition du temps d’arrivée des signaux peut

être faite à partir d’une courte séquence d’apprentissage. Nous avons besoin de

déterminer l’erreur de synchronisation relative entre les deux nœuds émetteurs co-

opératifs. Donc, en supposant que le nœud CTN1 est la référence (n1 = 0), seul le

paramètre n2 doit être estimé. Pour cette raison, les nœuds ont besoin de stocker

uniquement la matrice de décision Λ(0, n2/M). Ensuite, l’erreur de synchronisation
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estimée est (n2/M)Tb. Cette estimation n’est qu’une approximation de l’erreur de

synchronisation. Toutefois, comme nous cherchons seulement à déterminer si l’er-

reur de synchronisation est acceptable ou non, cette approximation est suffisante.

B.3.5 Conclusion

Dans ce chapitre, un système de synchronisation a été proposé au niveau de la

couche physique. Nous avons tout d’abord déterminé la tolérance du système de

transmission coopératif aux erreurs de synchronisation. Une méthode basée sur le

principe du maximum de vraisemblance a ensuite été proposée pour l’estimation de

l’erreur de synchronisation à la réception. Elle montre de meilleures performances

que le filtre adapté, surtout avec une courte séquence de synchronisation. La ma-

trice de décision peut être pré-calculée et réutilisée dans le processus d’estimation

des erreurs de synchronisation avant le décodage d’Alamouti. Considérant deux

stratégies après estimation de l’erreur de synchronisation, de bonnes performances

peuvent être obtenues même en présence d’une erreur de synchronisation initiale

entre les deux nœuds émetteurs coopératifs.

B.4 Contrôle de puissance dans les communica-

tions coopératives

B.4.1 Introduction

Dans ce chapitre, nous considérons le contrôle de puissance pour deux types de

systèmes coopératifs : le système coopératif par relais et le système coopératif MISO

virtuel. Dans nos travaux, nous proposons une stratégie d’allocation de puissance

visant à minimiser la puissance de transmission totale avec une contrainte sur

les performances moyennes en termes de taux d’erreur. Cette stratégie cherche à

maximiser l’efficacité énergétique des communications coopératives. En outre, dans

le cas où aucun lien direct n’existe entre le nœud source et le nœud de destination,

nous proposons deux stratégies coopératives : le système coopératif par relais (basé

sur le principe « amplification et retransmission ») et le système coopératif MISO

virtuel. Ces systèmes sont plus économes en énergie et parviennent à effectuer une

répartition équitable de la puissance de transmission entre les nœuds. Du point de

vue de la conception multi-couches, ces stratégies coopératives appliquées au niveau
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de la couche physique pourraient être conçues conjointement avec les couches de

contrôle d’accès au support et de routage afin de fournir des liens fiables et efficaces

dans les réseaux. A partir de l’étude de différentes topologies, nous proposons une

démarche heuristique permettant de sélectionner les nœuds coopératifs optimaux

intervenant dans une transmission coopérative.

B.4.2 Stratégie d’allocation de puissance

La probabilité d’erreur pour la communication coopérative de type « amplification

et retransmission » avec un seul nœud relais peut être approximée par l’équation

suivante :

Pe ≥
3

16
(1 + γsd)

−1(1 +
γsrγrd

γsr + γrd

)−1 (7.14)

où γ̄ij est la valeur moyenne de γij, ainsi γ̄ij =
σ2
ijPi

N0B
, et σ2

ij représente l’atténuation

moyenne du canal entre le nœud i et le nœud j. Nous supposons que le nœud relais

est situé entre le nœud source et le nœud de destination. Les canaux entre le nœud

source et le nœud relais et entre le nœud relais et le nœud de destination, respec-

tivement, subissent en moyenne moins d’atténuation que le canal direct reliant le

nœud source au nœud de destination. Afin d’obtenir un taux d’erreur relativement

faible, les rapports signal à bruit moyens γ̄sr et γ̄rd satisfont les conditions γ̄sr >> 1

et γ̄rd >> 1. Donc, la formule donnant la probabilité d’erreur peut être simplifiée

comme suit :

Pe ≈
3

16
(1 + γsd)

−1(
γsrγrd

γsr + γrd

)−1 (7.15)

Dans le cas de la communication coopérative MISO virtuel utilisant le codage

d’Alamouti, le taux d’erreur moyen après le décodage d’Alamouti est donné par :

Pe =
3

4
(1−

√
γ̄′
1

1 + γ̄′
1

)(1−
√

γ̄′
2

1 + γ̄′
2

) (7.16)

où γ̄′
1 et γ̄

′
2 sont les valeurs moyennes de γ′

1 et γ
′
2, avec γ̄

′
1 =

σ2
1PT1

N0B
et γ̄′

2 =
σ2
2PT2

N0B
. σ2

1

et σ2
2 sont respectivement les atténuations moyennes des canaux allant du nœud

s1 au nœud d et du nœud s2 au nœud d.

Nous proposons une stratégie d’allocation de puissance qui minimise la puis-
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sance totale transmise au nœud source et au nœud relais, pour les communications

coopératives par relais, et aux deux nœuds émetteurs coopératifs pour les commu-

nications coopératives MISO virtuel, sous la contrainte d’une probabilité d’erreur

prédéfinie PeThr. Dans ce cas, le problème d’optimisation peut être formulé comme

suit :

min f = Pi + Pj (7.17)

Pe = PeThr

subject to Pi ≤ Pmax

Pj ≤ Pmax

Dans un premier temps nous résolvons le problème sans tenir compte des

contraintes inégalités. Pour la transmission coopérative par relais, les puissances

optimales d’émission sont :

Ps = N0B

√
3

16PeThrσ
2
sdσ

2
rd
− 1

σ2
sd
+

√
(
√

3
16PeThrσ

2
sdσ

2
rd
− 1

σ2
sd
)2 + 3

4PeThrσ
2
sdσ

2
sr

2
(7.18)

Pr = N0B

√
3

16PeThrσ2
sdσ

2
rd

(7.19)

Pour la transmission coopérative MISO virtuel, nous obtenons :

PT1 =
N0B

σ2
1

((1− (
4PeThr

3(1−
√

σ2
2PT2/(N0B + σ2

2PT2))
))−2 − 1)−1 (7.20)

PT2 ≈
√

(N0B)2 + 16A2 − 3N0B

4σ2
2

(7.21)

Considérons maintenant les contraintes inégalités. Si les puissances optimales

obtenues Ps et Pr respectent ces contraintes, la solution obtenue précédemment

convient. Sinon, si Ps dépasse la contrainte maximale, la puissance d’émission

allouée au nœud source doit être limitée à Pmax (la contrainte inégalité est alors

considérée comme active) et la puissance d’émission du nœud relais est déterminée
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en résolvant l’équation de la probabilité d’erreur. Si la nouvelle valeur de Pr dépasse

également la contrainte maximale, le taux d’erreur visé pour le système coopératif

par relais ne peut pas être atteint.

Le raisonnement peut se faire de façon analogue pour le système coopératif

par relais. Lorsque les puissances d’émission PT1 et PT2 obtenues sans considé-

rer les contraintes inégalités respectent les puissances d’émission maximales alors

la solution obtenue convient. Dans le cas contraire on suppose que la contrainte

non vérifiée est active et la puissance correspondante est saturée à la valeur maxi-

male. La puissance d’émission de l’autre nœud est déterminée par l’équation de

la probabilité d’erreur. Si elle ne peut pas satisfaire la contrainte sur la puissance

d’émission maximale, les performances visées pour le système coopératif MISO

virtuel ne peuvent pas être atteintes.

B.4.3 Stratégies coopératives

Considérons une topologie de réseau constituée de quatre nœuds où un ou deux

nœuds relais pourraient participer à la transmission coopérative entre le nœud

source et le nœud de destination. Nous supposons que chaque nœud connâıt l’at-

ténuation moyenne du canal de chaque lien de cette topologie. Nous nous plaçons

dans l’hypothèse où le lien direct entre le nœud source et le nœud de destination

est indisponible, ce qui correspond, par exemple, à la situation où la distance entre

la source et la destination est importante et que la puissance d’émission est limitée.

Cette situation exclue l’implémentation directe du système coopératif par relais.

Deux stratégies coopératives seront étudiées.

Figure 7.3 – Etapes constituant la première stratégie

Pour la première stratégie, illustrée à la figure 7.3, un système coopératif par

relais est implémenté entre les quatre nœuds. Durant le premier intervalle de temps,

l’information est diffusée par le nœud source s. Pour la réalisation, nous supposons
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qu’un des deux nœuds relais, par exemple r1, fonctionne en mode AF (amplification

et retransmission). Il amplifie et retransmet le signal reçu vers l’autre nœud relais

r2 et le nœud de destination d lors d’un second intervalle de temps. A la réception

du signal provenant du nœud source s et du nœud relais r1, une combinaison de

type MRC et une décision sont exécutés par le nœud relais r2. Puis, durant un

troisième intervalle de temps, l’information décodée est retransmise vers le nœud

de destination. A la réception, le décodage et la décision sont effectués grâce à une

combinaison de type MRC des signaux provenant du nœud relais r1 reçu durant

le deuxième intervalle de temps et provenant du nœud r2 reçu durant le troisième

intervalle de temps. Ainsi, dans la première stratégie, les règles appliquées au

deux nœuds relais sont différentes. L’un effectuera une opération d’amplification

et de retransmission alors que l’autre effectuera une opération de décodage et de

retransmission.

Figure 7.4 – Etapes constituant la seconde stratégie

La seconde stratégie proposée, illustrée à la figure 7.4, associe un système co-

opératif par relais à un système coopératif MISO virtuel. L’information est tout

d’abord diffusée par le nœud source s durant le premier intervalle de temps. En-

suite, durant le second et le troisième intervalles de temps, les nœuds relais r1 et

r2 amplifient et se retransmettent le signal. Une combinaison MRC et un décodage
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d’information sont effectués au nœuds relais r1 et r2. Ainsi, les deux nœuds relais

reçoivent le signal d’information source par l’intermédiaire d’un système coopératif

par relais. Ensuite, un système coopératif MISO virtuel est réalisé entre les deux

nœuds relais et le nœud de destination durant le quatrième intervalle de temps.

Dans la partie précédente, nous avons obtenu l’allocation de puissance opti-

male pour le système coopératif par relais (basé sur le principe « amplification et

retransmission ») et le système coopératif MISO virtuel. Pour utiliser ces résultats

il est nécessaire de déterminer la probabilité d’erreur requise durant chacune des

étapes des stratégies proposées.

Pour la première stratégie, si nous fixons un taux d’erreur global égal à P
(1)
e , les

choix de Pe1 et Pe2 pour les deux systèmes coopératifs par relais doivent satisfaire

la condition suivante :

P (1)
e ≤ (1− Pe1)Pe2 + Pe1

≤ Pe1 + Pe2 (7.22)

Pour la seconde stratégie, les taux d’erreur requis (P ′
e1, P

′
e2 et P

′
e3) des différentes

étapes peuvent être approximés, par :

P (2)
e ≤ P ′

e3 + (P ′
e1 + P ′

e2)Prob1 (7.23)

où P
(2)
e est la probabilité d’erreur requise pour la communication complète.

B.4.4 Analyse des performances et discussion

Notons tout d’abord la bonne concordance entre les simulations et les résultats

numériques basés sur les expressions du paragraphe précédent.

La puissance totale émise optimale pour le système coopératif MISO virtuel

décrôıt au fur et à mesure que le nœud coopératif se rapproche du nœud de desti-

nation. Ce résultat est dû au fait que les deux nœuds s1 et s2 ont déjà connaissance

du signal d’information. Alors que pour le système coopératif par relais, seul le

nœud s connâıt le message d’information. Nous remarquons que, lorsque le nœud

relais coopératif est localisé dans une région proche du nœud de destination, le

système coopératif par relais nécessite une puissance totale émise optimale plus
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faible. Le minimum de puissance est obtenu lorsque le rapport entre les distances

approche 0,6 et le système coopératif par relais obtient alors la meilleure efficacité

énergétique.

Pour comparer les deux stratégies coopératives, nous considérons deux configu-

rations de placement des nœuds, décrites à la figure 7.5 : une topologie symétrique

horizontale et une topologie symétrique diagonale.

Figure 7.5 – Deux configurations de placement des nœuds

En comparant l’allocation de puissance entre le nœud source et les nœuds

coopératifs, nous proposons une démarche heuristique pour sélectionner les nœuds

coopératifs et choisir les stratégies coopératives appropriées pour les réseaux de

capteurs sans fil.

Dans la structure topologique symétrique horizontale, les nœuds coopératifs

devraient être situé dans la région proche du milieu du trajet source destination.

D’autre part, quand les deux nœuds coopératifs sont proches l’un de l’autre, la

seconde stratégie coopérative est la meilleure. Par contre, la première stratégie

coopérative est plus économe en énergie.

Dans la structure topologique symétrique diagonale, l’ensemble des deux stra-

tégies coopératives proposées donnent de bonnes performances au niveau de la

consommation d’énergie lorsque les deux nœuds coopératifs sont proches du nœud

source et du nœud de destination.

5.4.5 Conclusion

Dans ce chapitre, nous avons proposé une stratégie d’allocation de puissance opti-

male pour les communications coopératives dans les réseaux de capteurs sans fil.
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Pour une contrainte de probabilité d’erreur, elle contribue à réduire la puissance

de transmission totale pour le système coopératif par relais (basé sur le principe

« amplification et retransmission ») et le système coopératif MISO virtuel dans le

cas d’un canal de Rayleigh.

En outre, en l’absence de lien direct entre les nœuds source et de destination,

nous avons proposé deux stratégies coopératives efficaces en énergie où une alloca-

tion de puissance optimale est appliquée aux différentes étapes. Nous avons com-

paré les performances des deux structures topologiques et développé une démarche

heuristique pour sélectionner les nœuds coopératifs et choisir la communication co-

opérative appropriée.

B.5 Efficacité énergétique dans les réseaux de cap-

teurs sans fil

B.5.1 Introduction

Dans les réseaux de capteurs sans fil, les données d’information sont généralement

sensibles aux erreurs de transmission. Des systèmes de contrôle d’erreur, tels que

les codes de contrôle d’erreur (ECC pour Error Control Codes) et les demandes

de répétition automatique (ARQ pour Automatic Repeat reQuest), peuvent être

utilisés pour obtenir des communications sans fil fiables. Comme les systèmes de

contrôle d’erreur introduisent de la redondance au niveau des données d’infor-

mation ou réduisent l’efficacité spectrale, ceux-ci entrâınent une surconsommation

d’énergie. Lorsque nous considérons leur mise en place dans les réseaux de capteurs

sans fil, nous devons impérativement nous interroger sur leur efficacité énergétique.

Dans ce chapitre, nous considérons trois types de protocoles de contrôle d’er-

reur : le ARQ basique, le ARQ hybride-I et le ARQ hybride-II. Ils seront intégrés

dans les systèmes SISO et MISO coopératifs. Pour tous ces protocoles, une sé-

quence de contrôle de redondance cyclique (CRC) est utilisée afin de détecter les

erreurs de transmission sur les données d’information. Dans le cas des protocoles

ARQ hybride-I et ARQ hybride-II, des codes correcteurs d’erreurs sont également

employés, le traitement de correction d’erreurs étant effectuée avant la détection

d’erreurs par CRC. De plus, dans le ARQ hybride-II, la redondance du code cor-

recteur d’erreurs est transmise uniquement lorsque cela est nécessaire.

Comme les codes robustes fournissent plus de gain de codage, mais ajoutent
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plus de redondance dans le mot codé et plus de complexité dans le processus de

codage/décodage, le choix des codes correcteurs d’erreurs ont une influence sur

l’efficacité énergétique des protocoles de contrôle d’erreur.

Pour analyser cette efficacité énergétique, nous considérons que la consomma-

tion totale d’énergie inclut l’énergie émise ainsi que, l’énergie consommée par les

traitements numériques et les différents circuits analogiques concernés.

L’évaluation complète de l’efficacité énergétique devrait nous amener à obte-

nir un compromis entre la consommation d’énergie d’émission et la qualité de la

transmission.

Dans ce chapitre, selon les différentes conditions du canal, nous étudions l’utilité

des codes correcteurs d’erreurs et l’impact de leur mise en place sur l’efficacité

énergétique dans les protocoles de contrôle d’erreur.

B.5.2 Les protocoles de contrôle d’erreur

Le protocole de contrôle d’erreur qui combine CRC (Cyclic Redundancy Check) et

ARQ est spécifié dans la norme IEEE 802.15.4 au niveau de la sous-couche MAC.

Dans ce protocole, l’émetteur envoit un paquet avec une demande d’acquittement

sur la réussite de la réception. En vérifiant la clé calculée du CRC, le récepteur

renvoie une trame d’acquittement à l’émetteur si le paquet est correctement reçu.

Lorsque cette trame d’acquittement est reçue dans un délai prédéfini, la transmis-

sion est considérée comme réussie. Par contre, si le paquet n’est pas correctement

reçu, aucune trame d’acquittement ne sera renvoyée à l’émetteur et celui-ci conclut

que la tentative d’émission précédente a échoué. Si le nombre maximum de tenta-

tives pour la retransmission n’est pas atteint, le paquet d’origine sera retransmis

à nouveau. Sinon, l’émetteur suppose que la transmission a échouée.

Sans considérer les limites sur le nombre de tentatives de retransmission, le

nombre de retransmissions moyen τ0 nécessaire pour une réception réussie dans ce

protocole ARQ basique est le suivant :

τ0 = (1− Pepkt) + 2Pepkt(1− Pepkt) + · · ·+ nP n−1
epkt (1− Pepkt) + · · ·

= 1 + Pepkt + P 2
epkt + P 3

epkt + · · ·+ P n
epkt + · · ·

= 1
1−Pepkt

(7.24)
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où Pepkt est la probabilité d’erreur sur les paquets. En plus du code de détection

d’erreurs, des codes correcteurs d’erreurs sont également utilisés dans les systèmes

ARQ Hybrides (ARQH). Les systèmes ARQH exploitent simultanément les avan-

tages de l’ARQ et des codes correcteurs d’erreurs pour fournir une communication

fiable. En utilisant la redondance du code correcteur d’erreur, la séquence de récep-

tion peut être corrigée, dans la limite des capacités de correction du code, avant le

traitement d’intégrité des paquets par le CRC. Dans nos travaux, nous considérons

deux systèmes ARQ hybrides que nous détaillons dans la suite.

ARQH-I : La différence entre le protocole ARQH-I et le protocole ARQ ba-

sique est que les paquets sont codés à l’aide de codes correcteurs d’erreurs dans le

protocole ARQH-I. Par conséquent, le nombre de retransmissions moyen τ1 néces-

saire pour une communication réussie est donné par :

τ1 =
1

1− P
(c)
epkt

(7.25)

où P
(c)
epkt est le taux d’erreurs paquet pour les paquets codées.

ARQH-II : Dans le cas de codes systématiques et par exemple pour un code

Hamming ou de Reed-Solomon, la redondance peut être facilement séparée de l’in-

formation. Le système ARQH-II exploite cette propriété en ne retransmettant que

la redondance. Dans le cas d’un canal BBAG, comme les performances sont iden-

tiques pour chaque retransmission de la redondance, la combinaison de la première

séquence d’information émise avec la dernière retransmission de la redondance peut

être considérée comme équivalente à une émission codée une nouvelle fois. Alors, le

taux d’erreur paquet P
(c)
epkt pour chaque combinaison codée est supposé identique.

Par conséquent, le nombre de retransmissions moyen pour le protocole ARQH-II

dans le cas d’un canal BBAG peut être exprimé par :

τ2 = (1− Pepkt) + 2Pepkt(1− P
(c)
epkt) + · · ·+ nPepkt(P

(c)
epkt)

n−2(1− P
(c)
epkt) + · · ·

= 1 + Pepkt + PepktP
(c)
epkt + Pepkt(P

(c)
epkt)

2 + · · ·+ Pepkt(P
(c)
epkt)

n + · · ·
= 1 + Pepkt

1

1−P
(c)
epkt

=
1+Pepkt−P

(c)
epkt

1−P
(c)
epkt

(7.26)
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B.5.3 Analyse des performances

B.5.3.1 Comparaison des consommations d’énergie

Dans ce paragraphe, nous comparons la consommation d’énergie totale pour les

communications SISO et MISO coopérative basée sur le codage d’Alamouti. Le

système MISO coopératif n’étant intéressant qu’en présences d’évanouissements,

nous ne l’étudierons que dans le cas de canaux de Rayleigh.

Les résultats montrent que le système MISO coopératif consomme moins d’éner-

gie que le système SISO lorsque la distance entre l’émetteur et le récepteur est su-

périeure à un seuil dans le cas d’un canal de Rayleigh. En outre, nous remarquons

que, pour le système MISO, l’augmentation de la consommation d’énergie totale

évolue assez lentement au fur et à mesure que la distance augmente. Le même

phénomène peut aussi être observé pour le système SISO dans le cas d’un canal à

bruit blanc additif gaussien. La raison de cela peut s’expliquer si l’on considère le

rapport entre la consommation d’énergie EbT et la consommation d’énergie totale.

Nous montrons que, pour un système SISO en présence d’un canal BBAG et

un système MISO en présence d’un canal de Rayleigh, l’énergie d’émission re-

quise augmente lentement et représente un rapport faible (inférieur à 0,1) dans

la consommation d’énergie totale pour une distance inférieure à 20 mètres. Dans

ces conditions, la consommation d’énergie au niveau des circuits est prépondérante

dans la consommation d’énergie totale.

D’autre part, lorsque la distance de communication augmente, l’énergie d’émis-

sion requise devient plus grande et le rapport entre l’énergie d’émission et l’énergie

totale augmente plus rapidement pour le système SISO dans le cas du canal à

évanouissements de Rayleigh. Ce rapport se rapproche de un lorsque la distance

devient supérieure à 50 mètres. Par conséquent, dans le cas d’un canal à évanouis-

sements de Rayleigh, le système SISO consomme beaucoup plus d’énergie d’émis-

sion que le système MISO coopératif basé sur le codage d’Alamouti. Le système

MISO coopératif est plus efficace en énergie lorsque la consommation de l’énergie

d’émission dépasse la consommation d’énergie des circuits.

B.5.3.2 Système SISO dans le cas d’un canal BBAG

Pour les communications courte distance, le canal BBAG entre les nœuds est un

modèle pratique et le système SISO est le plus approprié. Dans ce cas, nous étu-

dions la consommation d’énergie totale par bit et le nombre de transmissions moyen
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pour le protocole de base ARQ. Nous considérons plusieurs distances de séparation

d=[5m, 10m, 20m]. Les points de consommation d’énergie minimum apparaissent

pour une puissance d’émission autour de -5dBm, 5dBm, et 15dBm. A ces puis-

sances d’émission, le nombre de transmissions moyen est proche de 1. Ces résultats

montrent qu’un nombre faible de retransmission est préférable pour obtenir une

consommation d’énergie minimale. La raison est que la consommation d’énergie sur

les circuits analogiques domine la consommation d’énergie totale dans ces cas. Pour

une distance de séparation inférieure à 20m, le rapport optimal entre la puissance

d’émission et la consommation totale est inférieure à 0,1 en considérant que le pro-

tocole de base ARQ est appliquée. Par conséquent, lors de l’étude des protocoles

de contrôle d’erreurs dans le cas d’un système SISO avec un canal BBAG, nous

devrions accorder plus d’importance à la réduction de la consommation d’énergie

des circuits analogiques et réduire le nombre moyen de retransmissions.

B.5.3.3 Système coopératif dans le cas d’un canal de Rayleigh

Considérons le cas d’un canal à évanouissements de Rayleigh, nous interprétons

la probabilité de coupure de la transmission à une certaine efficacité spectrale Φ

comme le taux d’erreur paquet. Alors, pour le protocole ARQ basique, le nombre

de transmission moyen dans le cas d’un canal de Rayleigh est donné par :

τ0 =
1

1− Pepkt

=
1

1− Pout(Φ)
(7.27)

où Pout(Φ) représente la probabilité de coupure de la transmission pour un sys-

tème coopératif MISO basé sur le codage d’Alamouti. Les résultats de simulation

montrent que le nombre de transmission moyen optimal pour obtenir la consomma-

tion d’énergie minimale approche de 2 lorsque le rapport signal à bruit est autour

de 6dB pour des paquets de longueur de 100 bits et lorsqu’il est autour de 8dB

pour des paquets de longueur de 1000 bits.

En appliquant le protocole ARQ basique, la consommation d’énergie d’émission

surpasse la consommation d’énergie des circuits pour une distance de séparation

supérieure à 50 mètres. Dans le cas extrême de βMT ,MR
≈ 1/(1 + α) le nombre de

transmission moyen optimal est déterminé par :
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τopt =
1

(1 + 2 2Φ−1
(Ēb/N0)opt

)e
−2 2Φ−1

(Ēb/N0)opt

=
1

(1 + 2√
5−1

)e
−2 2

√

5−1

≈ 1.93 (7.28)

On choisit donc ici de réduire la puissance d’émission au prix d’un taux de

retransmission des paquets plus élevé. Cet optimum est justifié par le fait que,

comme la consommation d’énergie d’émission domine la consommation d’énergie

totale dans ce scénario, diminuer la puissance d’émission est raisonnable pour

améliorer l’efficacité énergétique.

B.5.3.4 Efficacité énergétique des protocoles ARQ Hybrides

Dans les protocoles ARQ hybride, des codes correcteurs d’erreur sont appliqués. Ils

apportent un gain de codage, mais au prix d’une efficacité spectrale réduite. Par

conséquent, une plus grande consommation d’énergie sur les circuits analogiques

est nécessaire pour transmettre un débit binaire identique. L’efficacité énergétique

lors de l’utilisation des protocoles ARQ hybrides doit donc être étudiée.

Nous observons que le nombre moyen de retransmission pour la consommation

d’énergie optimale approche la valeur de un dans le cas d’un système SISO avec

un canal BBAG. Les codes correcteurs d’erreur servent donc ici essentiellement

à réduire le nombre de retransmissions. D’autre part, la consommation d’énergie

des circuits analogiques domine la consommation d’énergie totale dans ce scénario,

ainsi la mise en œuvre de l’efficacité énergétique des codes de contrôle d’erreur doit

vérifier que la réduction de l’énergie d’émission permet de compenser la surconsom-

mation d’énergie occasionnée par la séquence redondante et le codage/décodage.

Dans le cas d’un système MISO avec canal de Rayleigh, l’application des codes

de contrôle d’erreur doit également satisfaire la condition que, la réduction de

l’énergie d’émission pour obtenir la même probabilité de coupure optimale peut

compenser la surconsommation d’énergie amenée par la séquence redondante et

le codage/décodage. Comme l’énergie d’émission domine l’énergie totale dans ce

scénario, l’utilisation des codes pourrait être très intéressante pour améliorer l’effi-

cacité énergétique. Dans ce cas, le protocole ARQH-I, qui peut réduire la puissance

d’émission nécessaire, est préférable. C’est la raison pour laquelle nous considérons

uniquement le protocole ARQH-I dans le cas d’un système MISO avec canal à

évanouissements de Rayleigh.
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Les conditions générales pour que les protocoles soient plus efficaces en énergie

que le protocole ARQ basique sont :

ARQH-I :

g(r) >
(1+α)βi,j

(1+α)rβi,j+(1−r)−βi,jΨ(r)R/Pu
T
≈ (1+α)βi,j

(1+α)rβi,j+(1−r)

with (1 + α)rβi,j + (1− r)− βi,jΨ(r)R/P u
T > 0

(7.29)

ARQH-II :

g(r) >
r(1−r)(1+α)βi,j

r(1−r)(1+α)βi,j+r2−rβi,jΨ(r)R/Pu
T
≈ (1+α)βi,j

(1+α)βi,j+r/(1−r)

with r(1− r)(1 + α)βi,j + r2 − rβi,jΨ(r)R/P u
T > 0

(7.30)

Ces deux équations fournissent les conditions nécessaires sur le taux de codage

pour rendre le code de contrôle d’erreur employé efficace en énergie.

B.5.4 Conclusion

Dans ce chapitre, nous considérons l’efficacité énergétique de trois protocoles de

contrôle d’erreur dans les réseaux de capteurs sans fil, dans le cas d’un système

SISO avec canal BBAG pour les communications courte distance et d’un système

MISO avec canal de Rayleigh pour les communications longue distance.

Dans le cas du système SISO avec canal BBAG, comme la consommation

d’énergie des circuits analogiques domine la consommation d’énergie totale, un

taux faible de retransmission est préférable. Comme le protocole ARQH-II ne

transmet la redondance que si elle est nécessaire, il semble être plus facilement

efficace en énergie que les autres.

Dans le cas du système MISO avec canal de Rayleigh, à cause des évanouisse-

ments du canal et de la distance de séparation relativement longue, une plus grande

puissance d’émission est nécessaire. Le protocole ARQH-I permet de réaliser un

compromis entre une augmentation de la puissance d’émission et un accroissement

du taux de retransmission. En fonction du taux de code, nous proposons des seuils

sur le gain de codage permettant de rendre le protocole ARQH-1 plus efficace en

énergie.
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B.6 Conclusion et perspectives

Grâce aux avantages des systèmes multi-antennes virtuels, les systèmes coopératifs

de communications fournissent de bonnes performances au niveau de l’efficacité

énergétique dans des conditions hostiles de propagation caractérisant un canal à

évanouissements. L’objectif de cette thèse est d’étudier la mise en œuvre à faible

complexité et l’efficacité énergétique de systèmes coopératifs dans les réseaux de

capteurs sans fil.

Afin de mettre en avant les avantages des systèmes multi-antennes virtuels,

nous avons évalué la capacité d’un canal à évanouissement de Rayleigh pour les

systèmes MIMO dans le chapitre 1. L’augmentation du nombre d’antennes de

réception améliore fortement les performances du système, mais ne semble pas

envisageable dans le cas des réseaux de capteurs car elle augmente la complexité

de l’ensemble émetteur-récepteur.

Compte tenu de l’exigence sur le déploiement simple et flexible, nous nous

sommes intéressés, dans cette thèse, aux systèmes multi-antennes d’émission vir-

tuels. Dans le chapitre 2, plusieurs systèmes coopératifs sont décrits. Durant notre

travail, nous avons principalement porté notre attention sur la couche physique.

Nous avons étudié le problème de la synchronisation temporelle distribuée, le prin-

cipe d’allocation de puissance et les protocoles de contrôle d’erreurs dans l’applica-

tion de ces systèmes coopératifs. L’objectif principal de ces travaux est la mise en

oeuvre des communications coopératives avec la meilleure efficacité énergétique.

Contributions de la thèse

• Nous avons analysé la nécessité de la synchronisation dans les systèmes co-

opératifs de communications MISO virtuel, basé sur le codage d’Alamouti.

Bien que la synchronisation temporelle d’arrivée du signal est nécessaire pour

ces systèmes coopératifs, une erreur de synchronisation légère a peu d’effet

sur les performances en réception. Connaissant l’effet de l’erreur de synchro-

nisation, nous avons proposé un schéma de synchronisation au niveau de la

couche physique pour les transmissions coopératives MISO virtuel dans les

réseaux de capteurs sans fil. Une méthode basée sur le principe du maximum

de vraisemblance a été proposée pour l’estimation de l’erreur de synchroni-

sation à la réception des données. Elle offre de bonnes performances, même

avec une séquence de synchronisation courte. La matrice de décision peut
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être pré-calculée et réutilisée dans le processus d’estimation de l’erreur de

synchronisation avant le décodage d’Alamouti. Nous avons également étudié

et comparé deux stratégies après l’estimation de l’erreur de synchronisation.

• Nous avons proposé une stratégie d’allocation de puissance optimale pour un

système coopératif par relais (basé sur le principe « amplification et retrans-

mission ») et pour un système coopératif MISO virtuel dans les réseaux de

capteurs sans fil. Avec une contrainte sur le taux d’erreur, elles permettent

de minimiser la puissance totale d’émission dans le cas d’un canal à éva-

nouissements de Rayleigh. Moyennant certaines approximations, validées par

simulation, l’allocation de puissance de chaque nœud peut être calculée de

manière analytique. En outre, en l’absence de lien direct entre les nœuds

source et destination, nous avons proposé deux solutions efficaces en éner-

gie pouvant exploiter le système coopératif par relais et le système coopératif

MISO virtuel. Les stratégies d’allocation de puissance optimales peuvent être

appliquées aux différentes étapes de ces schémas de transmission. Nous avons

comparé leurs performances pour deux topologies représentatives des nœuds,

ce qui nous a permis de proposer une démarche heuristique pour sélectionner

les nœuds coopératifs et choisir la solution coopérative la plus appropriée.

• Nous avons analysé l’efficacité énergétique de trois protocoles de contrôle

d’erreur utilisés dans les réseaux de capteurs sans fil. Deux scénarios : système

SISO avec canal BBAG pour les communications à courte distance et système

MISO avec canal de Rayleigh pour les communications à longue distance ont

été pris en considération.

Pour un système SISO avec canal BBAG, comme la consommation d’énergie

des circuits analogiques domine la consommation d’énergie totale, un faible

taux de retransmission est préférable. Comme le protocole ARQH-II ne trans-

met la redondance que lorsque cela est nécessaire, il se révèle le mieux adapté

à ce scénario.

Pour un système MISO avec canal de Rayleigh, à cause des évanouissements

du canal et de la distance de séparation relativement longue, une plus grande

puissance d’émission est nécessaire. Un compromis entre la puissance d’émis-

sion moindre et le nombre de retransmission peut être réalisé en utilisant le

protocole ARQH-I. En fonction du taux de code, nous proposons des seuils
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sur le gain de codage permettant de rendre le protocole ARQH-1 plus efficace

en énergie.

Perspectives

Dans les travaux de cette thèse, nous avons proposé des solutions pour la mise

en œuvre pratique et efficace en énergie des communications coopératives dans

les réseaux de capteurs sans fil. Il reste encore dans ce domaine de nombreuses

perspectives de recherche :

• Combinaison avec le codage de réseau : Dans cette thèse, nous nous sommes

concentrés sur les communications coopératives au niveau de la couche phy-

sique et avons étudié leur efficacité énergétique. Pourtant, nous avons montré

que le système coopératif peut être mis en œuvre au niveau de la couche ré-

seau (codage de réseau). Il parâıt donc intéressant d’aller plus loin dans la

comparaison de ces deux approches ou d’étudier un fonctionnement conjoint

entre la couche physique et la couche réseau.

• Communication coopérative basée sur l’OFDM : Nous avons montré que des

communications coopératives peuvent être simplement réalisées en OFDM

avec l’avantage de réduire l’exigence de synchronisation temporelle. Le pro-

blème de synchronisation fréquentielle reste toutefois important et peut ac-

crôıtre la complexité du traitement du signal. Bien que des recherches aient

été faites sur ce problème, la mise en œuvre efficace en énergie reste un su-

jet ouvert. Par ailleurs, le problème de dynamique des signaux OFDM, qui

pourrait introduire une faible efficacité énergétique dans les communications

coopératives, est intéressant à étudier.

• Prise en compte de la couche MAC : Les systèmes de communications co-

opératifs exigent une importante coordination entre les nœuds concernés. Un

système strict AMRF (Accès Multiple par Répartition de Fréquence) pour-

rait affecter le rendement énergétique et le débit. D’autre part, les protocoles

probabilistes MAC, tel que le protocole CSMA (Carrier Sense Multiple Ac-

cess), ne peuvent pas garantir la participation de tous les nœuds coopératifs

nécessaires. Par conséquent, un protocole MAC spécifique pour les systèmes

de communications coopératifs est intéressant à étudier.
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• Mise en œuvre matérielle : Un certain nombre de travaux de recherche ont

montré, de manière théorique, les avantages des communications coopéra-

tives. Mais peu de prototypes ont été mis en œuvre avec des supports concrets

pour les systèmes coopératifs. La plupart des nœuds actuels supportent le

standard IEEE-802.15.4, norme qui ne prévoit pas les communications coopé-

ratives. Nos travaux ont proposé un système de synchronisation temporelle

adapté aux communications coopératives, mais la mise en œuvre d’un banc

de test pourrait révéler des problèmes pratiques auxquels nous n’avons pas

pensé.
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