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Introduction

Wireless sensor network (WSN) technology is promising and is therefore gaining
popularity day by day in a wide range of applications [1, 2, 3, 4], especially related
to the civil and military operations. This technology is mainly used for sensing, data
gathering or surveillance use, where low data rate of the order of few kbit/s and of
transmission range of the order of few meters are involved. One of the challenging top-
ics in wireless communication techniques to be used for WSN applications is energy
efficiency. The life time of a wireless sensor node depends on available energy sources
and its overall energy consumption. Furthermore, there is a limitation of the capacity
of batteries because of the small size requirement of the nodes. Power efficiency at
system level must be brought about by keeping in mind the circuit complexities and
the circuit power consumption. Every design comes with a trade-off, hence, we have
to compromise either with power, bandwidth or error. This is the main reason for us to
think in terms of developing a more energy efficient wireless communication system

at the expense of bandwidth and with least circuit complexities.

Energy optimization of wireless sensor networks is a vast topic that has generated
interest from numerous researchers and engineers in networks, digital communication,
circuit design, material technology, etc. Our work focuses on the link level but it
is interesting to propose firstly a synthetic review of the research status on energy

conservation in wireless sensor networks.

15



16 CHAPTER 1. INTRODUCTION

1.1 Energy conservation in Wireless Sensor Networks

Energy constraint has always been one of the most significant problems when de-
veloping wireless sensor networks. Many methods have been introduced to solve this
problem, basically in two aspects: energy management [5, 6] and energy harvesting
[7, 8, 9]. When a sensor node is depleted of energy, it will die and disconnect from
the network which can significantly impact the performance of the application. Sen-
sor network lifetime depends on the number of active nodes and connectivity of the

network, so energy must be used efficiently in order to maximize the network lifetime.

The first method is energy harvesting. Energy harvesting involves nodes replen-
ishing its energy from an energy source. Potential energy sources include solar cells
[10, 11], vibration [12, 13], fuel cells, acoustic noise and a mobile supplier [14]. In
terms of harvesting energy from the environment [7, 15], solar cell is the current ma-
ture technique that harvests energy from light. There is also work in using a mobile
energy supplier such as a robot to replenish energy. The robots would be responsible

in charging themselves with energy and then delivering energy to the nodes.

The other method is energy management. Typically, a sensor node is a tiny device
that includes three basic components: a sensing subsystem for data acquisition [16]
from the physical surrounding environment, a processing subsystem for local data pro-
cessing and storage, and a wireless communication subsystem for data transmission.
In addition, a power source supplies the energy needed by the device to perform the
programmed task. This power source often consists of a battery with a limited energy
budget.

The energy cost of transmitting a single bit of information is approximately the
same as that needed for processing a thousand operations in a typical sensor node [17].
The energy consumption of the sensing subsystem depends on the specific sensor type.
In many cases, it is negligible with respect to the energy consumed by the processing
and the communication subsystems. In general, energy-saving techniques focus on two
subsystems: the networking subsystem (i.e., energy management is taken into account
in the operations of each single node, as well as in the design of networking protocols),
and the sensing subsystem (i.e., techniques are used to reduce the amount or frequency
of energy-expensive samples). The lifetime of a sensor network can be extended by
jointly applying different techniques.

Several approaches have to be exploited to reduce power consumption in wireless
sensor networks. At a very general level, we identify four main enabling techniques in

Fig. 1.1, namely, duty cycling, data-driven approaches, mobility and link optimization.
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Duty cycling [8, 18] is mainly focused on the networking subsystem. The most ef-
fective energy-conserving operation is putting the radio transceiver in the (low-power)
sleep mode whenever communication is not required. Ideally, the radio should be
switched off as soon as there is no more data to send/receive, and should be resumed
as soon as a new data packet becomes ready. In this way, nodes alternate between ac-
tive and sleep periods depending on network activity. This behavior is usually referred
as duty cycling and duty cycle is defined as the fraction of time nodes are active during
their lifetime. In Fig. 1.1, we can consider to use the effective MAC protocols [19],
network protocols [20, 21, 22], error control protocols [23] to increase the network
lifetime.

Duty-cycling schemes are typically oblivious to data that are sampled by sensor
nodes. Hence, data-driven approaches can be used to improve the energy efficiency
even more. This way to decrease the total communication traffic is using data aggre-
gation [24, 25, 26, 27], data compression [28, 29, 30], data prediction [31, 32].

The third way is to utilize mobility to improve network lifetime. When the sensor
nodes are mobile, mobility can finally be used as a tool for reducing energy consump-
tion (beyond duty cycling and data-driven techniques). We can also divide this method
into two categories: one is to use mobile agent to collect data in order to conserve en-
ergy consumption, another way is to balance the energy consumption by introducing a
mobile sink [33, 34, 35]. In a static sensor network, packets coming from sensor nodes
follow a multi-hop path towards the sink(s). Thus, a few paths can be more loaded than
others and nodes closer to the sink have to relay more packets so that they are more
subject to premature energy depletion (tunneling effect) [36].

The last way is link optimization including interference, MIMO and energy effi-
cient modulation. We pay more attention on the energy efficient modulation, as many
new coding and modulation schemes can be employed to bring about power efficiency
at system level. Source coding [37, 38, 39], radio power control [40] and sleep disci-
plines [41] are all techniques that have been used to minimize the energy consumption
of wireless sensor networks by using low energy coding schemes. The system can
be made to operate with less SNR for a given error performance, but these codes are
complex codes and circuit power consumption of the algorithms are increased.

There has been many recent works in the field of wireless microsensors to bring
about energy efficiency at both system level and circuit level. Wang et al. [42] have
discussed the issues of many low power wireless microsensor applications. They
have proposed energy efficient modulations and MAC protocols for asymmetric RF

microsensor systems. Comparison of various modulation techniques with respect to
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transmit power and bandwidth efficiency is discussed. Methods to overcome the trans-
mitter complexities and also the MAC protocols are described for microsensor appli-

cations.

1.2 Objectives of the work

In this thesis we focus on the physical layer and we propose to reduce the energy
consumption for the transmission of small amount of information between or from
communicating objects. In terms of applications, our targets are small devices like
sensors, remote controls or actuators which can be scattered in different environments
(houses, buildings, body, etc.) and must work autonomously with batteries or energy
harvester.

We propose to use low energy coding schemes or low duty cycle modulations
which can be implemented with simple (and low cost) circuits. The originality of
our work is to propose an approach to the joint optimization of the transmitting tech-
niques and circuit energy. The analysis is done using generic but also realistic models

integrated in demonstrators.

1.3 The outline of the thesis

The content of the thesis is summarized as follows:

e Chapter 2 introduces energy efficient transmission techniques used in our study.
The motivation is from the fundamental Shannon trade off between energy ef-
ficiency and spectrum efficiency, which is recalled. We introduce simple mod-
ulation schemes and the minimum energy efficient source coding (ME-coding)
method with error control scheme. We determine the performance of the pro-
posed methods, in terms of transmit energy, for the additive white gaussian noise
channel and the Rayleigh channel;

e Chapter 3 deals with energy consumption models. We give an overview of the
energy consumption in wireless sensor nodes. We introduce two general energy
consumption models based on transceiver node and communication link respec-
tively. These reference models which are used in numerous research works, are
not matched to OOK modulation. So, we present new accurate energy consump-
tion models that can be used to evaluate energy efficiency of ME-coding;

e Chapter 4 focus on the energy consumption analysis of ME-coding based on
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realistic energy models of several devices. The first circuit is a low cost OOK
transmitter for wide application but which has the disadvantage of having impor-
tant limitations on the maximum bit rate. The second transmitter is a high per-
formance and more energy efficient transmitter, but which is not commercially
available. Besides, the method of selecting the optimal coding size is presented
as well to reduce the energy consumption. The analysis is extended to the recep-
tion using another low cost circuit. In the last section, the energy consumption
of a low cost receiver is studied. We propose and evaluate a method to reduce
the activity of the circuit when receiving ME code-words;

Chapter 5 presents more complex applications of the energy efficient transmis-
sion techniques. The first part describes the introduction of ME coding in an
automatic repeat request error control protocol. The second part shows a re-
alistic application of our study to a simple communicating device supplied by
limited energy harvesting;

Chapter 6 concludes on our efforts in coming up with energy efficient source

coding scheme and modulation.



Energy efficient transmission

techniques

In digital communication or data transmission, /N, (the energy per bit to noise
power spectral density ratio) is an important parameter. It is a normalized signal-to-
noise ratio (SNR) measure, also known as the "SNR per bit". It is especially useful
when comparing the bit error rate (BER) performance of different digital modulation
schemes without taking bandwidth into account.

The energy Ej can be seen as the energy which is necessary to transmit one bit. It
can be considered as a good metric to evaluate the energy efficiency of a transmission
technique.

For a target performance (i.e bit error probability) the required Ej can be deter-
mined for a given transmission technique (modulation, demodulation, channel cod-
ing...) and channel condition.

Shannon showed there is a fundamental trade-off [43] between energy and band-
width efficiency for reliable communications when only considering the transmit en-
ergy. Reducing the energy per bit is always obtained at the price of the bandwidth
efficiency.

This important result is recalled in the next section. We include also a first model
of circuit energy in order to show that considering the circuit power consumption can

introduce a new optimum trade-off between energy and bandwidth efficiency. After

21
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this theoretical approach, the rest of the chapter deals with realistic transmission tech-
niques. Section 2.2 recalls the definition of different modulations. We focus on on-off
keying modulation and orthogonal modulations which constitute the basis of our work.
Section 2.3 defines the energy efficient source coding that will be used in our work.
Section 2.4 is an overview of channel coding which is also an efficient method to re-
duce the energy per bit. In radio frequency modulation, a large part of the transmitted
energy is lost in the propagation channel. Section 2.5 provides the performance of the

proposed method for AWGN channel and Rayleigh channel.

2.1 Fundamental Shannon limit

One of the most famous results from information theory is the fundamental limit
[43, 44], or Shannon limit, that sets requirements on the signal to noise ratio for reliable
communication.

Consider a band limited Gaussian channel with bandwidth 1/ and noise level V.

If the transmitted power constraint is P, then the capacity is given by

P .
C = Wlog,(1+ N W) [bits/s] (2.1)

0
Without other constraints, we would like to use as much bandwidth as possible. In
theory the available bandwidth can be infinite, and therefore we set W — oo in the
formula.
P P/Ny
— 2.2
+ NOW) In2 (2:2)

Assigning the achieved bit rate as Rj, it is required that this value is not more

O = V&gnoo W log, (1

than the capacity, C'., > R,. Assume now that the signaling time is 7 and that
in each signal, k£ information bits are transmitted. Then PT; = F, = Eyk where
E is the average energy per transmitted symbol and Ej, is the average energy per
information bit. The variable Fj is a very important parameter since it is something
that can be compared between different systems, without having the same number of
bits per symbol or even the same coding rate. Then a system independent signal to
noise ratio is defined by SNR = E},/Nj.

We can write the energy per bit as

PT,

By=—

(2.3)
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and considering the ratio between C', and the bit rate R, we get

% B P/NOE _ Ey/No
R, In2 k  In2

(2.4)

where we used that R, = T and we require C,, > R, for reliable communication.
S

Rewriting the above equation, we can conclude that for reliable communication the

SNR is required to be

E,/Ny >In2 = 0.69 = —1.59 dB (2.5)

The value 1.6 dB is the well known Shannon limit and constitutes a hard limit for
which it is possible to achieve reliable communication. If the SNR is less than this
limit, it is not possible to reach error probability that tends to zero, independently of
what system is used.

From this inequation we can also determine the minimum energy Fj,,;,, to transmit
an information bit on the additive white Gaussian noise channel. Assuming a thermal
noise, defined by a power spectral density Ny = kgT where kg = 1.38 x 1073 J/K

is the Boltzman constant and 7" is the temperature in Kelvin, we can express Ej,,;, as :

Eymin = kT In2 (2.6)

This limit is identical to the minimum amount of energy required to erase one bit
of information defined by Landauer [45]. The numerical value at 20°C (293.15 K) is

very small:

Eymin = 2.8 x 10721 J (2.7)
and probably unattainable in practice.

Considering now the capacity expression in Equation (2.1) for a finite bandwidth

and ensuring the limit case R, = C, the transmitted power constraint P can be written

as:
@
P=NW(_2W —1) (2.8)
Then the equation (2.3) can be rewritten as
P NW i
E, = I = R 2W —1) (2.9)
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B, = %(277 — 1) (2.10)

R
where the bandwidth efficiency is defined as n = Wb

25 ey —————————
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Eb/No (dB)
=
o

-5 1 |
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Bandwidth efficiency (bit/s/Hz)

Figure 2.1: Trade-off between energy efficiency and bandwidth efficiency.

The fundamental trade-off between energy efficiency and bandwidth efficiency is
plotted in the Fig. 2.1. It can be shown that reducing the energy per bit results in the
reduction of the bandwidth efficiency, i.e. the increasing of the bandwidth necessary
to send a given bit rate.

The energy per bit £}, represents the bit energy that is transmitted on the channel. If
we consider a realistic channel, we must introduce the channel gain g and the transmit
energy becomes:

N,
E,=—
gn

In a real case, the process of the information needs an additional energy that can

(27— 1) (2.11)

be called circuit energy. As we want to be independent of the specific transmission
scheme, we propose a model for which the circuit power is constant equal to F.. So

the total energy per bit can be written:
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Ny P.
Ey=—(2"-1)+ = (2.12)
' gn ( ) Ry
We can also express the total bit energy as a function of the bit rate :
Ny P,
Ey=——"—(2B/W _1)4 ¢ 2.13

For a given bandwidth IV, this equation shows that the transmit energy is a growing
function of the bit rate whereas the circuit energy is decreasing.

This behavior is illustrated in Fig. 2.2 which shows the transmit energy and the total
energy as the function of the bit rate for a bandwidth equal to 1 MHz and Ny = kgT,
where £k is the Boltzman constant, 7' = 300K is the temperature, and P, = 1uW. We
assume g = —128 dB, corresponding to a free space attenuation for a 2 GHz frequency
and a transmit distance equal to 1 km plus a 30 dB margin.

—©- Tranmit energy per bit |]
] = Total energy per bit  |]

Energy per bit (J/bit)

10"
10" 10° 10" 10° 10° 10* 10° 10° 10
Bit rate (bit/s)

Figure 2.2: Transmit and total energy per bit as a function of the bit rate

It can be shown that the circuit energy is predominant for low bit rate whereas
the transmit energy grows a lot for high bit rate. Hence, an optimal bit rate can be
determined, corresponding to the minimization of the total energy. With the chosen

numerical values, this optimal rate is about 10 kbit/s .

In the rest of this chapter we focus only on the transmit energy. Circuit energy will
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be consided, using more realistic circuit models, in the next chapters.

2.2 Modulation

Modulation is the operation which consists in introducing the information in a sig-
nal that is matched to the bandwidth of the physical channel (for example a radio
frequency channel). In the next sub-section we consider firstly the Binary Phase Shift
Keying which is the simplest form of digital modulation. This modulation will be used
as a reference in our study. Then, we introduce On Off Keying which is the modulation
used for Minimum Energy Coding and finally the orthogonal modulation which can be

used to approach C, and which has also be used at the end of our study.

2.2.1 Binary phase-shift keying (BPSK)

BPSK (Binary Phase Shift Keying[46, 47], or 2PSK) is the simplest form of phase
shift keying (PSK). It uses two phases which are separated by 180° and so can also be
termed 2-PSK. In the figure 2.3, the two symbols are shown on the real axis, at 0°for
bit 1 and 180° for bit 0. This modulation is the most robust of all the PSKs. It is,
however, only able to modulate at 1 bit/symbol and so is unsuitable for high data-rate

applications.

Oe
I

Figure 2.3: Constellation diagram example for BPSK.

In the presence of an arbitrary phase-shift introduced by the communication chan-
nel, the demodulator is unable to tell which constellation point is which. As a result,

the data is often differentially encoded prior to modulation.
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For BPSK modulation and without coding, suppose the signals are affected by an
additive white Gaussian noise (AWGN). Then, using the coherent receiver, the bit error

probability is the same as the symbol error probability [46], and is given by:

P = %erfc <\/Eb/N0) (2.14)

Knowing that one bit is transmitted per symbol, we deduce that the spectrum effi-
ciency of BPSK is 1 bit/s/Hz.

2.22 OOK

On-Off Keying (OOK) is the simplest form of amplitude-shift keying (ASK) mod-
ulation that represents digital data as the presence or absence of a carrier wave. In its
simplest form, the presence of a carrier for a specific duration represents a binary one,
while its absence for the same duration represents a binary zero. It is analog to unipolar
encoding line code.

OOK is most commonly used to transmit Morse code over radio frequencies, al-
though in principle any digital encoding scheme may be used. OOK has been used
in the ISM bands to transfer data between computers, for example. In addition to RF
carrier waves, OOK is also used in optical communication systems.

For OOK modulation and without coding, suppose the signals are affected by an
additive white Gaussian noise (AWGN), then the bit error probability [48], for a co-

P, = %erfe (\/ %) (2.15)

where, FE, is the average energy per bit. This equation shows that, for the same BER,

herent receiver, is given by:

a loss of 3dB is obtained in comparison to BPSK. We will see in our work that the
advantage of OOK will be obtained in association with Minimum Energy Coding and
taking into account the circuit energy consumption.

Similarly to BPSK, the spectrum efficiency is 1 bit/s/Hz.

2.2.3 Orthogonal modulation

Orthogonal modulation [49] with non-coherent detection is a practical choice for
situations where the received signal phase cannot be reliably estimated and/or tracked.

There are many important applications where this is the case. Examples include mil-
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itary communications using fast frequency hopping, airborne communications with
high Doppler shifts due to significant relative motion of the transmitter and receiver,
and high phase noise scenarios, due to the use of inexpensive or unreliable local oscil-

lators.

For equal-energy orthogonal signals s,,(t) m = 1,..., M, the optimum receiver
selects the signal resulting in the largest cross correlation between the received signal

x(t) and each of the M possible transmitted signals using the decision variable:

T
Uy = %/0 z(t)sm(t)dt m=1,..,. M (2.16)

suppose that the signal s,, is transmitted. Using the orthogonality property of the
symbols and assuming that the energy of s,,(¢) is unity, the above random variables

can be written as:

Uy :\/E—l—nl

Um = Ny, M F 1

(2.17)

where n,, are zero-mean, mutually independent Gaussian random variables with vari-

ance 02 = Ny/2. The probability of correct decision is given by:

“+oo
P = / P ((ug < upy . upr < up)/uy) plur)duy (2.18)

oo
since the {u,, } are statistically independent, the joint probability factors into a product

of M — 1 marginal probabilities of the form:

$2

1 oo
Py, < uy/uy) = — / e Nodz
0 J—o0

(2.19)

1
=1- Eerfc( d )

VN

Therefore the symbol error probability is given by:

1 [t 1 M- 2
P,=1-P.=1- —/ 1 — —erfe(x) e~ @ VEMN g (2.20)
NZ . 2

Since M = 2%, each symbol contains k bits and is at the same distance from the

others. We can then deduce the bit error probability:
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k
1 P g1
Py=-S nCr——_ — P, 221
b k;” kok — 1 2k _1 (2.21)

We can also consider the union bound, resulting in a simpler formula for the symbol

M—1 [ kE,
P, ~ 5 erfc ( 2—NO> (2.22)

The graphs of the probability of bit error as a function of SNR per bit £, /N, are

error probability:

shown in Fig. 2.4 for a Gaussian channel.

=TI

I

Probability of bit error
=
o
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10°
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Figure 2.4: The probability of bit error for othogonal modulations.

This figure illustrates that, by increasing the number M of waveforms, one can
reduce the SNR per bit required to achieve a given probability of bit error. For ex-
ample, to keep a bit error probability P, = 1077, the required SNR ratio per bit is
about 12.5 dB for M = 2, but if M = 64 corresponding to 6 bits per symbol, the
required SNR ratio per bit is approximately 6.1 dB. Thus, a gain of 6.4 dB is realized

in transmitter power to achieve P, = 10° by increasing M from 2 to 64.
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The spectrum efficiency of orthogonal modulations [50] is:

2k
== 2.23
" M ( )

The Fig. 2.5 presents the trade-off between energy efficiency and spectrum effi-
ciency when varying the number of bits per symbol and the probability of error. In-
creasing M allows to reduce the energy per bit but at the price of reducing the spectrum
efficiency. It can be shown [46] that orthogonal modulations allow to obtain the Shan-
non limit for an infinite number of bits per symbol (i.e. for an infinite bandwidth). The
presented results are obtained with the union bound which is not a good approximation
for very large number of symbols and low SNR. So the —1.6 dB limit cannot be shown

by this approximation.

13 ‘ —

11 .

10

EB/No (dB)
[ee]
T

Pe=1e-3

3 i i i i i i P i i i i i P
10 10" 10
Spectral Efficiency (bit/s/Hz)

Figure 2.5: Trade-off between energy efficiency and spectrum efficiency for orthogonal
modulations
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2.3 Minimum energy coding schemes

2.3.1 Minimum energy coding

In OOK, a carrier signal is transmitted when a bit one is sent and no signal is trans-

mitted when a bit zero is sent.

[y
o

Figure 2.6: Typical OOK Modulation Scheme.

Fig. 2.6 shows OOK transmitted signals for a sequence of bits. We can assume that
the transmitter expends more energy when transmitting a signal for bit one. Thus, for a
system that uses OOK modulation technique, the obvious way to reduce the consumed
energy would be to reduce the number of bit one. Since we have no control over the
information source, the only way to reduce the high bits (bit one) would be to map a
set of information bit sequence to a constant length code-word (ME-Code) which has
less number of bits one in it. This is originally based on the idea proposed by Erin and
Asada [51]. They have formulated the power optimization problem for wireless com-
munication applications with message source of known statistics. They bring about
the reduction in energy consumption in two steps. Firstly, use a set of codes that have
less number of high bits in it. Secondly, assign these set of codes to the messages in
such a way that, codes with less number of ones are assigned to messages of higher

probabilities. They have also taken one step towards improving the performance of
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these codes by simple concatenation process. Their approach of ME-Coding cannot
be applied to sources with unknown statistics. Authors in [52] keep the basic idea
of ME-Coding (source-bits mapped to code-bits) for source with unknown statistics
(unknown probabilities of occurrence of symbols) and use a very simple near optimal
detection process to improve the performance of ME-coding, thus proposing a new
approach towards ME-coding. Besides, a theoretical framework is proposed by [53]
for accurate comparison of minimum energy coding in coded division multiple access
(CDMA) wireless sensor networks (WSNs).

e—— Source bits ——

1i0i0(1

«— k —

0:i1]1 0

J\l ME-Coding

0{1i0i{0i0

=

0|0

o
--.o.---
--.o.---
--:.--
--.o.---
--.O.---
--.O.---

o

< Code bits >

Figure 2.7: Block Diagram of ME Mapping Scheme.

The basic transmitter-side block diagram is shown in Figure 2.7. Information
source produces information bits 1 and 0. The info-bits are fed to the source encoding
block or the ME-Coding block. The ME encoder gives out a sequence of bits that has
a reduced number of bit-1s in it. These source encoded bits are now OOK modulated

in the modulator block and then transmitted by a RF transmitter bit-by-bit.

Consider k binary bits (1 and 0) from the source. ME-encoder groups these k bits
together and maps it to a ME-Code word of length n, where n > k. Thus, there can
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be a total of M = 2* possible incoming symbols mapped to M code-words that are
predetermined. As already mentioned the duty cycle of the coded sequence is lower
than the original sequence.

In our work, to avoid a confusion between information bits and coded bits we will
call chips the bit after coding.

Our main idea is to apply the ME-coding to sources with unknown statistics (or a
source with equiprobable symbols). We consider the extreme form of coding where
we use a maximum of one high chip in the entire code-word sequence. The reason
being, firstly, we satisfy the criterion of having less number of ones in the transmitted
code-word bit sequence compared to source bit sequence. Secondly, this code-word
can safely be assigned to any of the M source symbols occurring at any probability.
Finally, this results in the maximum reduction of total number of ones in the trans-
mitted code-word chip sequence. Table 2.1 [52] shows the source symbol and their

corresponding code-words for M =4 and 8.

Table 2.1: Minimum-Energy Code table for k =2 and 3
Source bits code-word Source bits code-word

00 000 000 0000000
01 001 001 0000001
10 010 010 0000010
11 100 011 0000100
100 0001000
101 0010000
110 0100000
111 1000000

For mapping M = 2* source symbols, we need a code-word of length n = M — 1.
This is because the all-zero source symbol is mapped to an all-zero code-word se-
quence and the remaining M — 1 source symbols can be mapped to M length code-
words containing only one high chip. In general, for grouping % bits we need a code
length of 2 — 1. So, the code rate is defined by r = k/n = k/(2¥ — 1). We use
the standard form of representation of the codes: ME(n, k), where n represents the
code-word length assigned to message symbol of £ bits. The minimum Euclidean dis-
tance between any two code-words is d,,;, = 1. Strictly speaking, these codes have no

capability of correction or detection of errors.
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For example, if the all-zero code-word is transmitted, an error on one bit will result

in a legal ME-coding code-word so that this error can not be detected.

Transmitted Demodulator Detected and
Codeword output corrected codeword
0 0,0058 0
0 0.0765 0
1 ——» 11923 » et
0 0.0137  Chip-by-chip 0 €ga
o AWGN 0,092 detection 0 codeword
o Channel 08355 » > 1
0 0,3230 0

Figure 2.8: Flow of chip-by-chip detection process.

However, the basic characteristic of the code (maximum of one high chip in the
code-word) makes it possible to detect errors when the receiving code-word has more
than one high chip in it. i.e. if a chip-by-chip hard decision with 0.5 threshold is made
on the demodulated signal, and if any code-word is detected with more than one high
chip, then it can be considered as code in error and hence, all the final £ message bits
corresponding to that code-word at the receiver is considered to be in error. Fig. 2.8

shows an example of the process of error detection for a ME(7,3) code.

ME-coding decreases the spectrum efficiency by a factor

= 2.24
T (2.24)

k k
n

So, for a given information rate the bandwidth must be largely increased. In a lot
of practical cases, the bandwidth is constrained by the channel or the circuits. In that

case, the information rate must be reduced when using ME coding with large n.

2.3.2 Modified minimum energy coding

In [54], the authors propose a Modified Minimum Energy Coding which can re-
duce the circuit energy. They use this method in CDMA and show that the multiple
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access interference can be reduced because interference is only generated during the
transmission of bits 1, resulting in better BER.

The principle of MME coding is depicted in Fig. 2.9. Unlike ME coding, a MME
code-word is composed of several sub-frames of length L, + 1. The first chip of each

sub-frame indicates if there are one or more high chips in that sub-frame, i.e.

Source bits >

< >

o
__-.5---
__-.5---

[y
__--.O.---
__-.':---

[y
__-.'._:---
__--.o.---

ﬂ MME-Coding

Indicator Chips (1: no high chips in this subframe, 0: there are)

1:0:0 0 0

0

——
——
——
——
———
e
——
e
e
e
—
e

0i1

0i0

o
o

< Ls = Subframe Length>k——— Subframe 2 ——j«—— Subframe 3 —|

< L = Codeword Length

A 2

Figure 2.9: The principle of MME coding.

bina(l) = { 1, if there is no high chips in the subframe (2.25)

0, if there is at least one high chip in the subframe

where [ is the subframe index (between 0 and Ny — 1 where Ny = L/ Ly is the number
of subframes to transmit a codeword of L chips). The rest of the code-word is the same
as the ME code-word.

The receiver first decodes the indicator bit. If it is not a ’0’, the receiver doesn’t
decode the remaining L, chips in the subframe. In this case, the power required to
decode a subframe is reduced.

To show this reduction we can calculate the mean value of the receiver on-time for
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the transmission of the word :
TonRxMME = Ns X Tc X []- + P(bznd = 0) X (Ls>] (226)

where P(b;,q = 0) is the probability that b;,4 = 0, and T, is the chip duration.
If we assume, like the cited authors, that « is the probability that a chip 1 is trans-

mitted and that these chips are independent, then

P(bmd = O) =1- P(Cl = 0, ...CL, — O) (227)

s

where the c;, are the L, chips of the subframe. So
P(bing =0) = (1 = (1 - a)™) (2.28)

and

TonRxM]V[E = Ns X Tc X []- + (1 - (1 - Oé)LS) X <L5>] (229)

This expression is slightly different from the result given in [54], because we do
not consider that the index chips b;,4(k) are information bits.
For ME coding the receiver is on during the reception of the L chips. So the receiver

on time is :
Tonpeme =L xT,=Ngx Ly xT, (2.30)

Assuming that the power consumption of the receiver is constant, we can define

the receive energy gain of MME to ME by:

Ly
1+ (1—(1—a)l)x L,

p = Tonrere/Tonrarvivie = (2.31)
The energy gain is plotted in figure 2.10 as the function of the subframe length L, and
«, the probability of 1 in the code. It can be shown that there is an optimum value
for L, for a given . When Ls increases the gain decreases because the 7.,z v E
becomes longer. So a small value of L, is preferable. It must be also noticed that the
MME is only interesting when « is sufficiently low (less than 0.3). In the other case
MME can be less efficient than ME.

As shown further, in the chapter 4, it is also possible to reduce the activity of the
receiver during the reception of Minimum Energy codes, providing a similar energy

gain.
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Figure 2.10: Receive MME to ME energy gain.
2.4 Error control scheme

2.4.1 Opverview of error control

Error Correcting Code (ECC) [55] is the typical way used at the data link layer to
perform error control for reliable wireless communication. Each kind of error control
code introduces redundancy into an information message of length %k by the addition
of m extra bits, to form a code-word of length n = m + k for the transmission. The
redundancy bits allow the receiver to detect or/and correct the transmission errors. This
ability to correct errors in the received message means that using an error control code
over a noisy channel provides better bit error rate (BER) performance for the same
signal to noise ratio (SNR) than uncoded systems. In other words, using error control
coding can reduce the transmitted power for the same BER performance. However, this
improvement has a cost in terms of bandwidth consumption and decoding complexity
due to the redundant data added by the code. The code rate r. defines the ratio of the
number of bits before and after the coder:

k

re = (2.32)
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Typically there is a trade-off between coding gain and decoder complexity. Complex
codes may provide better coding gain but require more complex decoding algorithm,
and need more power consumption. Therefore, when considering the error control
codes used in the sensor networks, low complex codes would be advisable. In the next
subsection we present the simple example of Hamming code and we show that ME-

Coding can be seen as a limited error correction code.

2.4.2 Example of error-correction code: Hamming code

Hamming code is a linear binary error-correction code. For each integer m > 1,

there is one type of code defined by:

(n,k) = (2" —1,2™ — 1 — m) (2.33)

Suppose the minimum distance of any error correction code is given by d,,;,, then
it has the error detectability of d,,;,, — 1 bits and error correctability of L%J bits.
The Hamming codes have a minimum distance d,,;, = 3, which means that they can
detect 2 error bits and correct 1 error bit.

Generally, encoding and decoding of Hamming code can be expressed as matrix
operation. Assuming that the code generator matrix is (7, the parity-check matrix is H,
the vector of k information bits is z, the vector of the encoded message bits is r and
the syndrome vector is s.

To demonstrate how Hamming codes are calculated and used to detect errors, an
example of Hamming (7, 4) codes is presented below. In this example, the information
bits 1011 are encoded into the code-word 0110011 using the following matrix opera-

tion.

1110000

1001100
r:x-G:[loll}- :0110011]

0101010

1101001

(2.34)
Lets assume that the third bit of the code-word is corrupted. Hence, the received
sequence is r = 0100011.
Then at the decoder side:
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s=r-H=10100011 :[011} (2.35)

[ e S =S = o B o B )
=== e N S )
[ o N S S o S S o S S

where the binary syndrome s is equal to the decimal number 3 indicating that the third

bit of the received sequence is incorrect.

Considering a code with code-word length N and error correcting capability of ¢
bits, we can see that if the received code-word is incorrect and has distance of ¢, which
is greater than ¢, to the transmitted code-word, the decoder will decode the code-word
to an unexpected information bits which have a maximum difference of ¢ + ¢ bits to the
original information bits.

So, assuming a memory-less symetric binary channel, with probability of error P,

a bound of the bit error rate is [46]

N
NZ (i + 1) OGP (1 — PN (2.36)

We can get a more simpler approximation as:

1
P, ~ N@t +1)CY P (2.37)

If the underlying channel is an additive white gaussian noise channel using BPSK
modulation and a coherent detector, the probability of error of the binary channel must

be taken as :

1 Tch
P = Eerfc ( No ) (2.38)

Fig. 2.11 shows the BER performance of uncoded BPSK and Hamming coded
BPSK. For sufficiently low BER, Hamming coded BPSK provides an improvement of
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signal to noise ratio compared with uncoded BPSK.
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Figure 2.11: Bit error probability for Hamming code and BPSK modulation.

This improvement is obtained at the price of the reduction of the spectrum effi-

ciency by a factor equal to the inverse of the code rate.

2.4.3 Error correction in ME-Coding

ME-Coding has been presented in the previous section with the possibility to re-
duce the power consumption by reducing the number of high chips. With the proposed
scheme (a maximum of one high chip in each code-word), we have seen that the mini-
mum distance between the code-words is only one. So there is no systematic capability
of error detection or correction.

However we have seen that, considering a chip by chip detection, a limited error
detection capability can be obtained. We show here that limited error correction can
also be obtained by considering code by code detection.

The signal strengths of the demodulated chips vary due to the presence of noise
in the channel, the bits may not be the same as it was sent from the transmitter. We
consider Addition White Gaussion Noise (AWGN). After a chip-by-chip 0.5 threshold
detection is made, a code-word bit sequence say 0010000 might be sent and may be

detected as 0010010. As already discussed, the basic property of the code-word has
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made it possible to detect an error in the code-word. Instead of declaring this code-
word as one to be in error, [56] follow a different approach for code-word detection.

With code-by-code detection a scheme with error correction capability can be ob-
tained. The receiver observes the energy levels of all the incoming n chips of the
code-word. Then the chip with highest strength is considered as a high chip and the
rest as low chip. If the chip with highest strength is lower than 0.5, it is detected as all
zero code-word.

Fig. 2.12 shows the process of our code-by-code detection for a code-word. It
shows a transmitted code-word 0010000. This is demodulated as 0.0058, 0.0765,
1.1923, 0.0137, —0.092, 0.8355, 0.323. In the earlier approach of chip-by-chip de-
tection with 0.5 threshold, it would have been detected as 0010010. Now, we look at
the chip with highest strength in the entire code-word. The original high chip of energy
1.1923 is set as chip-1 and the rest is made as chip-0s. Thus, it is detected as 0100000.
Since the noise is AWGN, the probability of energy of genuine chip-1 being greater
than the energy of the error chip-1 is more ie. If energy of genuine chip-1 is e; and that
of the error chip-1 is e; , then, P(e; > e;) is more than P(e; > e;). This fact is clear

from a Gaussian distribution curve.

Transmitted Demodulator Detected and
Codeword output corrected codeword

0] 0,0058 0]

0 0.0765 0

1 ——» | 11923 —» ~ Select —| 1

0 0.0137 the largest 0

0 AWGN -0,092 code-by-code 0

o Channel | qg355 . defection ' 0

0 0,3230 0

Figure 2.12: Error Correction with Code-by-Code Detection.

By code-by-code detection process we accomplish two things. Firstly, we elim-
inate the occurrence of an invalid code-word at the receiver and improve the error
performance of ME-Coding. Secondly, this method performs exactly like an optimal

detector.

In an optimal decoding scheme, the demodulator output produces the receiver

code-word of length n as r = [rq,rg,...7,,]. An optimal detector maximizes the prob-
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ability of detecting a correct code-word C,,, = [Cly, Com, ...Cpyy] from the codeset C,

given, received code 7. ie.
argmaz,— 2, ,Pr(Cm/r) (2.39)
It maximizes the correlation metrics C'(r, C,,,), which can be written
C(r,Cm)m=123..n = 1.Ch, = (1Cum + 1202 + 13Csm.... + ,Com)  (2.40)

Since our code-word has only one high chip in it, M AX[C(r, Cy,)m=123.x] is
nothing but considering the highest energy chip. This method of code-by-code detec-
tion proves to be simpler than the standard optimum detection.

ME-coding has very limited detection and correction capabilities. So it can be in-
teresting to consider additional error correction schemes. These possibilities must be
considered with practical aspects. The sensor applications have transceiver with lim-
ited computing capabilities, memory resources and reduced processor speed. Another
important factor to be considered is the delay in the receiver processor. There are many
efficient codes with higher code gains like turbo codes to achieve energy efficiency at
a system level [57]. It is complicated to generate and detect these codes. Complex
algorithms take up more power in computing. Computation time also increases with
complexity. Moreover, our sole idea of having less number of chip-1 in the transmitted
code chip sequence must be maintained. The main objective here is to bring about a
considerable conservation in the energy at a system level with algorithms of least com-
plexities, demanding less resources and consuming lower power in the circuit level

implementation.

2.4.4 Error correction codes combined with ME-Coding

Error correction schemes like Convolution codes and Block codes can be adopted
to have an improvement in the error performance of the ME-coding scheme. Con-
volution codes are tough to be combined with ME-codes as they are generated in a
finite-state machine and they do not allow a direct concatenation with ME-codes [3].

Block codes like Hamming code are used for error performance improvement in
ME-coding [3]. For example, systematic binary Hamming block code scheme, say a
standard (7,4) Hamming code can be combined with the ME-codes using the parity
check equation C,,H" = 0 (C,, is the code-word and H' is the transpose of parity
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check matrix). This effort of improving the error performance of ME-code by combin-
ing it with Hamming Code proves unsuccessful as the basic approach of ME-coding
to have a reduced number of ones in the transmitted code-word chip sequence is lost.
The coding gain provided by Hamming codes for smaller values of n is small and a
higher circuit complexity for syndrome detection at the receiver is required [46]. It
also increases the length of the ME code-word.

In Chapter 5, Automatic Repeat reQuest (ARQ) will be considered for error con-
trol scheme with the advantage that the minimum energy coding properties will be

maintained.

2.5 ME-coding on different communication channels

The communication channel provides the connection between the transmitter and
the receiver. The physical channel may be a pair of wires that carries the electrical
signal, or an optical fiber that carries the information on a modulated light beam or an
underwater ocean channel in which the information is transmitted acoustically or free
space over which the information-bearing signal is radiated by use of antennas. Other
media that can be characterized as communication channels are data storage media,
such as magnetic tape, magnetic disks, and optical disks.

One common problem in signal transmission through any channel is additive noise.
In general, additive noise is generated internally by components such as resistors and
solid-state devices used to implement the communication system. This is sometimes
called thermal noise. Other sources of noise and interference may arise externally to
the system, such as interference from other users of the channel. When such noise
and interference occupy the same frequency band as the desired signal, its effect can
be minimized by proper design of the transmitted signal and its demodulator at the
receiver. Other types of signal degradations that may be encountered in transmission
over the channel are signal attenuation, amplitude and phase distortion, multipath dis-

tortion.

2.5.1 AWGN channel and Rayleigh fading channel
Additive White Gaussain Noise channel

The simplest mathematical model for a communication channel is the additive

white gaussain noise channel, illustrated in figure 2.13. In this model, the transmit-
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ted signal s(¢) is corrupted by an additive random noise process n(t). Physically, the
additive noise process may arise from electronic components and amplifiers at the re-

ceiver of the communication system, or from interference encountered in transmission.

0 —— O 0

0

Figure 2.13: AWGN Channel

Thermal noise, introduced primarily by passive components and amplifiers at the
receiver, is characterized statically as a white Gaussian noise process. Hence, the re-
sulting mathematical model for the channel is usually called the AWGN channel. Other
types of noise present in radio communication systems, like interferences etc. can also
be approximately modelized by a Gaussian noise. Because this channel model applies
to a broad class of physical communication channels and because of its mathematical
tractability, this is the predominant channel model used in our communication system
analysis and design.

Considering channel attenuation, the received signal is [46]:

r(t) = as(t) + n(t) (2.41)

where « is the attenuation factor.

Zero-mean White Gaussian Noise (WGN) has the same power spectral density for
all frequencies. The auto correlation function of WGN is given by the inverse Fourier
transform of the noise power spectral density: the autocorrelation function is zero

for all time but 0. This means that any two different samples of WGN, no matter how
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close together in time they are taken, are uncorrelated. The noise signal WGN is totally
decorrelated from its time shifted version.

The noises decrease the Signal to Noise Ratio (SNR) and, as shown by Shannon,
limit the spectral efficiency of the system. Noise is the main detrimental effect in most

radio communication systems.

Rayleigh Fading Channel

In a wireless communication channel, the transmitted signal travels from trans-
mitter to receiver over multiple paths. This multipath propagation is the source of
amplitude fluctuations, delay, phase fluctuations due to the environment evolution. For
example, the transmitted signal from a BTS (Base Transceiver Station) may suffer
multiple reflections from the buildings nearby, before reaching the mobile station.

The delays and other parameters associated with different signal paths change in an
unpredictable manner and can only be characterized statistically. When a large number
of paths is present, the central limit theorem can be applied to model the time-variant
impulse response of the channel as a complex-valued Gaussian random process.

When the delay spread of the channel impulse response is much smaller than the
transmitted symbol duration, the channel is described as a flat fading channel. In that

case the channel model can be written [46]:
r(t) = a(t)s(t) + n(t) (2.42)

with the same notations that in the previous subsection but a(t) is a complex random
variable.

So, in this model, the different paths are combined in an equivalent single path.
If the random variable a(t) is a complex zero mean gaussian variable the channel is
called a Rayleigh fading channel, because the amplitude of a(t) exhibits a Rayleigh
distribution.

This type of channel is obtained when the different paths have about the same

power, for example when there is no line of sight transmission.

2.5.2 Error probability in AWGN channel and Rayleigh fading

channel

In this subsection we will recall the bit error probability of BPSK and OOK mod-
ulations for the AWGN channel and the Rayleigh fading channel. Then we will de-
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termine the Bit Error Rate (BER) of ME-Coding for the same channels. Analytical

expressions will be compared with simulation results.

Error probability in AWGN channel

The error probabilities of BPSK and OOK modulations in an AWGN channel were
already given with the definition of these modulations in section 2.2.1 and 2.2.2. It is
recalled that switching from BPSK to OOK provides a degradation of 3 dB.

Error probability in Rayleigh fading channel

We now consider the Rayleigh fading channel. We assume that the long-term vari-
ations in the channel are absorbed into ¢,,, which represents the average received sym-
bol energy (for symbol m) over the time frame for which the multipath power may be

assumed to be constant. According to 2.42, the received signal is given by:

y(t) = a(t)s(t) + n(t) (2.43)

For slow fading, a(t) may be assumed to be constant over each symbol period.
Thus, for memoryless modulation and symbol-by-symbol demodulation, y(t) for de-

modulation over symbol period [0, 7's] may be written as

y(t) = as(t) + n(t) (2.44)

The error probability is a function of the received signal-to-noise ratio (SNR), i.e.,
the received symbol energy divided by the noise power spectral density. We denote
the symbol SNR by ~,, and the corresponding bit SNR by ~,, where v, = v, /k, k =
logo M, and M is the number of symbols (equals to 2 for the considered modulations).

For slow, flat fading, the received SNR is

|a ey
=128 2.45
g Ny (2.45)
The average SNR (averaging over o) is given by
T=Ellal] (2.46)
No
We can assume, without loss of generality, that £ [| « |?] = 1. So 7; reduces to

= I (2.47)

S:FO
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In our case, £ = 1. Hence, the corresponding bit SNR are given by

- Es _5b
- Nok N

Ty

(2.48)

Suppose the symbol error probability with SNR ~; is denoted by P.(~s). Then the

average error probability (averaged over the fading) is

P. = /OO P.(z)ps=(x)dx (2.49)
0

where p+- is the pdf of .

For Rayleigh fading, v, has a chi-square distribution with mean 75, i.e.,

1 _
py:(z) = —exp {_x ] r20 (2.50)
Vs Vs

The probability of error for BPSK modulation is:

J— o0 1 e_x/%
P. = / —erfe(y/r)——dzx (2.51)
0 2 Vs
After some calculations [46], we get
— 1 o7 1
P =-11- ~ — (for large 2.52
2{ 1+%} 4%( ge Vp) (2.52)
For OOK modulation
1
Py(w) = §erfc(1 / %) (2.53)

Here P, is the same as that for BPSK with 7, replaced by 7;/2, i.e.,

— 1 Y 1
P =—-11- ~ — (for large ;). 2.54
2[ \/2+%} 2%( ge V) (2.54)

Error probability of ME-Coding in AWGN channel

The error probability of ME-coding has been expressed in [58]. The calculation is
recalled here due to its importance for our work. On the other hand this calculation
will be modified in the next section for the Rayleigh channel.

Denote P.g and P, as the error probability of a high chip being received as a low
chip and a low chip being received as a high chip, respectively, then for a coherent

receiver and an AWGN channel, we have
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1 E
Pe¢=Py=- ‘ 2.55
S M 267”f0< 2N0> (2.55)

where E./Nj is the average signal to noise ratio per chip.

These probabilities can also be expressed in terms of the bit energy FEj,.
Assume that the duration and amplitude of the chip 1 are respectively 7. and A.
The average chip energy is:
A% x T.
E.= 5 (2.56)

The average symbol energy (n symbols with one chip and one all-zero symbol) is :

A2 xT.xn

Ey=——— 2.57
n+1 ( )
The average bit energy is
A% xn xT,
Ey=——--° 2.58
"= TRt 1) (2.58)

Using (2.56), we can obtain the relation between £, and E.

k(n+1)E
g = FntDE (2.59)
2n

So the two probabilities can be expressed in term of Ej

2.60
4TZNO ( )

1
P.g=P., = ierfc

Hard-decision decoding
Assuming that the source symbol .S; is transmitted using the code-word M;, the
receiver take a hard decision on each chip. The result can be (see figure 2.14):

— no error, the code word M; is received decoded to the good source symbol .S;

— the wrong code word M is received resulting in the source symbol S;. The
number of bit errors is the Hamming distance d;; between S; and .S;.

— an illegal code word is received (two high chips for example), so a source symbol
is taken randomly. In that case the bit error probability is

1 —dyj 1

Pope = —— DY 2.61
b ntls k2 (2.61)

Now we have to distinguish the case where the original symbol .S; is all zero or not.
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Good code word

0
1
0
5 S
- 0 0
0 — -
— 0 0
1 — —
ﬂ o 0 0
— o n
0| ]
0 Wrong 0
- — Code word | 0
Original Symbol 0 1
— 0
0 | I—
Code word

Illegal code word

No error

2 bit errors

1 bit error

Figure 2.14: Example of hard decision process for ME-Coding

— S, is the all-zero symbol.

The probability to get the good symbol S; is
PmOZ (1_PeS)n
The probability to get another symbol S; is

Pyj = P.s(1— P.g)"!

do;
o
The probability to get an illegal word is:

In that case, the bit error rate is

(2.62)

(2.63)

Py =1—=Ppo— Y Poj=1— (1= Peg)" —=n x Peg(1 = Pog)"™"  (2.64)

J#0

As written before the bit error rate is 1/2.

Then the average bit error rate when the all-zero symbol is transmitted is :

Pe/So - PeS(l - PeS)n_l

- dOj n 1-— (1 — Peg)n —n X Peg(l — Peg)nfl

k

J=1

2
(2.65)
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— S, is not the all-zero symbol.

The probability to get the good symbol .S; is
Poe = (1= Paay)(1 = Pg)™™ (2.66)
The probability to get another symbol S; which is not the all-zero symbol is
Pjj = PoyPes(1 — Pog)"™” (2.67)

In that case, the bit error rate is dTJ

The probability to get the all-zero symbol .Sy

Pro = Poy(1 — Pog)™ ™t (2.68)

dig
22

The probability to get an illegal word is :

In that case, the bit error rate is

Py =1—=Ppo— Pne— > Py (2.69)

J#£0,i

and the bit error rate is 1/2.

Then the average bit error rate when the all-zero symbol is transmitted is :
dio dij | P
P./s. = Ppo— P+ == 2.70
5= Prom 42 Pyl 4 5 (2.70)
JF#i
Finally, assuming a uniform distribution of source symbols, the total probability of

error can be expressed as:

1
C n+1

Z Pe/Si + Pe/So
=1

1 n+1 n+3
= —P, —“Pg— P.yP. (2.71)
n+1{ 5 M+ 5 S Mles

1 1
- 652—§(n+1) } (1—P65)”*2+§

Soft-decision decoding
Since ME-coding with hard-decision decoding does not have any error recovery
capability, the conception of soft decision decoding (code-by-code detection) is to im-

prove the performance of ME-coding. Instead of chip by chip decision, the signal
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amplitudes of all the n chips of the same code-word are compared with each other; the
chip with the highest strength, if larger than a threshold s, is decoded as a "one" and
the rest are decoded as "zero". If the largest chip is less than the threshold then the
all-zero symbol is chosen. In this way we can form a legal code-word and decode it,

eliminating the occurrence of an invalid code-word at the receiver.

We have also to distinguish the cases where the original symbol is or is not the

all-zero symbol.

— When the original symbol is not all-zero.

P, is the probability that code-word M, is received as M,
PmO - Pe]VI(l - PeS)n_l (272)

P;; is the probability that code-word M; is received as M.
We denote ¢, 1 < k < n the n chips of the code word.
As we consider an AWGN channel, the probability density function of a chip is

pi(z) = W@‘ 202 (2.73)

if 1 is transmitted with A the amplitude of the chip and o2 the noise variance

Po (.CIZ') = \/We 207 (274)

if 0 is transmitted.
If = is the amplitude of the chip c;, then the symbol S; is chosen if:
— ¢ < x for all k # i, 5. This is obtained with probability

{ / ’ po(r)dr] " (2.75)

— 00

— ¢; < x which is obtained with the probability

/ N p1(r)dr (2.76)

—C >S
This last condition must be true for all the values of x, giving the following

expression of P;;
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P = /:O po() {/m po(r)dr} " /:O p1(r)drdz (2.77)

— 00

Replacing the expression of the probabilities py(z) and p; (z), we get:

[ oo I ()]
i = erp | === exp (=5 | dr
s oV2T 20 oo OV 2T 20 2.78)

[ / Dl eap [~ — A))207) dr} da

oo OV 2T

The average bit error rate when transmitting S; is :

dio di;
Pess, = Pno—- + Z Py (2.79)
J#1,3#0
— When the original source symbol is composed of only zeros.
The symbol S; , j # 0 is obtained when the ;% chip which was transmitted as a
0 becomes larger than the threshold and is received as a 1. This is obtained with

the probability :

00 y 1 7,2 n—1 1 ) )
Py = ]y T
N /s [/—oo ovar T [ 202] T] amexp[ y*/ 20%] dy

(2.80)
The average bit error rate when transmitting Sy is :
P.s zzPo-@ (2.81)
»20 = 7 k

Finally by averaging on all the transmitted symbols we get the average bit error

probability:

n

Z P.s, + Pes,

i=1

1
n+1

e

1 n 1
= §Pm7o + 5131']' + §P07j (2.82)

P, o 1s given by a close-form expression, but P;; and % ; must be numerically cal-
culated to obtain the values of the bit error rate. This will be done further and the results
will be compared to Monte-Carlo simulation but firstly we extend the calculation to the

Rayleigh channel.
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Error probability of ME-Coding OOK in Rayleigh channel

On the Rayleigh channel, for an ideal coherent receiver, denote respectively P,.g
and P.), the error probability of a high chip being received as a low chip and a low
chip being received as a high chip. As seen in section 2.5.2, these probabilities can be

written

PeS:PeM:

(1= VAe/(e+2) (2.83)

N —

where 7, is the average signal to noise ratio per chip. To work with the bit energy we

can use the same relation that in the previous section.

We propose to determine the performance of ME-coding in the Rayleigh channel
for hard- decoding and soft decision decoding.
Hard-decision decoding
We can directly use the equation (2.71) and replace the probabilities F.s and
P.)s by the expression (2.83).

1 n
= E PAS; P,
C n+1 — E{Sl}_l' 6{50}]
1 n+1 n+3
= P, P.s — P.yP. (2.84)
1 [ 7 M+ 5 s MLes

1 .1
_ 652—§(n+1):|(1—Pes> 2—|—§

Soft-decision decoding

We can use the expression in equation (2.71) , but we must reevaluate P, F;
and P, in the case of the Rayleigh channel.

The frequency-nonselective channel results in multiplicative distortion of the
transmitted signal s(¢). Furthermore the condition that the channel fades slowly
implies that the multiplicative process may be regarded as a constant during at
least one signaling interval. Consequently, if the transmitted signal is s(t), the

received equivalent low-pass signal in one signaling interval is

y(t) = ae’®s(t) + n(t) (2.85)

where n(t) represents the complex valued white Gaussian noise process corrupt-

ing the signal. Since a is Rayleigh distributed,
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pla) = — e/ (>7) (2.86)

When the original symbol S; is not all-zero P, is the probability that code-word
M; is received as M,
Pm() = Pe]\/[(l - PeS)n_l (287)

The probability F;; that the symbol S} is received, is given by

< 1 x? T1 r? -2
[ ol 2] )
s oV2T 20 oo OV 2T 20 (2.88)

{ / i Seap [—1?/207] dr} dx

—00

When the original source symbol is composed of only zeros, the probability P,

which is the probability that code-word M, is received as M, can be written

Poo=(1—Pg)" (2.89)

The probability Fy; that S; is received is given by

1 2 2 o 2 2
L — 2 d — 2
Py, /S [/OO . 27Texp[ ¢/ 20 } r} . _QWexp[ y°/ 20 ] dy
(2.90)

As previously said, we can now get the total bit error rate for soft-decision de-

coding using the equation:

1
n+1

e —

i P.{S;} + P. {So}]
i=1 (2.91)

1
:§(Pm0+npij+P0j)

The different probabilities can be evaluated by numerical calculations. It is also
interesting to make a comparison with a Monte-Carlo simulation. This is the objective
of the next section.
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2.5.3 Simulation results versus theoretic results

The figures 2.15 provides the results obtained by the previous formulas (in solid
lines) and Monte-Carlo simulation (different types of dots) for the AWGN channel.
Results are given for BPSK, OOK, ME(7,3) and ME(63,6) with hard and soft decoding.
From this curves, we can make the following comments:

— Firstly, we can notice a good concordance between the formulas and Monte-

Carlo simulations which validates the proposed analysis.

— If we compare now the transmission methods, we can see the expected 3dB loss

between BPSK and OOK.

— Minimum energy coding provides better results than OOK and the performance

are better when the coding size is larger.

— The benefit of soft decision is important. For a BER equal to 102, a power gain

of 1 dB is obtained for ME(7,3) and 2 dB for ME(63,6).

From these results, we can conclude that for the AWGN channel, ME coding can
be interesting in terms of transmit energy. Large coding sizes must be used to obtain
an interesting gain in energy and, as seen for other transmission methods, the price to
pay is the bandwidth efficiency.

We can also hope that the obtained gain will be more important if we consider the
circuit power consumption due to the simplicity of the OOK transmitters and receivers.

The Fig. 2.16 shows the results obtained for the Rayleigh channel. We can also
notice the good concordance between the analysis and the simulation. In term of per-
formance the results are a bit disappointing. The performance of ME coding is always
worse than BPSK and even OOK. From these remarks we can conclude that ME coding

is not a good choice in the case of Rayleigh channel.

2.6 Summary

This chapter focuses on energy efficient transmission techniques. In the first part,
the fundamental Shannon trade-off between energy efficiency and bandwidth effi-
ciency has been recalled. We have shown also, using a simplified circuit model, that
the circuit energy can largely change this trade-off. Then we focus on the transmit
energy and we introduce some modulation schemes. We present the minimum energy
coding that will be considered in a large part of this study.

The characteristics of the channel has a large influence on the performance of a
link. We recalled the definition of the Additive White Gaussian Noise Channel and
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Performance of ME-Coding in AWGN channel
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Figure 2.15: Performance of ME-coding in AWGN channel

10 ‘
3
@10'2
o
g '
2 ME73HD
>107L| * ME636HD
3 A ME73SD
‘.é‘ v ME636SD
o —— Theory
| | Theory
10} —— Theory i
— Theory
0 5 10 15 20 25 30 35

Signal-to—-Noise Ratio per Bit(Eav/NO)dB

Figure 2.16: Performance of ME-coding in Rayleigh fading channel
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Rayleigh fading channel. For these different channels, we gave the theoretical bit
error probabilities of OOK, BPSK and ME-coding OOK. The theoretical results were
compared to simulations. According to these results, we have shown that in AWGN,
ME-coding based on OOK modulation can be interesting (better results than BPSK)
in terms of bit energy for large coding rate, at the price of lower spectrum efficiency.
However, this effect is not obtained for a Raleigh fading channel.

These results are obtained considering only the transmit energy. As shown in the
first part of this chapter, the circuit energy must also be considered to obtain realistic
conclusions and perhaps better results. This aspect will be developed in the rest of this

work. To begin this study, chapter 3 develops circuit energy models.






Energy consumption models

Previous studies consider only the transmit power (the transmit bit energy £j,/Ny)
to analyze the transmission techniques. Taking into account the circuit energy can
largely change the conclusions on the energy efficiency of a transmission scheme. So,

it is necessary to use a circuit energy model.

Recent analyses of WSN energy efficiency have been widely based on a sensor
node power consumption model [59, 60, 61]. For some models, the power consump-
tion of the receiving circuitry is greater than the power consumption of the transmitting
circuitry [60, 62, 63]. Similarly, the power consumption for baseband digital signal
processing is comparable to the power consumption of the combined transmit and re-
ceive circuitry [63]. Furthermore, an accurate power consumption model should be
able to accurately reflect the impact of recent advances in high efficiency power ampli-
fiers for WSN applications [64, 65]. In this chapter, we try to develop a realistic power

consumption model for WSN devices.

We will first focus on the architecture of a typical wireless sensor node to inves-
tigate the energy consumption of different components. Then, we present a general
energy consumption model which is commonly admitted in studies of efficient trans-
mission techniques between sensor nodes. However this commonly used model is not
matched to OOK modulation. So we propose in the last part of the chapter new models

matched to OOK modulation which will be used in our next studies.

59
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3.1 The architecture of a typical wireless sensor node

This section presents the node-level architecture to compare the energy consump-
tion of each part in the sensor node. Fig. 3.1 shows the architecture of a typical
wireless sensor node, as usually assumed in the literature [66]. It consists of four main
components: (i) a sensing subsystem including one or more sensors (with associated
analog-to-digital converters) for data acquisition; (ii) a processing subsystem including
a micro-controller and memory for local data processing; (iii) a power supply unit; and

(iv) a radio subsystem for wireless data communication.

Power Generator

Mobilizer ‘ Location Finding System

| |

I r
McU @
- Sensorsi 3 ADC || | {} | | Radio
| Memory J I
Power Supply Subsystem Sensing Subsystem : ::::::E :cog:;l:;si:::m

Figure 3.1: The architecture of a typical wireless sensor node.

In the sensing subsystem, sensors are literally used for sensing temperature, im-
ages, gas etc. The sensor unit is the medium to communicate between the physical
world and the conceptual world of processing unit. It senses or detects the physical
state and sends the data to processor. In reality a sensor acts as a transducer where
energy is converted into analog signal or digital signal. Sensors can be distinguished

based on what kind of energy they detect or transfer to the system.

Processing subsystem is a part of microcontroller unit which can read sensor data,
perform some minimal computations and make a packet ready for transfer in the wire-
less communication channel. The local memory requirements will not be high and
emphasis will be placed on the modes of operation to facilitate low-power operation.
Basically the processor is built on the microcontroller which reads sensor data and

makes the data ready for transfer.

In Power subsystem, base stations are more often connected to main power supply,

whereas nodes in the network depend on batteries to supply power. Hence there is a
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requirement to choose power efficient hardware and various efficient-operation modes
to make the network more power efficient. Fig. 3.2 reflects power consumption of a

typical wireless sensor node in various states [67].

The communication module/subsystem is typically an RF transceiver that should
support the 802.15.4. This unit helps in collecting information and to exchange or
control data acquisition. The maximum amount of energy is used in communication
module when compared to the two other modules. Sharing information between sensor
nodes will consume more amount of energy than implementing the calculation within
individual node. The radio transmission and reception has proven to be the major en-

ergy consumer in the sensor network.

20—

15— . N

Power consumption /mW

oL mmm N —
SENSOR PROCESSOR QEND RECEIVE IDLE SLW

COMMUNICATION

Figure 3.2: Power consumption of a typical wireless sensor node.

Obviously, the power breakdown heavily depends on the specific node. In [11] it
is shown that the power characteristics of a Mote-class node are completely different
from those of a Stargate node. However, the following remarks generally hold [11].
The communication subsystem has an energy consumption much higher than the com-
putation subsystem. It has been shown that transmitting one bit may consume as much
as executing a few thousands instructions [68]. Therefore, communication should be
traded for computation. The radio energy consumption is of the same order of magni-
tude in the reception, transmission, and idle states, while the power consumption drops
of at least one order of magnitude in the sleep state. Therefore, the radio should be put

to sleep (or turned off) whenever possible.
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Depending on the specific application, sensor nodes may also include additional
components such as a location finding system to determine their position, a mobilizer
to change their location or configuration, and so on. However, as the latter components
are optional, and only occasionally used, we will not take them into account in the

following discussion.

3.2 General energy consumption model

To facilitate subsequent analysis and comparisons, we introduce in this section two
general system models for a single battery-driven node in transmit- or receive-mode
and for the full function transceiver node. The diagram of a fully-functioning node
[69] is shown in Fig. 3.3, which includes a transmitter, a receiver, a power supporting
battery and a DC/DC converter to generate a desired and stable supply voltage for the
transmitter or the receiver. The node works with half-duplex communication mode
(alternately transmitting and receiving), which is commonly used in WSNs for power

efficiency.

—— Transmitter T NS

Battery DEDC | ~o

Converter
— Receiver —[

Figure 3.3: Block diagram of a fully-functioning node.

To explore the battery power consumption at the node, let us resort to a point-to-
point link in the network. This link consists of a transmitting node and a receiving
node [69], where only the transmitter in the former and the receiver in the later are
switched on. Based on the link model shown in Fig. 3.4, it is possible to figure out the
battery power consumptions in the transmitting node and receiving node respectively,
then we can integrate them as the battery power consumption of the fully-functioning

node.
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N
Battery ) C[c)frf\\/zger Transmitter | | Channel | | Receiver
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Transmitting Node Receiving Node

Figure 3.4: A link model.

3.2.1 General energy consumption model of fully-functioning node

For a wireless sensor fully-functioning node, the simple energy model for low
power microsensors is shown in Fig. 3.5 [42]. It includes a sensor/DSP unit for data
processing, D/A and A/D for digital-to-analog and analog-to-digital conversion, and a
wireless transceiver for data communication. The sensor/DSP, D/A, and A/D operate
at low frequency and consume less than 1m1/. This is over an order of magnitude less
than the power consumption of the transceiver. Therefore, the energy model ignores
the contributions from these components. The transceiver has three modes of opera-

tion: start-up, receive, and transmit. Each mode will be described and modeled.

Tx Circuit 4{ PA ——

Processing Switch

circuit
Rx Circuit - LNA}<7

Figure 3.5: A model of the microsensor node.

Baseband

- . Tx/Rx
Digital signal

According to the energy consumption model, the total energy consumption of the
transceiver node is:
Etotal = Estart + Erx + Eswitch + Etx (31)

where F;,,; is the start time for both the transmitter and receiver, E,;:.;, 1S the switch

energy consumption of the transceiver from the transmit state to the receive state, and
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E,, and E,, represent respectively the energy consumption of the transmitter and the

receiver.

A. Start-up Mode

When the transceiver is first turned on, it takes some time for the frequency synthe-
sizer and the VCO to lock to the carrier frequency. The start-up energy can be modeled
as follows:

Estart = Pro - tstart (3.2)

where P;o is the power consumption of the synthesizer and the VCO. The term ¢, 1S
the required settling time. RF building blocks including PA, LNA, and mixer have neg-

ligible start-up times and therefore can remain in the off-state during the start-up mode.

B. Receive Mode

The active components of the receiver include the low noise amplifier (LNA),
mixer, frequency synthesizer, VCO, intermediate-frequency (IF) amplifier (amp), and

demodulator (Demod). The receiver energy consumption can be modelled as follows:

Er:v = (PLO + PRX) : tr:p (33)

where Pry includes the power consumption of the LNA, mixer, IF amplifier, and de-
modulator. The receiver power consumption is dictated by the carrier frequency and
the noise and linearity requirements. The power consumption is dominated by the RF
building blocks that operate at the carrier frequency. The IF demodulator power varies

with data rate, but it can be made small by choosing a low IF.

C. Transmit Mode

The transmitter includes the modulator (Mod), frequency synthesizer and VCO
(shared with the receiver), and power amplifier (PA). The data modulates the VCO and
produces a radio frequency at the desired data rate and carrier frequency. A simple
transmitter energy model is shown in Equation (3.4). The modulator consumes very

little energy and therefore can be neglected.

Eir = (Pro + Ppa) - ti (3.4)
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P can be approximated as a constant. Pp4 depends on the PA efficiency, the link-
budget, and the sensitivity requirement.

In [42] the authors demonstrate how the above model can be used to estimate the
battery life time of a Bluetooth transceiver. This is one of the lowest power 2.4GHz
transceivers reported in literature. The following analysis focuses on the transmission
of data in the physical layer and makes no assumptions about protocols used in the net-
work layer and above. The energy consumption of the transceiver depends on how it
operates. Assuming a 100-bit packet is received and a 100-bit packet is transmitted ev-
ery oms, Fig. 3.6 shows a Bluetooth transceiver activity within one cycle of operation
[42].

START RX X

Power (mW)

Freq Synth

Figure 3.6: Burst receive/transmit cycle for Bluetooth Transceiver.

3.2.2 General power consumption model of communication link

We consider a general communication link connecting two wireless nodes, which
can be MIMO, Multiple-Input Single-Output (MISO), Single-Input Multiple-Output
(SIMO) or SISO. In order to consider the total energy consumption, all signal process-
ing blocks at the transmitter and the receiver need to be included in the model. How-
ever, in order to keep the model from being over-complicated at this stage, baseband
signal processing blocks (e.g., source coding, pulse-shaping, and digital modulation)
are intentionally omitted. We also assume that the system is uncoded. Hence no Error

Correction Code (ECC) blocks are included. The methodology used here can be ex-
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tended to include those blocks in future research work. The resulting signal paths on
the transmitter and receiver sides are shown in Fig. 3.7 and Fig. 3.8, respectively [70],
where M; and M, are the numbers of transmitter and receiver antennas, respectively,
and we assume that the frequency synthesizer (LO) is shared among all the antenna
paths. For the SISO case, we have M; = M, = 1.

Filter Mixer  Filter PA T/l/
- channel

LO

Figure 3.7: Transmitter Circuit Blocks (Analog).

: T Filter INA  Filter Mixer Filter IFA ADC

4,>_.

Figure 3.8: Receiver Circuit Blocks.

Similar to the SISO case discussed in [71, 67, 70], the total average power con-
sumption along the signal path can be divided into two main components: the power
consumption of all the power amplifiers Pp4 and the power consumption of all other
circuit blocks P,.. The first term Pp4 is dependent on the transmit power F,,;, which
can be calculated according to the link budget relationship [46]. Specifically, when the

channel only experiences a square-law path loss.
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— (47d)?

Pout = EbRb X Mle (35)

where F, is the required energy per bit at the receiver for a given BER requirement, R,
is the bit rate, d is the transmission distance, (G, is the transmitter antenna gain, GG, is the
receiver antenna gain, A is the carrier wavelength, )/; is the link margin compensating
the hardware process variations and other additive background noise or interference
and Ny is the receiver noise figure defined as Ny = % with Ny = —171 dBm/Hz
the single-sided thermal noise Power Spectral Density (PSD) at room temperature and
N.. is the PSD of the total effective noise at the receiver input.

The power consumption of the power amplifiers can be approximated as [70]

Ppy= (14 a)Puy (3.6)

where o = § — 1 with 7 the drain efficiency [46] of the RF power amplifier and ¢ the
Ui

Peak-to-Average Ratio (PAR) which is dependent on the modulation scheme and the

associated constellation size [72]. The second term P, in the total power consumption

is given by

P. = My(Ppac + Pniz + Prit) + 2Psyn + M, (PLya + Priz + Prra + Prir + Papc)

3.7
where Ppac,Priz, Prvas Prea,Priss Prir, Papc, and Py, are the power consump-
tion values for the DAC, the mixer, the Low Noise Amplifier (LNA), the Intermediate
Frequency Amplifier (IFA), the active filters at the transmitter side, the active filters at
the receiver side, the ADC, and the frequency synthesizer, respectively. To estimate
the values of Ppac, Papc and Prr 4, we use the model introduced in [72].

Finally, the total energy consumption per bit for a fixed-rate system can be obtained as

Ey = (Ppa+ P.)/Ry (3.8)

3.2.3 Application of the model to based OOK ME Coding

For the simulation, we assume a AWGN channel, i.e., the channel gain between
each transmitter antenna and each receiver antenna is a scalar. In addition, the path
loss is modeled as a power falloff proportional to the distance squared, as was shown

in Equation (3.5). The related circuit and system parameters are defined in Table 3.1.
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Table 3.1: System parameter

fc=25GHz n=0.35
N
GtGr = 5dB1 0'2 = —0
B=10KHz B=1
Pz = 30.3mW Py, = 50.0mW
— 1
Pb — 10_4 TS e E
Pfilt = Pfilr = 2.5mW PLNA = 20mW
N; = 10dB M, = 40dB

= —174dBm/Hz

-5

4x 10
—e— uncoding ook with Peb=10"%
35 ME[3,2] with Peb=10"*
3L | —*—ME[7,3] with Peb=10"*
—o— ME[15,4] with Peb=10"*
2,50
2,

0 20 40 60
Distance (m)

Figure 3.9: Energy consumption comparison

Fig. 3.9 compares the energy efficiency of ME-Coding schemes with OOK mod-

ulation. It is shown that the ME Coding is not energy efficient compared to the OOK

modulation. The obtained results in the previous chapter are not confirmed when we

consider the circuitry consumption. This can be explained by the fact that the presented

general model is not matched to OOK modulation. Firstly, the circuit power consump-

tion when transmitting a 0 is no different than when transmitting a 1 and secondly, the

amplifier model is not adapted for a OOK modulation transmission.
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To verify if the ME Coding schemes are energy efficient when the consumption of
electronic circuits are considered, the next section proposes to introduce OOK matched

energy consumption models.

3.3 OOK matched energy consumption models

OOK is a convenient modulation scheme for wireless communication because of
its simplicity in implementation both at transmitter side and receiver side. Compared
to other modulation schemes such as PSK, FSK and QAM, OOK can be easily im-
plemented on top of the existing protocols such as 802.11, 802.16, GSM and CDMA.
Minimum Energy coding can be implemented using OOK with the advantage that it
can be expected that the circuit power comsumption when transmitting a 0 will be
lower than when transmitting a 1. We proposed an energy consumption model which
is specially adapted to ME-Coding (energy efficient source coding method mentioned
in chapter two) using OOK modulation. Besides, the originality of the proposed model
is considering the energy consumption during the switch time from low bit to high bit
or from high bit to low bit. It will further accurate the total energy consumption to
show the real energy efficiency of ME-Coding.

Firstly we propose a normal mode which uses the circuit in nominal manner. Then,
we define a more efficient model which shut down the circuit when transmitting a low
bit.

3.3.1 Normal energy consumption model

We focus on the transmitter and the receiver described in figures 3.10 and 3.11 for
which we consider only the analog parts.

The transmitter is composed of a local oscillator (LO) which generates the carrier
wave. A switch transmits this signal through a filter to the power amplifier (PA) and
the antenna if a high bit is sent. In case of low bit, no signal is transmitted.

The receiver is composed of a low noise amplifier (LNA), a frequency transposition
associated to a local oscillator and a coherent or more often a non coherent detector.

We propose to evaluate Fj,;, the total energy consumption of the link when trans-

mitting a message of L, bits.

Assuming that :
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Antenna
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Local / Filter
Oscillator

On : transmit 1
Off : transmit O

Figure 3.10: Transmitter circuit analog blocks
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Coherent or
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Frequency
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Figure 3.11: OOK Receiver circuit
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— During the start time of the link ¢, the average power consumed by the trans-
mitter and the receiver are respectively Psqrt,, and Psygpt,.,, -

— The transmit time of a bit is ¢; and the total transmit time (after the start time) is
tiotal = toLpit.

— The duty cycle of the bit frame (i.e. the number of high bits divided by the total
number of bits) is r,.

After the start time the power consumption of the transmitter depends on the trans-

mitted bits :
— During the transmission of a low bit the power consumption is denoted Fp,.
— During the transmission of a high bit, the power consumption can be expressed:

pou
Plta:_l' d

(3.9)

where Py, is a constant, 7 is the drain efficiency of the power amplifier and P,,;

is the output power (the power transmitted to the antenna).

t,

>

}

t,

Figure 3.12: Definition of the switch time

In a real circuit, the transition from low bit to high bit is not instantaneous. We
define the switch time ¢, and the high bit duration ¢, as shown in figure 3.12. The
average power consumption during the switch time is denoted as Pstch,, -

To express the average power during the transmission of a packet, we must know

the high bit duty cycle but also the switch state frequency.
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The assumed condition is that when transmitting L, bits message, the duty cycle
is 4 and the transmit time for one bit is ¢, the average switch number from high bit to
low bit or from low bit to high bit, is N, € {1, Ly — 1}.

The duty cycle r; can be written:

Ny Ny
N+ Ny Ly

Td (3.10)

where Ny and Ny, are respectively the number of high an low bits in the packet.

The ratio of switch time on total transmit time r, and the ratio of transmit high bit

time on total transmit time 7, can be derived from the duty cycle r4

ty X N
p = o X s 3.11)
ttotal
th X NH
rph = —
ttotal
1 I
thTdXkat—§XNths (3.12)
B ttotal
N, X tg
= ’["d —_———m—
2 % ttotal

When transmitting L, bits message , the probability P to have N, switches is

(kat - 1)'
(kat —-1- NS)' X NS| X 2kat

N (3.13)
B kat —1

2kat_1

Py(N,) =2 x

When transmitting L, bits message with a given duty cycle 74, the average switch

number N, can be obtained as follow

ﬁ _ 2 X rq X kat X (kat —Trg X kat)
’ Lyt (3.14)
=2X71g X Ly x (1 —1y)
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Then the new functions of the two ratios r, and r;, can be obtained

2 Xty X 1g X Lyt X (1 —1g)
ry =

ttotal
3.15
2ty xrg X (1 —r1g) (3.15)

= i

2 X1y X Lpgy X (1 —1q) X tg

2 x ttotzzl

ts
:rd—rdx(l—rd)x—
ty

Th =Tqg —

(3.16)

So the average power during the transmission is
Pout
POtCC X (1 —Th — Ts) + (Pltx + T) X Tp + Pswitchtz X Tg (317)
We can deduce the energy consumed by the transmitter to send a packet of Ly,

bits:

Pou
Eta; - starttl-tstart + (POtac X (1 — Ty — rs) + (Pltx + Tt) X Th + Pswitchm- X Ts) X tta:
(3.18)

From this equation the transmitter energy per bit can be written:

Pou
Ebttc - startmtstart/kat—i_[POtm<1_rh_rs)+<Pltz+ n t)rh—i_Pswitchmrs]/R (319)

For large values of L,y,, the influence of the start time is small, so :

Pou
Epta & [Pore X (1 =15 — 7) + (Priz + Tt) X Th + Paitens, X Ts]/R (3.20)

For the receiver, we assume that the power consumption does not depend on the

transmitted bits. So a simple model is defined by

Erx = Lstart,, tsmrt + Pcm ttotal (321)

where P,

Crz

is the power consumption during the processing of the bit frame.
From this expression, we can deduce the consumed Rx energy per bit which can

be expressed as
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Pstart tstart Pc ttotal
Ebrx = = + = (322)
kat kat
The total consumed energy per bit, for the link is the sum of Ey;, and Ey,., which
yields :
E Pstm‘ttztstm't Pom(l —Th— TS) + (Pltﬂﬁ + P%ut )’I"h + PSU)itChtz Ts
bl —
Lyt h (3.23)
Pstartm tstm‘t Pcmttotal
+
kat ka:t

If the start time is neglected we obtain

POz(l_Th_rs)+(P1x+M)Th—i'Pswichzrs Pc toa
A T m e 2y Dewltotal (304
R kat

3.3.2 Condition and analysis of the proposed model

We consider the application of the proposed model to a realistic circuit. We con-
sider the 400 MHz OOK transmitter MAX1472 which will be detailed in the next
chapter. Figure 3.13 shows the power consumption of the circuit as the function of the
output power, from 0 to 10 d Bm, and for different input data duty cycle (rd).

As expected the consumed power increases with output power and decreases when
the duty cycle is reduced.

In the first approach we consider a simplified model without considering the switch
time (¢, = 0). So the power consumed by the transmitter is given by :

Pou
5rn (3.25)
Ul

POtm(l - Th) + (Plta: +

and we have r;, = ry.
We can use the curve obtained for 4 = 1 in figure 3.13 to determine the parameters

of the model. From the figure, we have :

3.26
(Piys + }]) = 12mW (3:26)

From these two equations, we can deduce P4, = 10.66mW and n = 0.75.
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Now, if we consider the curve for r; = 0.5, we have for P,,,; = 1mW:

Py, 12
;t + 5 = 8mW (3.27)

and we obtain Fy, = 4mW.

These parameters are presented in the Table 3.2.

Table 3.2: The simulation parameter
Parameter Value Unit

POt:c 4 mW
P 10.66 mW
i 0.75 -
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Figure 3.13: Total power consumption versus output power (circuit MAX1472, from
datasheet)

Using the parameters from the Table 3.2, the total power consumption is plotted in
Fig. 3.14. The results are very similar to the values deduced from the datasheet (Fig.
3.13) and we can conclude that this model can be used to verify the energy efficiency
of ME-Coding in the following analysis.

We consider now the full model including the switch time. The figure 3.15, from
the circuit data sheet, provides the demodulation of the output signal of the MAX1472
transmitter for a data rate equal to 100 kbit/s. From this figure, we can approximate

the switch time by the raised time equal to about 0.5 us.
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Figure 3.14: Total power consumption of the MAX1472 using the proposed model
(without switch time)

DATA RATE
= 100kHz

o '-

=] o

START: Os STOP: 20us

Figure 3.15: Demodulation of the output signal of the MAX1472 transmitter from
circuit data sheet. Data rate = 100kbit/s
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Figure 3.16: Total power consumption of the MAX1472 using the proposed model
(with switch time=0.5.s)

The switch power depends also on the characteristics of circuit. For this first study
we will assume that it is the average between the low bit power and the high bit power
(without power amplifier):

Potz + P
Poitche, = % (3.28)

The figure 3.16 shows the total power consumption versus the bit rate for different
duty cycles r4, considering a switch time ¢, = 0.5us and for a maximum output power
P, = 10mWW. We can notice that the total power consumption decreases with the bit
rate for every duty cycle different from one. But the influence of the switch time on
the power consumption decreases with the duty cycle (because the number of switches
decreases) and is especially noticeable for r; = 0.5. Even in that case the effect is
small and for the considered circuit, it is probably not necessary to consider the switch

time in the power consumption model.

3.3.3 Shutdown energy consumption model

In this section, a shutdown mode of transmitter is considered as described in figure

3.17. The whole circuit will shut down when transmitting a low bit.

It is expected that the transition time between low and high bit is increased due to
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Antenna

Local .
Oscillator Filter

Shutdown

On : transmit 1
Off : transmit O

Figure 3.17: Transmitter circuit analog blocks - shutdown mode

the wake up of the circuit. This is illustrated in figure 3.18. Meanwhile, the wake up
time is a limiting factor for the bit rate.

S e— I
I I I
e | I
o I M|
| |l >l > |
tb b
L1 ] I
ts+twakeup ts ts

- T i i

Figure 3.18: Transmit time of bit’1” and bit’0’ in shutdown mode

We use the same assumptions as in the previous model. We consider the transmis-
sion of a L, bit message. The duty cycle is 74. The wake up time is t,,q4cup and the
transmit time for one bit is ;.

The average switch number and each switch time, from bit’1’ to bit’0’, or from
bit’0’ to bit’1’, are N, € {1, L, — 1} and ..

Besides, N;,, and Ny, are the average switch number for switch from bit’1’ to
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bit’0’ and for switch from bit’0’ to bit’1’, respectively.

:N_:

N S01

510

N,

2

3.29
ts < twakeup < tb ( )
Liotal = Tp X kat

The ratio of switch time on total transmit time 7, and the ratio of transmit high bit

time on total transmit time 7, can be derived from the duty cycle 7.

Ny Ny
Np+Npg Ly

Td

(3.30)

— N,
ts X Ns + twak:eup X 7

!
re =

ttotal

(1, + o) x (331)

ttotal
(2 Xt + twakeup) X Ta X (1 —14)
Ly

,:t;LXNH

(3.32)

(2 th+twakeup) X rqg X (1—7’d)
2th

In real circuits the wakeup time is much bigger than the switch time. So we can
assume that ¢, is equal to zero. So we can neglect the power consumption during the

switch time and consider only the wake up power consumption P,qcup-

We will assume that the power consumption during the transmission of a low bit
is zero because the circuit is in shutdown mode. So the average power consumption

during the transmission of the bits is

P out

PTtx - (Plta: + n ) X T;L + Pwakeup X T; (333)

So the energy to transmit a packet of L, bits is
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Pou
Ezf,x = ((Pltz + n t) X T;L + Pwakeup X T;) X ttm (334)

The energy consumption per bit £,,, can be derived from the above equations as

below:

P,,
Eéa:b = ((Plth" + n t) X 7”;1 + Pwakeup X 7n;)/R (335)

Then we analyze the influence considering the switch time. Some numerical sim-
ulation parameters are given in the Table 3.3. Here the parameters are also based on
MAX1472.

Table 3.3: The simulation parameter

Parameter Value Unit
P 10.66 mW
Pwakeup (Pltx + P(;YM) mw
ts 0.5 I
twakeup 450 Hs
i 0.75

In the case of this circuit, the wake-up power is equal to the power during the
transmission of a high bit. This is justified by the fact that the wake-up time is the
time to stabilize the local oscillator. But all the circuits of the device are working in a

nominal manner.
The numerical results, deduced from this new model, are given in figure 3.19.
We can notice that

— for a duty cycle equal to one the total power consumption is identical to the
normal model. This result is obvious because the transmitter sends only high
bits and there is no shutdown.

— for the other duty cycles, the power consumption is reduced. This is also demon-
strated in figure 3.20 which represents the ratio of the total power consumption
in shutdown mode to the total power consumption in normal mode. For output
power of 2dBm and a duty cycle of i, energy saving by shutdown model is 40%
compared with the normal model.

The shutdown mode is the more efficient in term of power consumption but it must

be noticed that the wake up time is a limiting factor for the data rate. This will be

detailed in the next chapter with the help of more efficient circuits.
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Figure 3.19: Total power consumption of the MAX1472 using the shutdown mode
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shutdown mode and the normal mode
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3.4 Conclusion

In this chapter, we consider the energy consumption models and give the overview
of the energy consumption in wireless sensor nodes. Firstly, we introduce two gen-
eral energy consumption models based on transceiver node and communication link
respectively. Then, we present the energy consumption model we proposed which in-
clude the energy consumption during switch time between low bit and high bit. This
model can be used to accurate the energy efficiency analysis of different energy effi-
cient schemes (for example source coding method ME-Coding). Besides, we give the
using condition of the proposed energy consumption models and the new model when
the circuit is in shutdown mode. The last section shows the energy efficiency criterion.

These models will be used in the next chapter, to analyze the energy efficiency of

Minimum Energy Coding, with different circuits.



Energy efficiency of Minimum Energy

coding

Many coding or modulation schemes could be employed to operate with less SNR
for a given bit error performance, but these are often complex and the circuit power
consumption of the algorithms increases. For systems involving wireless sensors where
the required bit rate is low, BPSK which consumes less power, seems to be a good
choice. Simple digital modulation technique like OOK is usually not studied due to its
bad performance. In AWGN channel, uncoded OOK requires two times more trans-
mit power to obtain the same error performance as BPSK. Minimum Energy coding
(ME-coding) based on On-Off Keying (OOK) is interesting to improve the error per-
formance of OOK modulation and save transmit energy.

In the previous chapter, OOK matched energy consumption model is proposed.
This model can be used to accurate the energy efficiency analysis of ME-Coding. In
this chapter, our objective is to discuss the realistic energy consumption of the commu-
nication subsystem, the transceiver or the transmitter and the receiver. Several radio
devices which are adjusted to use ME-coding OOK modulation for wireless transmis-
sion node are introduced. Then, we analyze the power efficiency of ME-coding using
the proposed realistic energy consumption models which are based on different effi-
cient OOK transmitters and receivers.

The remainder of this chapter is organized as follows. In section 4.1, we introduce
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several devices in the application of WSNs and give descriptions of the device which
we analyzed in this chapter. Section 4.2 analyzes the total energy consumption of
the first transmitter and shows the maximum transmit bit rate limitation. Section 4.3
presents a new energy consumption model for a second energy efficient transmitter,
which is derived from the general model described in chapter 3, then analyzes the
energy consumption and provides the method for selecting optimal coding size. The
last section shows the energy consumption of the receiver and of the combination of a

transmitter and a receiver.

4.1 Description of the studied devices

According to the BER analysis presented in chapter 2, ME-Coding is known as an
energy efficient coding scheme, when considering the transmit energy. However, the
total energy consumption performance is worse than uncoded OOK when considering
both the transmit energy and the circuit energy using the general energy consumption
model in chapter 3. So it is necessary to find the devices and improve the energy
consumption model, which are matched to ME-Coding. In order to keep low energy
consumption, the low complexity OOK transmitter and receiver are better choices.
Therefore, we investigate simple OOK transmitter MAX1472 and receiver MAX7033.
Besides, an ultra low power transmitter is also discussed as it has the advantage of
performance in energy consumption and has less limitation on the maximum transmit

bit rate although it is not commercially available.

4.1.1 The first OOK transmitter

The first OOK transmitter is MAX1472, a crystal-referenced phase-locked loop
(PLL) VHF/UHF transmitter designed to transmit OOK/ASK data in the 300 MHz
to 450 MHz frequency range. The MAX1472 supports data rates up to 100kbps, and
adjustable output power to more than +10dBm into a 502 load. The crystal-based
architecture of the MAX1472 eliminates many of the common problems with SAW
transmitters by providing greater modulation depth, faster frequency settling, higher
tolerance of the transmit frequency, and reduced temperature dependence. Combined,
these improvements enable better overall receiver performance when using a super-
heterodyne receiver such as the MAX1470 or MAX1473. This cheap transmitter has
wild applications like remote keyless entry RF remote controls, tire pressure moni-

toring, security systems, radio-controlled toys, wireless game consoles, wireless com-
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puter peripherals and wireless sensors.
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Figure 4.1: The analog block (a) Typical Application Circuit (b)Functional Diagram

Fig. 4.1 shows the block diagram of the first low energy consumption OOK trans-
mitter. This device provides a shutdown mode. The ENABLE pin is internally pulled
down with a 15 pA current source. If the pin is left unconnected or pulled low, the
MAX1472 goes into shutdown mode, where the supply current drops to less than 5 n A.
When ENABLE is high, the IC is enabled and is ready for transmission after 220 yus.
The 220 s turn-on time of the MAX1472 is mostly dominated by the crystal oscillator
startup time. Once the oscillator is running, the 1.6 M H z PLL loop bandwidth allows
fast-frequency recovery during power-amplifier toggling. This turn-on time will lead

to a limitation of maximum bit rate for shutdown mode.

4.1.2 High performance OOK transmitter

To avoid the limitation, we try to search the second energy efficient OOK transmit-
ter without this disadvantage. The transmitters in WSN/WBAN (wireless body area
network)/WPAN (wireless personal area network) are characterized by energy effi-
ciency which is the amount of energy consumed in transmitting a bit, usually expressed
in n.J/bit. There have been lots of research work on WSN transceiver [73, 74, 75]. The
fact that OOK transceiver is characterized by the simplicity of the circuitry, makes it
an excellent solution for system miniaturization and energy optimization. The energy
consumption of the OOK transmitters [73, 74] are 3.8 n.J/bit and 11.54 n.J/bit and
are limited to bit rates less than 300 kb/s. The authors in [75] proposed a speed-up cir-
cuitry accomplishing faster data rate up to 10 Mbps. The OOK Tx is totally switched

off when transmitting "0’ to achieve lower energy consumption of 52 p.J /bit.
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v Op

Monostable l

Figure 4.2: The block diagram of the second OOK transmitter

Fig. 4.2 shows the block diagram of the second low energy consumption OOK
transmitter, where the oscillator and buffer are switched on and off when transmitting
a"1" or "0" respectively. The data rate depends on how fast the output can be switched
on and off. While the decay to "0" can be made fast by simultaneously shorting the
output to ground and switching the supply or drain current off, the build-up to "1"
is limited by the oscillator start-up. Two additional current sources (IA1 and 1A2)
are introduced as supplementary bias currents to the oscillator and buffer, but they
are only turned on for a short period of time during the build-up of the oscillation.
While the current IA1 improves the build-up of the oscillator, IA2 helps to charge the
reactive elements that form matching network of the buffer. This transmitter is not

commercially available and we use data from the author paper for our study.

4.1.3 OOK receiver

Meanwhile, we study the energy consumption of the receiver as well. The MAX7033
fully integrated low-power CMOS superheterodyne receiver is ideal for receiving am-
plitude shift- keyed (ASK) data in the 300 M H z to 450 M H z frequency range. There-
fore we can use it as a receiver in our circuit and combined with the OOK transmitter.
This receiver can be used in the same applications as the MAX1472 transmitter.

Fig. 4.3 shows the functional diagram of the circuit. The MAX7033 CMOS super
heterodyne receiver and a few external components provide the complete receive chain
from the antenna to the digital output data. Depending on signal power and component
selection, data rates as high as 33 kbps Manchester (66 kbps NRZ) can be achieved.
The MAX7033 is designed to receive binary ASK data modulated in the 300 M H z
to 450 M H z frequency range. ASK modulation uses a difference in amplitude of the
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Figure 4.3: Functional diagram of MAX7033 receiver

carrier to represent logic 0 and logic 1 data.

As an illustration, the figure 4.4 presents an Arduino shield demonstrator of the
OOK transmitter and receiver, based on the MAX1472 and MAX7033 which has been
developed in the laboratory. This circuit is a transceiver which allows to make practical
tests on these two devices. In particular, current measurements can be done using an
Arduino card as an acquisition platform.

Based on these devices, we could realistically analyze the energy consumption
of each radio device using the proposed energy model in chapter 3. But the energy
consumption model should be modified according to the parameter of the practical

device.

4.2 Energy consumption study of a realistic transmit-

ter

This section presents realistic energy consumption models to evaluate the energy
consumption including both the transmission energy and the circuit energy at the trans-
mitter when using Minimum Energy coding On-Off Keying scheme. We consider a
simple communication link between sensor nodes. We present two energy models for
the specific circuit ( the first transmitter MAX1472) and we consider also the limita-

tions, introduced by a practical circuit, in terms of symbol bit rate and output power.
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Figure 4.4: OOK transceiver developed in the laboratory

The results with the first model demonstrate that the total energy consumption of ME-
Coding OOK is lower than that of the uncoded OOK, but the optimal choice of the
code must takes into account the limitations of the circuit. The second model with
MAX1472 shutdown mode brings a reduction of the total energy consumption com-
pared with the first model but is limited in the symbol rate.

The novelty is to evaluate the basic idea of minimum energy source coding scheme,
including a circuit power consumption model matched to OOK modulation. Moreover,
we consider the limitations of the practical circuit in terms of maximum output power
and symbol bit rate and propose an optimized choice to reduce the total energy per bit.

Subsection 4.3.1 describes the minimum energy coding and provides a BER analy-
sis. Subsection 4.3.2 presents the realistic energy consumption models and subsection

4.3.3 gives the analysis based on these models.

4.2.1 Minimum energy coding and BER analysis

ME-Coding optimizes energy by minimizing the number of ones which are present
in the coded message as described in chapter 2 in detail. The basic idea involves
mapping every k bits of a source bit-stream into an n — bit (n = 2k — 1) codeword
(in standard form, ME[n, k]). In our case, all the source symbols are mapped into
codewords within no more than one high bit. It reduces the transmission energy con-

sumption but sacrifices bandwidth efficiency. Then by code-by-code detection process
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(soft decision in [58]) we look at the bit with highest strength as bt — 1 and the rest is
decided as bit — 0.

Performance of ME-Coding in AWGN channel

Probability of bit error(Pb)

10}
O
* ME73HD
A ME636HD
. <  ME73SD
10 | v ME636SD
—— Theory : :
0 5 10 15

Signal-to—Noise Ratio per Bit(Eav/N0O)dB

Figure 4.5: BER performance of ME-Coding

Assuming transmission over the AWGN channel, we could deduce bit error prob-
abilities by using different source coding schemes. Fig. 4.5 recalls the improvement
in the bit error performance using code-by-code detection [56]. Compared to uncoded
OOK and for an error probability of 1073, about 3 dB and 5 dB improvement in SNR
per bit are respectively obtained with ME[7,3] and ME[63,6] using soft decision. This
gain can be used to reduce the transmit power in order to increase the energy effi-
ciency. But the total energy budget we must also take into account the circuit power

consumption.

4.2.2 Energy consumption model

Minimizing transmission energy is reasonable in traditional wireless links where
the transmission distance is large (> 100m), so that the transmission energy is dom-
inant in the total energy consumption. However, in many recently proposed wireless
ad-hoc networks (e.g. sensor networks) the nodes are densely distributed, and the
average distance between nodes is usually below 10m. In this scenario, the circuit
energy consumption becomes comparable to or even larger than the transmission en-
ergy. Thus, in order to verify the energy optimization of the ME-Coding scheme, the

overall energy consumption including both transmission and circuit energy needs to be
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considered.

The system model with MAX1472(Simple OOK Model)

LO

Figure 4.6: The equivalent analog block of the simple OOK model

We used MAX 1472 which is a crystal-referenced phase-locked loop (PLL) VHF/UHF
transmitter designed to transmit OOK/ASK data in the 300MHz to 450 MHz frequency
range with a maximum bit rate R equal to 100kbit/s. The Equivalent analog block,
given in Fig. 4.6, includes mainly a power amplifier and a frequency synthesizer. En-
ergy consumption model can be deduced from the general model introduced in chapter
3 based on this diagram. The total power consumption per source bit of the analog

blocks can be calculated from Equation (4.1):

PTotal = Ptx + Pamp + PanaT (41)

e P, is the transmitted power which depends on the antenna gain, the channel
condition, the transmission distance, the carrier frequency, the requested BER
and the modulation scheme. It can be calculated by the link budget equation for

the considered modulation scheme as described in [46]:
P, =PL(d) x M x R x kgTy X ¢ 4.2)
— PL(d) is the path loss, given by the following equation:

2
PL(d) = (@) 4.3)

where ) is the carrier wavelength and d the distance between the transmitter

and the receiver.
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The SNR per bit o = £,/ Ny depends on the requested BER. When consider-
ing the error control codes, it also depends on the applied specific code.

R refers to the bit rate.

M is the safety margin. We select it as My = 40dB.

The constant kg7 is the typical value for the thermal noise power spectral
density at the temperature 7 and kp is the Boltzmann’s constant
(1.38 x 107BW - S/K).
® FPnp 1s the additional power consumption of the amplifier (excluding the trans-
mitted power).
® P18 the power consumed by the other transmitter circuits, including the fre-
quency synthesizer.
In the following paragraphs, we define two power consumption models that can be
used with the MAX 1472 circuit.

Power consumption of the simple OOK model

In this paragraph we define an accurate model of the MAX1472 transmitter. As
shown in chapter 3, it is not necessary to take into account the switch time of the
circuit which has small influence in energy consumption.

Fig. 4.7 (a) shows the relation of supply current versus output power given by
the datasheet for Vpp = 2.7V and Ty = +25°C . In this curve, the output power is
defined as the maximum output power (obtained for the transmission of a one). It must
be noticed that it can only vary between 0 dBm and 10dBm. From these data we could
get the function of supply current I versus output power by curve fitting. As the curves
are not linear, the best fitting model is a cubic polynomial. The values obtained from
this model are plotted in the Fig. 4.7 (b) and the curve with duty cycle= 0.5 is the
same as that provided in the Fig. 4.7 (a).

Then according to the equation Pr,,; = Vpp X I, the model of the supply power

versus output power is given by Equation (4.4):

Protar =ra % (0.0147 X Pr(uu,® — 0.3191 X Prgaw’

(4.4)
+ 3.1887 X Prmw) + 5.2794) + 3.825

where 7 is the duty cycle.
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SUPPLY CURRENT vs. OUTPUT POWER
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Modified model with shutdown mode (SDOW N model)

In the previous model the circuit is active even if a zero is transmitted. A better
model can be introduced using the shutdown mode of the circuit. This modified model
will be better matched to ME-coding OOK but is limited to lower symbol rate. Indeed,
it must be noticed that the turn-on time of the device is 4505, so the symbol (or pulse)

rate after coding must be reduced to less than 1 kchip/s.

DATA

| AND GATE
ENABLE \V/
On: transmit bit'1’
Off: transmit bit'0’

Vv_V

LO

Figure 4.8: The equivalent analog block of SDOW N model

If the ENABLE pin is left unconnected or pulled low, the MAX1472 goes into
shutdown mode, where the supply current drops to less than / = 5nA at Vpp =
2.7V and Ty = +25°C. As it is shown in Fig. 4.8, the equivalent system model with
the shutdown mode includes the power amplifier, the frequency synthesizer and the
ENABLE on or off input, which is controlled by the transmission data.

According to this model, the total power consumption of the analog blocks can be

calculated from Equation (4.5) and Equation (4.6)
When transmitting bit 1’ :

Piy = Ppa+ Po (4.5)
When transmitting bit '0’ :
Pow =1 -Vpp =27Tx5x 1072 = 1.35 x 10°°W (4.6)

According to the equations in chapter 3 about the general model without consider-
ing the switch time (£ = 0). The final Equation (4.7) can be deduced from Equation
(4.5) and Equation (4.6) as follows :
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POU
S 4.7
n

PTOtalSDOWN = Potl’(l - rh) + (P1t$ +

where 1, is the duty cycle of the coded message.

4.2.3 Energy Consumption Analysis
Total energy consumption analysis compared with the transmission energy

According to the total power consumption in Equation (4.7), the total energy con-
sumption per bit is

(1 - Th) X PanalogL + rp X PanalogH

ETOtalSDOWN = R (48)

The transmit energy consumption per bit and the total energy consumption per bit
of the simple OOK model are shown in Fig. 4.9. The bit rate is R = 100 kbit/s, and

the distance ranges from 0 to 100 m.

When the average transmission energy is only considered, Fig. 4.9 (a) shows that
the performance of the ME-coding OOK is better than the uncoded OOK. BPSK out-
performs ME[7,3] a little bit, but the ME[63,6] wins back the lead as the source coding
size k is increased. Even if BPSK can not used for the device, the transmit energy for
BPSK modulation is given as a reference.

The total energy consumption is shown in Fig. 4.9 (b) in the condition that the
maximum output power is between 0dBm and 10dBm due to the limitations of the cir-
cuit. When the needed maximum output power is less than 0dBm, the values obtained
for 0 dBm are assumed. When the needed output power is larger than 10dBm, the
required SNR is not achievable with the circuit.

As expected, the total energy consumption of the four methods are increased be-
cause the circuit energy is taken into account. When the transmission distance is less
than 20 m, the total energy consumption per bit is very low, with a level of 10~® J/bit.
It increases dramatically when the distance exceeds 20 m. For short distance, the cir-
cuit energy is dominant and the transmission energy has little influence on the total
energy consumption. As a result, the total energy consumption does not depend on the
distance in this situation.

It is also clear in Fig. 4.9 (b) that the ME-coding OOK outperforms the uncoded
OOK. Furthermore, the total energy consumption per bit is reduced when the ME-
coding size k increases — ME[63,6] OOK performs the best. But as a result of the

limitation of the maximum output power, the conclusion is untenable in all distances.
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Figure 4.9: (a) Transmit energy per bit with R=100kbit/s (b) Total energy consumption
per bit with R = 100kbit/s
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For instance, if the transmission distance is smaller than 20m, ME[63,6] is a good
choice, while when the transmission distance is 30m, the best choice is ME[7,3]. The
reason is that the maximum output power for ME[63,6] can be higher than that of the

ME][7,3] for the same distance (even if the required average power is lower).

It can be concluded that ME-coding is still the most energy efficient method with
the simple energy model for wireless sensor network in short distance. The optimal
coding can be determined as a function of the distance, taking into account the limita-

tions of the circuit.

Results with the modified SDOWN model
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Figure 4.10: Total energy consumption per bit with MAX1472 with R=1 kbit/s

Fig. 4.10 gives the total energy per bit for the simple OOK model and the modified
model with shutdown mode for a limited bit rate equal to 1 kbit/s. From this figure,
the SDOWN model outperforms the simple OOK model. For instance, the energy
consumption of ME[63,6] with modified model is almost just 6.1 nJ/bit which is much

smaller than the value derived with the first energy model when the distance is 50m.

However, as the source bit rate for this model must be decreased to 1kbit/s, the total
energy consumption is larger than that in Fig. 4.9(b). This effect will be detailed in the

next section.
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Total energy consumption versus source bit rate
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Figure 4.11: Relationship between energy consumption and bit rate, for d = 10m

Relationship between energy consumption and symbol bit rate

As shown in the Fig. 4.9 and Fig. 4.10, the energy consumption of the simple
OOK model at 1kbit/s is larger than that at 100kbit/s. This is due to the fact that the
energy consumption of the circuit is proportional to the bit duration. The relationship
between energy consumption and symbol bit rate is shown in Fig. 4.11 for the distance
d = 10m.

From these results, we could get an optimal source bit rate to obtain the lowest
energy consumption. Unfortunately, the higher bit rate cannot be obtained with the
MAX1472 which is limited to a chip rate equal to 100 kchip/s. So, in the case of this
specific circuit we must chose the maximum bit rate that can be attainable for a given
coding. For OOK, the maximum source bit rate is 100 kbit/s, while for ME[63,6] the
value is just 1.58kbit/s.

4.2.4 Conclusion

In this section, we analyze the energy consumption of an OOK transmitter based on
Minimum Energy coding. After the discussion on BER performance, we examine the
energy consumption, including a realistic circuit energy model, based on a MAX1472.
The limitations of this practical circuit in terms of maximum output power and symbol
rate result in an optimal choice of ME coding for different ranges and performance.

Then we propose a modified system model with shutdown mode which can be more
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efficient but is limited to low bit rate (smaller than 1 kbchip/s after coding). Taking into
account the circuit energy, an optimal bit rate can be determined. Therefore, MAX1472
is a good choice for ME-coding OOK communication to get total energy optimization
even if increasing its maximum bit rate specification and wake-up delay would be

desirable.

4.3 Energy analysis of a high performance transmitter

This section proposes Minimum Energy (ME) coding to improve the energy effi-
ciency using the second OOK transmitter with less limitation on the maximum transmit
bit rate. Because the second device could completely switch off the transmitter during
the transmission of "0’ and has an energy efficiency of 52 p.J/bit, we can build a new

power consumption model based on this real circuit.

4.3.1 Energy consumption model of the 52pJ/bit OOK transmitter

We consider the 433 MHz OOK transmitter described in [75, 76]. The circuit
completely turns off the transmitter during the transmission of ’0’ and employs a speed
up scheme to obtain high data rates and low wake up time. The data rate can be
adjusted and adapted to the need of applications. The OOK transmitter has a measured
output power P,,; = —12.7 dBm with a dc power consumption of 560 pI¥ under a
1 V power supply, and when the speed-up circuitry is enabled, data rate increases to
10 Mb/s, with a dc power consumption of 518 pWW achieving an energy efficiency of
52 pJ/bit.

Oscillator

Data ——— )

Figure 4.12: The block diagram of the ook transmitter

Fig. 4.12 shows the block diagram of the low energy consumption OOK transmit-
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ter, where the oscillator and buffer are switched on and off when transmitting a "1" or
"0" respectively. The data rate depends on how fast the output can be switched on and
off. While the decay to "0" can be made fast by simultaneously shorting the output to
ground and switching the supply or drain current off, the build-up time to "1" is limited
by the start-up of the oscillator shown in Fig. 4.13.
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Figure 4.13: Oscillator output

When the oscillator is switched on, oscillation starts building up. An analysis of

the equivalent circuit yields in Equation (4.9),

Vour (1) = K (1 — e/ CReaCed)y5in (27 fot) (4.9)

where, K is the final amplitude of the oscillator output. The time constant for the
envelope is 21R.,C,,, and the time taken for the envelope to rise to 90 percent of its
final value is 70 ns in speed-up mode. This rise time is important because it limits the
maximum bit rate and as already seen the energy per bit decreases when the bit rate
increases.

Table 4.1 from [75] summarizes the characteristics of the circuit. The output power
P, is —12.7 dBm. The dc current is the average current when the transmitter is
modulated by equal probability of "0" and "1". At a data rate equal to 10 Mbit/s, the
energy efficiency is 51.8 p.J/bit.

From the realistic parameters of the transmitter [75], the energy consumption per
bit can be derived as follows. The energy consumption includes two parts: start up time
period and constant period during transmitting of bit "1". So the power consumption

can be written as :
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Table 4.1: The parameter of the transmitter

PARAMETER VALUE
Output Power —12.7dBm
DC Power 1V x 518 uA
(when modulated with equal probability PRBS)
Data Rate 10 Mb/s
Energy Efficiency 51.8 pJ/bit
Rise Time 70 ns
- tstart 2fsﬁart
Pdc - Th(l - t )Ph + Th t Pstart (410)

where 7, is the duty cycle of the message, ¢4, 1S the start up time and ¢, is the pulse
duration. Py, and P, are respectively the average powers during and after the start-
up time. These parameters can be deduced from the data given in [75]. We have
t. = 100 ns, P;. = 518 uW for rd = 1/2 (OOK), ts4r+ = 70 ns, so using equation
(4.10), we can deduce P, = 1.121 mW and Pyye = 1.06 mW.

Using the general energy consumption model in chapter 3, the energy consumption
per source bit for ME-coding based on the second transmitter can be derived as follows.
For ME[nk], t. = k/(nR,) where R, is the source bit rate, and 4 = 1/2*. So from
Equation (4.10), we get:

(k — ntspariRs) Po 41 - tsgare Rs Pogare

B, = 4.11
¢ I OFR, (4.11)

Besides, as the start up time should be smaller than the chip duration t,,+ < t.,
there is a maximum chip rate. In our case, the maximum chip rate can be evaluated to

10 Mbps when the start up time ¢4, 1S 70 ns.

For a target Bit Error Rate (BER) performance, the transmit power F;, depends on
the antenna gain (assumed to be 1 in our case), the channel condition, the transmission
distance and the carrier frequency. It can be calculated by the link budget equation as

given by equation (4.2) which is recalled here:

Py = PL(d)MRk5Tr, (4.12)
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where 7 is the required signal to noise ratio per bit. The other parameters of Equation
(4.12) are given in the Table 4.2.

Table 4.2: The transmit parameter of the transmitter

PARAMETER VALUE
The path loss PL(d) = 4%(1 2
The carrier frequency 433M H z
The safety margin Myp = 30dB
Boltzman’s Constant kg = 1.38 x 107* Joules/K
Temperature T = 300K, (room temperature)
Noise bandwidth R(Hz)

The average output power P, is linked to the maximum output power P, by
Ptx =Thp Pout~

4.3.2 Energy consumption improvement

According to the energy consumption model of the low cost OOK transmitter
shown in last part, we could analysis the energy consumption per bit by using the

realistic OOK transmitter.

From the Equation (4.10), the power consumption per bit as the function of chip

rate can be plotted in the following Fig.4.14 with different duty cycles.

As mentioned before the energy consumption is 1.212 mW for continuous wave,
and 0.56 mW for OOK 1in the frequency 433 MHz and low transmit bit rate. When the
transmit bit rate increases, the power consumption will decrease as the power consump-
tion of the constant part /5, 1.212 mW is larger than the average power consumption
of the rise up period Pi,+ 1.06 mW. The power consumption influence of the bit rate
is less and less as the duty cycle becomes small.

According to the energy consumption model of the Minimum Energy OOK trans-
mitter shown in the previous part, we can analyze the total energy consumption per
bit.
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When the ME-coding scheme is used for this OOK transmitter (Equation (4.11)),
the energy consumption per bit can be plotted in Fig. 4.15. Equation (4.11) is proved
to be a monotonically decreasing function of the source bit rate R, in Fig. 4.15. So
increasing source bit rate can reduce the energy consumption per bit. For uncoded
OOK, the energy consumption is near to a small value of 52 p.J/bit when the source
bit rate is 10M Hz. More importantly, it is shown that ME-coding can be used to
significantly reduce the energy per bit of this circuit. Furthermore, the improvement of
energy consumption performance is more notable as k is larger.

10710
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Figure 4.16: Total energy consumption as a function of k

We also analyze the choice of the coding size k£ for ME-coding as shown in Fig.
4.16, with the maximum chip rate of 10 Mbps. The total energy consumption is de-
creased when the coding size increases. So the optimal coding size k£ can be considered
as large as possible. For instance, the energy consumption per source bit are 30 p.J/bit
and 17 pJ/bit for a coding size k = 3 and k = 6 respectively, which is much smaller
than the uncoded OOK (k = 1) 52 p.J/bit. However, the improvement is more impor-
tant for £ < 10 than for £ > 10.

4.3.3 Optimization of the coding size

In a lot of applications, the area of transmission is limited and it can be interesting
to optimize the circuit energy for a given transmit range. As the duty cycle is 4 =

1/2% for ME-coding size k, the transmit range can be deduced from Equation (4.12)
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knowing that the output power is limited.

PR S (4.13)
47\ 26EM RkgTorg

Because the output power of this circuit is fixed, increasing the coding size de-

creases not only the average transmitted energy per bit but also the range of the trans-

mitter, according to Equation (4.11) and Equation (4.13). That means & should be as

large as possible for more energy efficiency but as small as possible for large transmit
range.

We assume an application where the range of the transmitter must be at least d,,;,

and we want to find k that satisfies this constraint and minimizes the energy per bit

consumed by the transmitter. This problem can be written as:

Minimise Ey (k) st. d > dyn (4.14)

As the energy consumption and the transmission range are decreasing functions of
the coding size k, the constraint is active. According to Equation (4.13), the solution

of the optimization problem is to find &k from the following equation:

2
2Fro(k) = A Fous (4.15)
47Tdmin MRIfBT()
25 :
O BER:1073
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20¢ % BER:10° |1
) X BER:107®
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Figure 4.17: The signal to noise ratio r( versus coding size k

The bit Signal to Noise Ratio r( is a function of k. The chapter 2 [46] analyzes



4.3. ENERGY ANALYSIS OF A HIGH PERFORMANCE TRANSMITTER 105

BER performance of ME-coding OOK in detail. From our previous work [77], the
true values of signal to noise ratio SN R(dB) are recalled in Fig. 4.17 for different bit

error rates. We propose to approximate these points by the following function:

. a
k+b

where a and b are given in Table 4.3 for different values of the BER. The approximation

?"Q(k)

(4.16)

is also plotted in Fig. 4.17 through the true values. According to the approximation

and equation (4.13), equation (4.15) can be written:

2
o [\ < (A Lout (4.17)
k + b) — 47rdmin MR]{?BTO
which can be solved for k:
1 4rd,in \° M REgT
< __— i —b min N .
k< 5 Wi, ( n2a?2 < ;) ) P b (4.18)

where W (z) is the Lambert function (the demonstration is given in Appendix A).

Fig. 4.18 shows a comparison between the transmission ranges obtained by the
true values of ry (mark points) and the approximations in Equation (4.16) (solid lines)
respectively, for the given k. This figure indicates that the approximation gives correct
results with the advantage of providing an analytic expression of the solution (Equation
(4.18)).
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Figure 4.18: The transmit range versus coding size k
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Table 4.3: The parameter of particular case
BER | a | b | dpin(m) k, Ey,(pJ/bit) | Eg
3 7 (7.35) 14.68 0.28
1073 | 25| 1.6 5 5 (5.60) 20.07 0.38
10 2(2.95) 38.85 0.75
6 (6.67) 17.00 0.32
107* |37 | 1.6 5 4 (4.83) 24.28 0.46
10 1(1.99) 51.80 1.00
6 (6.21) 17.00 0.32
1075 | 48 | 1.6 5 4 (4.34) 24.28 0.46
10 1(1.31) 51.80 1.00

For example in Table 4.3, assuming two given transmit distances d,,;, of 5 m and
10 m with BER = 1073, the coding size can be calculated by Equation (4.18), 5.6
and 2.95 respectively. Therefore the optimal coding sizes k, could be figured out as 5
(ME[31,5]) and 2 (ME[3,2]). Besides, Table 4.3 also presents the energy consumption
per bit Ej_ of the optimal coding size k, and the energy reduction with respect to
uncoded OOK: Er = FE} /FE;. For small transmit ranges and large BER the coding

size can be increased providing an important energy reduction.

4.3.4 Conclusion

This section studied the application of Minimum Energy coding to an efficient
OOK circuit which completely switches off the transmitter during transmission of "0".
For OOK, this circuit provides an energy efficiency of 52 p.J/bit and high data rate
(10 Mbps). We define an energy model of the circuit and demonstrate that the energy
per bit can be reduced to 30 p.J/bit using coding size k = 3. Moreover, the improve-
ment will be more important as % increases.

Due to the fixed output power of the circuit, increasing the coding size reduces the
transmit distance. A method is proposed to determine the optimal coding size for a

given maximum range.

4.4 Receiver energy consumption

The MAX7033 is a fully integrated low-power CMOS superheterodyne receiver
which is ideal for receiving amplitude shift-keyed (ASK) data in the 300MHz to 4560MHz
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frequency range. Therefore we can use it as a receiver in our circuit and combined with
the OOK transmitter.

4.4.1 Energy consumption Model

When the supply voltage is +3.3V and frr = 433 MHz, the supply current is
Ipp = 5.7mA . For the same supply voltage, the shutdown supply current is Isgpy =
3.5uA.

According to these data, when the supply voltage is +3.3V and frrp = 433M H z,

the power consumption of the receiver is given below:
Prxpp = Ipp x U =33 x 57 x 107° = 18.81mW (4.19)

So in this mode, the receiver power is constant and the total energy per bit is:

Erx = Prx,, X T (4.20)
For the shutdown model,

Prxsypy = Isupny X U = 3.3 x 3.5 x 107% = 11.55uW (4.21)

We propose to define a new scheme for the reception of ME-Coding OOK using

the shutdown mode of the circuit.

Received
code word
Codeword1 1 | Codeword2 | t
1 1 1
Receiver ' | |
activity \ ' '
| | |
ON 1 1 1
OFF
>
Shutdown mode t

Figure 4.19: Activity of the receiver in shutdown mode
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We know that the ME-Coding code-words have only one chip rate equal to 1. So
when this chip is received, the receiver can switch in shutdown mode until the next
code word (see figure 4.19). In that case the energy to power a code-word is function

of the position of the chip one and given in table 4.4.

Table 4.4: Energy per codeword in shutdown mode

ME(n,k) Energy of one codeword
00------ 00 Prx,, xn x1T;
00------ 01 Prx,, xn x1T;
00------ 10 Prx,p X (n—1) X T, + Prxgypy X Tt
0l------ 00 Prxpp X2 X T.+ Prxgypy X (n—2) x T,
10------ 00  Prxpp X Tw+ Prxsypy X (n—1) x T,

The average energy of one codeword can be deduced as:

(nx (n—1))
2

(nx (n—1))

X TC
2% PRXSHDN

(4.22)

1
ERXcodewo'rd = ? X [2 XN + ] X PRXDD _'_

The average energy of one information bit is:

1 (nx (n—1)) (nx (n—1))
ERszmX[2xn+# AN T )

]XPRXDD+ 2

X PRXSHDN X TC

1
= (2k+1) X [PRXDD X (n + 3) + PRXSHDN) X (n - 1)] x Ty

(4.23)
k

Where T is the time per bit of coded message , T = — X T}, , T} is the time per bit
n

of original message, T, = 1/R where R is the information bit rate.

4.4.2 Energy consumption of the receiver
According to the energy consumption model of the receiver shown in previous part,

we could analyze the energy consumption per bit by using the realistic OOK receiver.

Fig. 4.20 and Fig. 4.21 give the numerical results of the energy consumption of

the receiver in normal mode and shutdown mode, with the condition that the supply
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The energy consumption of the receiver per bit with R=100KHZ
10 T T T T T T T

Lol

The energy consumption of the receiver per bit(J/bit)

Figure 4.20: The energy consumption of the receiver in normal mode

x 107 The energy consumption per bit of the receiver in shutdown mode with R=100KHZ

1.5 T T T T T

T T

The energy consumption of the receiver per bit(J/bit)

0.9 I I 1 I I i 1

Figure 4.21: The energy consumption of the receiver in shutdown mode
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voltage is +3.3V/, source frequency is 433M H z, and bit rate R = 100kbit/s. As the
ME coding size k increased from 2 to 10, the energy consumption of receiver in Fig.
4.21 varied from 0.95 x 10~7.J/bit to 1.4 x 1077 /bit in shutdown mode which is just
half of the normal mode 1.9 x 10~".J/bit in Fig. 4.20.

The following figures give the numerical results of the total energy consumption
taking into account the transmitter part and the receiver part using the MAX1472 trans-
mitter. With the condition that the bit error rate is 10~ and the transmission distance

is between Om to 100m.

Total energy consumption with R=100kbit/s

,,,,,, —+— BPSK with Peb=10"3

""" —&— OOK with Peb=10"3

""" —+— ME[7,3]coded OOK with Peb=10"3
5| | —%— ME[63.6]coded OOK with Peb=10"3

Total energy consumption(J/bit)

0 10 20 30 40 50 60 70 80 90 100
Distance (m)

Figure 4.22: The energy consumption for R = 100kbit/s

Fig. 4.22 shows the total energy consumption of both the transmitter and the re-
ceiver in normal mode when the information bit rate is 100kbit/s. The transmitter
consumes most of the total energy, therefore the Fig. 4.22 has the same trend with as

energy consumption of the transmitter.

Fig. 4.23 shows the total energy consumption from both the transmitter and the
receiver in shutdown mode with on information bit rate equal to 100kbit/s. Compared
with the result in normal mode, the energy consumption decreased in different extent.
For ME[7,3] and ME[63,6], the simulation result demonstrates the energy consump-
tion is half of that in Fig. 4.22. But for uncoded OOK and BPSK, the shutdown mode

works only in transmitter, so the variation is less than half.
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Figure 4.23: The energy consumption with shutdown mode for R = 100kbit/s

Fig. 4.24 shows the total energy consumption of both the transmitter and the re-
ceiver in shutdown mode with an information bit rate equal to 1kbit/s. Fig. 4.25 shows
the total energy consumption of both the transmitter and the receiver as a function of

the symbol rate.

From Fig. 4.25, the energy consumption of the receiver decreases when symbol
rate increases, and the energy consumption of the transmitter begins to increase and
then decreases as the symbol rate is increasing due to the influence of the circuit energy
consumption and the transmit energy consumption. Besides, it is possible to figure out
the optimal transmit symbol rate to have the lowest total energy consumption, because
the energy consumption of the receiver dominates in the total energy consumption
when the symbol rate is smaller than the optimal value, while the energy consumption
of the transmitter dominates in the total energy consumption when the symbol rate is

larger than the optimal value.

4.5 Conclusion

This chapter focuses on the energy consumption analysis of ME-Coding based on
the realistic energy models of several devices. ME-Coding using the classical sensor

node energy model is worse than uncoded OOK. Devices adapted to ME-Coding are
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Figure 4.24: The energy consumption with shutdown mode for R = 1kbit/s
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Figure 4.25: The total energy consumption VS the symbol rate
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needed when considering both transmit energy and circuit energy. Two low complexity
and low energy consumption transmitters are introduced. The first transmitter is also
low cost for wide application and has the shutdown mode as well, but has a drawback
in the limitation of maximum bit rate. So as to overcome the disadvantage and further
reduce the energy consumption, the second transmitter is brought in with the energy
consumption unit p.J/bit. Besides, the method of selecting the optimal coding size
k is presented as well. The last section presents the energy consumption of a low
cost receiver. The analysis of the energy consumption of the realistic transmitter and
receiver proves the realization of energy efficiency of ME-Coding, even if the results

could be improved by designing specific circuits for ME-Coding.






Error control schemes and

Application

In chapter 4, we focus on the energy consumption analysis of ME-Coding based
on the realistic energy models of several devices, and we consider a simple transmis-
sion between a transmitter and a receiver without considering error control. However,
in wireless sensor networks, the information data are usually sensitive to transmission
errors. Error control schemes, such as Error Control Codes (ECC) and Automatic Re-
peat reQuest (ARQ), could be utilized to provide reliable wireless communications.
We present error control codes in chapter 2. They could provide better BER perfor-
mance. However the error control schemes will introduce redundancy to the informa-
tion data or lower bandwidth efficiency of the communication, these will cause extra
energy consumption. When considering their implementation in wireless sensor net-

works, the energy efficiency should be investigated.

In this chapter, we consider the Basic ARQ error control protocol. It is assumed to
be incorporated in SISO systems. In the protocol, a cyclic redundancy check sequence
is used as error detection code to detect the transmission error on information data.
To analyze the energy efficiency, we consider the total energy consumption using the

energy consumption model described in chapter 3.

115
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In the second part, we propose to increase the energy efficiency of an autonomous
remote control and increasing the number of transmitted bits from a limited harvested
energy. More importantly, we realize the real demonstrator to show that the proposed

method can be implemented.

5.1 Error Control Protocols

Error control scheme that employs error control code and automatic repeat request
is the typical way, which could be used at the data link layer, to provide reliable wire-
less communication with lower transmit power. As we discussed the error control
code in chapter 2, we will introduce automatic repeat request and analyze the energy

consumption performance in detail in this section.

5.1.1 Automatic repeat request Protocol

ARAQ is an error control method for data transmission which makes use of acknowl-
edgments and timeouts to achieve reliable data transmission. An acknowledgment is a
message sent by the receiver to the transmitter to indicate that it has correctly received a
data frame. Usually, when the transmitter does not receive the acknowledgment before
the timeout occur or the acknowledge packet has indicated that there are errors in the
preceding received packet; the transmitter will retransmit the frame. The retransmis-
sion will stop until the packet is either correctly received or the times of retransmission
is beyond a predetermined maximum number of retransmissions.

Many different ARQ schemes have been proposed for packet retransmission. The
simplest scheme is Wait-and-Go whereby the transmitter sends a packet and waits for
its acknowledgment (ACK) before proceeding with the transmission of the next packet.
A packet is retransmitted if its ACK is not received within a certain time-out interval
which corresponds to the Round Trip Time (RTT).

More sophisticated is the Go-Back-N scheme, where the receiver keeps track of the
sequence number of the next packet it expects to receive and sends that number with
every ACK. If a packet from the transmitter does not reach the receiver, the receiver
will stop acknowledging received frames. Once the transmitter has sent all of the
packets in its window, it will detect that all of the packets since the first lost packet is
outstanding. It will go back to sequence number of the last ACK it has received from

the receiver and fill its window starting with that packet and continues the process
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again.

Furthermore in a wireless link, advantage can be taken of the not sequential deliv-
ery. Retransmission begun as soon as a gap in the sequence of ACK packets is noticed.
With such as Selective Acknowledgment (SACK), although a packet from the trans-
mitter does not reach the receiver, the transmitter will continue to send subsequent
packets until it has emptied its window, and the receiver will continue to fill its receiv-
ing window with the subsequent packets. The receiver keeps track of the sequence
number of the earliest packet that it has not received and sends that number with every
ACK it sends. Once the transmitter has sent all the frames in its window, it re-sends
the packets number given by the ACKs, and then continues at the place where it left
off.

The error control protocol that combines CRC and ARQ is specified in IEEE
802.16 standard at the MAC sublayer. In this protocol, the transmitter sends the packet
with a request on the acknowledgment of successful reception. By checking the cal-
culated checksum of CRC, the receiver sends an acknowledgment frame back to the
transmitter if the packet is correctly received. Once this acknowledgment frame is re-
ceived within the predefined duration, the transmission is considered successful and
no further action regarding retransmission should be taken. On the other hand, if the
packet is not correctly received, no acknowledgment frame will be sent back to the
transmitter. Therefore, if an acknowledgment for the original transmission is not re-
ceived within the acknowledgment waiting time and if the maximum retry times for the
retransmission is not attained, original packet will be retransmitted again. Otherwise,
the transmitter assumes that the transmission has failed.

To simplify, we assume that the CRC can detect all the transmission errors and
allow infinite retries for the retransmission. Denoting the packet error probability to be
Pt the packet will be received intact during the first transmission with the probabil-
ity of (1 — Pepkt). Otherwise, it will be received correctly after n times retransmissions
with the probability of Pg; it (1— Pepit ). Therefore, without the limits on retransmission

tries, the mean times 7 required for a successful reception is:

7-:(1_Pepk:t)+2pepkt(1_Pepkt)+"’+n eT;k;t(]‘_Pepkt)_F"'

=1+ Popr + Py + Popy + -+ + Pl + - (5.1)
1
(1 - Pepkt)

For short distance communications, AWGN channel among the nodes is practical
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and SISO scheme is more appropriate. It is assumed that all errors in the packet could
be detected at the receiver, although in practice, this may not be the case, particularly
with only a checksum. However, because there is always a finite possibility of incor-
rect error detection, this assumption would make sense in most cases. We also assume
that the event of unsuccessfully receive packet due to a damaged ACK is ignored, due
to the fact that the length of the ACK packet is so small that it will not affect the per-

formance estimation.

Suppose a packet with length of L bits is transmitted without coding, and thus the

bit errors are independent, we will find the packet error probability to be:

P =1—(1-P)* (5.2)

where P, corresponds to the bit error probability.
The mean number of transmission required for successful reception is given by
substituting this value of Py into Equation 5.1 as follows:
1

T = m (53)

5.1.2 Energy consumption performance analysis

In this section, we investigate the ARQ schemes in AWGN channel. We propose
a cross layer optimization strategy. Then we analyze the energy consumption perfor-
mance based on the general energy consumption model in chapter 3.

In this section, we focus on minimizing the energy consumption of a node consid-
ering the transmitter and the receiver in Fig.5.1. So optimizing the transmit power to
obtain the minimum transmit energy per information bit is our goal. We consider the

following transmission model in Fig.5.2 with the following notations:

L 1s the number of bits in the packet
Ltqr¢ 15 the preamble length of the packet

t,. 1s the maximum time for the reception of ACK (constant value)

In the simple considered scheme, the node sends a packet and wait during ¢,., for
the reception of acknowledgment.
If the ARQ is not good then a new transmission is realized. The transmitter is on

during the transmission of the packet and the receiver is on during %,..
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Figure 5.2: Illustration of the working of a simple ARQ protocol
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Normally the communication units in the wireless sensor networks are not as com-
plicated as the others, such as network cards in the PCs, and the messages which they
monitor are more error-sensitive. So link level retransmission scheme should be used
to achieve more reliability. Accordingly, the total energy needed per bit for success-
fully transmission will not be the same as the Equation (3.18) mentioned in chapter 3.
It should also take the mean number of transmissions required for success into account.

Considering the basic ARQ protocol, the average time 7 required for a successful
reception can be determined by Equation (5.1). Then for an uncoded system, suppose
a packet with length of L, then the total energy to transmit a packet with success can
be derived from Equation (3.18), Equation (5.2) and Equation (5.3) to be:

Pou
Ebpkt =T - {Pstarttwtstart + (POt:B(l - rh) + (Pltw + n t)rh> : ka’t ' tb

(5.4)
+ Pc'rz trx}
The energy to transmit a bit with success is:
Ebpkt Pstartmtstart Pom(l - Th) + (le + P%ut )rh
Eyr = = 7-{ +
Lkt Lt R (5.5)
F)cmc trx }
kat
For the numerical results, we assume t,, = 10 tgqc = 10/R
If the start time is neglected we obtain
POtx(l - Th) + (Pltx + Pom)rh Pc tr
Eyr =1-{ i + —1} (5.6)

R Ly

5.1.3 Numerical results

Firstly we focus on the average number of repetitions. We assume a coherent re-
ceiver and use the formulas for the bit error probability in AWGN channel which are
given in chapter 2. For the channel we assume a free space path loss. In the link
budget, we introduce a margin ' = 40d B including noise factor, other losses and re-
ceiver imperfections. The carrier frequency is 433 MHz. Using these assumptions, the

Eb/No ratio can be expressed as:
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Figure 5.3: Average transmission times required for a successful reception as a func-
tion of the output power for sending a 1, using OOK
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where P, is the output peak power (or output power to send a 1), PL(d) is the
path loss for a distance d, R is the bit rate, k; is the Boltzmann constant, 7" is the
temperature in Kelvin. For OOK 7}, = 1/2 and for M E (2% — 1, k) r, = 1/2*.

The figure 5.3 provides the average number of repetitions using OOK modulation,
a packet length L, equal to 16 and for a bit rate R = 100 kbit/s. The results are
given as a function of the peak output power, for different propagation distances. It
can be shown that the average number of repetitions is equal to 1 for high output
power and increases when the output power decreases. As expected, when the distance
is increasing the output power must also be increased to maintain a low number of
repetitions.

The figure 5.4 and 5.5 gives the same type of results using respectively ME(7,3)
and ME(63,6). It can be shown that, to maintain an average number of repetitions
equal to one, F,,; must be increased. This result can be explained by the fact that even
if the transmit energy can be reduced, the peak output power F,,,; must be increased to
compensate the lower duty cycle obtained with minimum energy coding.

We can now investigate the total power consumption. The circuit model is the
normal transmitter model given in chapter 3 whose parameters are recalled in the table

3.2. The power consumption of the receiver P, is also given in this table.
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Figure 5.4: Average transmission times required for a successful reception as a func-
tion of the output power, using ME(7,3)
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Figure 5.5: Average transmission times required for a successful reception as a func-
tion of the output power, using ME(63,6)
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Table 5.1: The circuit parameters

Parameter Value Unit

POtx 4 mW
Py, 10.66 mW
n 0.75 -
P.. 19 mW
trn 10/R
R 100  kbit/s

10°°

Total energy per bit (J)

10 1 1 1 1
—-20 —-15 —-10 -5 [0} 5 10
Peak transmit power (dBm)

Figure 5.6: Average total energy per bit as a function of the output power, using OOK

The Figure 5.6 provides the average total energy per bit as a function of the output
power for different propagation distances. It can be noticed that a minimum value can
be observed. After this optimal value the energy increases due to the increase of the
output power. Before this optimal value the energy increases also due to the average
number of repetitions. When comparing these results to the previous figures, it can be
noticed that the optimal value is obtained for the minimum peak output power allowing

only an average of one transmission.

The figures 5.7 and 5.8 provide the total energy per bit for respectively ME(7,3)
and ME(63,6). We can observe the same behavior with the difference that the increase
in total energy after the minimum value is not so obvious. This is due to the fact that
the effect of the peak output power on the circuit energy is a function of the duty cycle
which is lower for ME coding.

Finally, it must be noticed that ME coding allows to reduce the total consumed
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Figure 5.7: Average total energy per bit as a function of the output power, using
ME(7,3)

energy.

5.1.4 Conclusion

In this section we have considered the energy efficiency of ME coding in the case of
a simple automatic repeat request error control scheme. We considered the consumed
energy of a node including the transmitter part for sending the packets and the receiver
part for receiving the acknowledgments. We have shown that it is possible to find an
optimum point for the total energy per bit and that ME coding provides an efficient

solution in that context.

5.2 Self powered Energy Efficient OOK Transmitter

We propose to improve the energy efficiency of an autonomous remote control
using OOK orthogonal modulation. We develop a power consumption model of an
OOK transmitter and a micro-controller and show that we can increase the number of
transmitted bits from a limited harvested energy. A real demonstrator has been realized

and is presented at the end of this section.
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Figure 5.8: Average total energy per bit as a function of the output power, using
ME(63,6)

5.2.1 Optimization of the autonomous transmitter

We focus on a device which has the functionality of a remote control. The user
decides to send information by pushing a button. As shown in [78], the mechanical
action of the user can be transformed in electrical energy using a piezoelectric element
and triggers the transmission of information (i.e. identifier and/or data from a sensor).
In [78] each action on the push button provides an energy of 68/ and using On Off
Keying (OOK) modulation up to 36 bits can be transmitted. In our work we propose
to increase the number of transmitted bits by using low duty cycle OOK modulation,
in order to optimize the circuit power consumption. The figure 5.9 presents the block
diagram of the autonomous transmitter. It is shown that, in this type of application, the
circuit energy dominates the power consumption and that M orthogonal OOK modu-

lations can dramatically decrease this power consumption.

Energy harvester

As proposed in [78] the energy harvester is composed of an ignition push button.
The energy harvester is presented in figure 5.10. The equivalent model of the piezo-
electric element is composed of a voltage source and a capacitor C';. When the button
is pushed an AC voltage is generated by the source and must be rectified by a diode

bridge. Then the energy is stored in the storage capacitor Cs.
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Figure 5.9: Block diagram of an autonomous transmitter
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Figure 5.10: Block diagram of the piezoelectric harvester
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The stored energy in the capacitor is:

1
Ec, = 5021/22 (5.8)

where Vj is the voltage across Cj.

40 40

20

Capacitor voltage (V) - dash line
Capacitor energy (i J) - solid line

[0]
100 200 300 400 500 600 700 800 900 1000
C (nF)

Figure 5.11: Capacitor voltage and stored energy

Figure 5.11 shows the measured capacity voltage and stored energy as the function
of the capacity. Knowing that the voltage at the input of the regulator is limited to 20V,
measurements show that, each time the button is pressed, a maximum energy equal to
about 38u.J can be obtained. The storage capacity is connected to a voltage regulator
(MAXG666) in order to generate a DC output voltage to supply the other circuits. The
efficiency of the voltage regulator is measured equal to 53%. So the available energy

after the regulator is about 20..J.

Circuit power consumption model

To determine the circuit power consumption model we must consider the micro-
controller and the OOK transmitter.

The first device is a low power Microchip PIC12LF1501 8 bit micro-controller.
The power consumption of this device is mainly a function of the supply voltage and
the clock frequency. With the low energy internal oscillator at 31 kHz, the power
consumption is given by Table 5.2. This frequency is low but is enough to implement

the coding functions of the transmitter.
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Table 5.2: PIC12LF1501 power consumption as the function of the DC voltage using
the low energy 31k H z internal oscillator

Dc Voltage (V) | Current ¢J | Power pW
3.3 18.5 61
2.5 13 325
2 10 20
1.8 9 16.2

Table 5.3: RT40-433 power model parameters

POt:r: 0
Py | 0.71 mW
i 0.18

The transmitter is a RT40-433 SAW resonator Radio Transmitter Module from
Telecontrolli, which is designed for low complexity applications as wireless security
systems, remote gate controls and sensor reporting. We use this device in shutdown
mode so that the binary frame to transmit is connected to the device supply voltage
pin. So we can assume that no power is consumed during the transmission of a zero.

Using a model similar to the model proposed in chapter 3, the power consumption
of the transmitter can be written:

PO’LL
, 5+ (1= 1) Posa (5.9)

Ptransmitter - rh(Pltx +

where 7, is the duty cycle, P,,; is the transmit power and Fy;,, P;, and n are parame-
ters that can be determined using measurements. The value obtained for the RT40-433
circuit are given in Table 5.3.

The power consumption of the transmitter is much larger than the micro-controller.
However the micro-controller must be taken into account especially for low duty cycle

and low bit rate.

Total energy budget

We consider orthogonal modulations using OOK transmission, where the baseband
symbol is defined by:
sn(t) = 1jp1)z e (5.10)

UM
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where M is the number of symbols. In that case the duty cycle is given by:

rp=1/M (5.11)

where M = 2F and k is the number of bits per symbol.
The average power consumption is :
1 Pout

PCTZMX[PM—F

The transmit energy per bit is :

+ (M — 1) Py (5.12)

1 T
Ery = - (Pouyr) (5.13)
So P,,; can be written as:
MEEr,  MEr,
P, = - 5.14
t T T, (5.14)
and the total bit energy is:

Eyior = PorTy, = M(Pltx + (M —1)Po) T, + T (5.15)

To determine the required value of £, we consider the following path loss model:
_ 9
PL(d) = = (5.16)

where d is the distance, g is the path loss at 1 meter, « is a coefficient which depends
on the environment. Assuming a transmitting and receive antenna gain equal to one

and free space attenuation, we have:

A
9= () (5.17)

where A is the wavelength and o = 2.
From the expressions given in chapter 2, we can deduce the SNR (M) = ﬁ—‘(’) to
obtain a target bit error rate with M orthogonal modulations. Assuming that the power

spectral density of the receiver noise is given by :
kg xT x F (5.18)

where £ is the Boltzmann constant, 7" is the temperature in Kelvin and F' is the margin
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Table 5.4: Required (M) in dB for M orthogonal modulations

M 2(00K) | 4 8 | 16 | 32 | 64 | 128 | 256
BER=10"3 9.8 73 | 615347 |43]39 |37
BER=10"° 13.6 108 193827569 64 | 6.0

of the receiver, as defined previously. The transmit bit energy is :

r(M) xkyxT x F

) — 5.19
Tb PL{) (5.19)
Adding the transmit energy to the circuit energy, we get:
T r(M) X kyxT x F
Byor = 2 (Pyiy + (M — 1) Py) + L X D0 (5.20)

M n x PL(d)

The first part is proportional to 7;, and can be minimized by increasing the bit rate
and increasing M. The second part does not depend on the bit rate but depends on the
order of the modulation. The required (M) is given in the table 5.4.

107¢ ——————rry ——————rry

il

ARAXXNAXITAX

ONO 0N WN R[]

11

Energy per bit(J)

10-9 | | | |
10" 10° 10° 10* 10° 10°
R (bit/s)

Figure 5.12: Energy per bit versus bit rate for different values of k, BER=103

The total energy per bit is given in figure 5.12 as a function of the bit rate for

BER=10"3. The parameter Py, of the model is taken equal to the micro-controller
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power. The other parameters are 7' = 300K, F' = 40dB, d = 100m. From these
curves, we can see that the total energy per bit decreases when the bit rate increases.
The circuit energy is dominant until R, = 1Mbit/s, and the influence of the transmit
energy is negligible. After this bit rate, the saturation is due to the transmit energy.

The use of high order modulations allows decreasing dramatically the circuit en-
ergy.

These results show the behavior of the model but does not take into account the
limitations of the specific circuit in terms of bit rate and transmit power.

The figure 5.13 shows the maximum transmit power F,,; as a function of M and
bit rate. As expected, we can see that the maximum transmit power must be increased
for large values of M and bit rate. For our specific circuit the maximum output power
is limited to 3.5 dBm and the bit rate to 9.6 kbit/s. However these curves show trends

that can be used for the choice or design of a more efficient circuit.

30 S ——— —— T ————rT —— T

Pt (dBm)

R (bit/s)

Figure 5.13: Maximum transmit power as a function of the bit rate for different values
of k, BER=10""

How many bits can we transmit for a given harvested energy?

The total energy to transmit K bits is:

r(M) xkyxT x F
n x PL(d)

T;
Eipor = K % (37 (Pua + (M = 1) Poa) + ) 62D
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So for a given harvested energy the number of bits that can be transmitted is:

Ebtot
K= - (5.22)
%(Pltx + (M —1)Pyz) + —(A{])XX;;EX(;F)XF
10° L .
10 10 10

R (bit/s)

Figure 5.14: Number of bits versus bit rate for different values of k&, BER=10"2

This value is plotted in figure 5.14 with Ejy,,; = 20uJ. It can be shown that in-
creasing the modulation order (/) and the bit rate allows to increase the number of
transmitted bits. For example, from OOK to orthogonal modulation with k& = 5 the

number of transmitted bits can be multiplied by 10.

Chip rate constraint

From the previous results, it is shown that the bit rate must be maximized to min-
imize the energy per bit. But real circuits have limitation in modulation rate. The
objective of this paragraph is to optimize the energy per bit with a chip rate constraint.

For a given bit rate, the chip rate is increased when number of bit per symbol £ is

increased:

= (5.23)

So:
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= (5.24)

The maximum modulation rate of the RT40-433 transmitter circuit is 9600/ z.
Taking the minimum chip duration of the device T,,,.., = 1/9600s, the total energy

per bit can be written for k£ > 1

Temas T(M)XkaTXF
By = Pip + (28 — 1) Py,
btot (Pria + ( ) Pote) + 7% PL(d)

’ (5.25)

and for OOK

r(M)x kyxT x F

Tcmax
Epor =
bt n x PL(d)

5 (5.26)

(Pltx + POtx) +

x 10~

Ebtot (J)

Figure 5.15: Total energy per bit versus k for a fixed chip rate equal to 9600 kHz, k£ = 1
is OOK, k > 1 is 2* orthogonal modulation

The figure 5.15 shows the total energy per bit as a function of % for a fixed chip
rate. An optimal value £ = 4 can be obtained. For lower value of k£, when k increases,
the total energy per bit is decreased but for larger values of k, the bit rate must be

decreased, due to the chip rate constraint and the energy is increased.

Experimental demonstrator

The demonstrator is composed of a self powered energy efficient OOK transmitter

(figure 5.16) as described in the previous subsection and a receiver associated to a led
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lamp (figure 5.17).

Regulator

Micro-controller

Transmitter

Piezo-electric
Push-button

capacitor \

Antenna
connector

Figure 5.16: Piezo-electric transmitter

Each time the piezoelectric button is pushed, the 20 ;. energy is used to send an
identifier using orthogonal OOK modulation. A start impulse is also generated to be
used as a time reference by the receiver (figure 5.18 ).

The receiver is based on an OOK receiver associated to a micro-controller (AT-
Tiny85) programmed using the Arduino software. The microcontroller makes mea-
surements of the pulse positions (using the reference pulse) and realizes the symbol to
bit decoding. If the identifier is correct, the led lamp is switched on or off.

This type of device can be used in a large range of application with the advantage

that no battery is needed.

5.3 Summary

In this chapter, we consider the energy efficiency of the error control protocol in
wireless sensor networks. We have shown that ME-Coding can be used to improve the
energy efficiency of a simple ARQ protocol.

Then, we propose to improve the energy efficiency of an autonomous remote con-
trol using OOK orthogonal modulation. We develop a power consumption model of an

OOK transmitter and a micro-controller and show that we can increase the number of
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Figure 5.17: Led lamp receiver
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Figure 5.18: Waveform received after OOK demodulation. The identifier is the time
position of the second pulse.
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transmitted bits from a limited harvested energy. Finally, a real demonstrator has been

realized.



Conclusion and future works

6.1 Conclusion

The aim of this thesis was to explore energy efficient transmission methods. We
focused on the energy efficiency and low complex implementation of source cod-
ing method (ME-Coding), based on realistic energy consumption models of devices

matched with these modulations.

Firstly, many energy efficient transmission techniques were discussed and the fun-
damental Shannon trade-off between energy and spectrum efficiency was also recalled.
Using a simplified circuit model, we showed that taking into account the circuit energy
can largely change this trade-off. Then we focused on the transmit energy and intro-
duced some modulation schemes: On-Off Keying modulation and orthogonal modu-
lation. Besides, we presented the Minimum Energy Coding which is the main subject
of our study. In radio transmission, a large part of the transmitted energy is lost in
the propagation channel. The characteristics of the channel has a large influence on
the performance of a link. We recalled the definition of the Additive White Gaussian
Noise channel and Rayleigh fading channel. For these different channels, we gave the
theoretical bit error probabilities of OOK, BPSK and ME-coding OOK. The theoretical
results were compared to simulations. According to these results, we have shown that
in AWGN channel, ME-coding based on OOK modulation can be interesting (better

137
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results than BPSK) in terms of bit energy for large code length, hence at the price of
lower bandwidth efficiency. However, this effect is not obtained for a Rayleigh chan-

nel. These results were obtained considering only the transmit energy.

As classical studies consider only the transmit power or the transmit bit energy (or
the SNR £,/ Ny) to compare the transmission techniques, we have seen that taking into
account the circuit energy can largely change the conclusions on the energy efficiency
of a transmission scheme. For this type of study, it is necessary to use a circuit energy
model. Different models exist in the literature. We firstly considered a classical model
which is frequently used for wireless sensor networks. The architecture of a typical
wireless sensor node was presented to investigate the energy consumption of different
components. However this commonly used model is not matched to OOK modulation.
As the total energy consumption of ME-Coding using the classical energy model is
worse than uncoded OOK, the devices adapted to ME-Coding are needed when con-
sidering both transmit energy and circuit energy. So we proposed new models using
the characteristics of realistic circuits, based on the energy consumption analysis of the
sensor node. Then, we presented a new energy consumption model which includes the
energy consumption during switch time between low bit and high bit. Besides, we gave
the using condition of this model and proposed a new approach based on the circuit
shutdown mode. These generic models can be used to analyze the energy efficiency of

Minimum Energy Coding, with different circuits.

As the data rate is usually low, spectral efficiency is traded off for power efficiency
so that simple modulation schemes, such as OOK and FSK, can be used. We focused
on minimizing the total energy consumption of wireless sensor networks by using low
energy coding scheme. In order to improve the energy efficiency performance, we con-
sidered Minimum Energy coding based on On-Off Keying (OOK). So we could use
this coding scheme to improve the error performance of OOK modulation. Because
we want to discuss the realistic energy consumption of the communication subsystem,
we introduced several radio devices of wireless transmission node which are adjusted
to use ME-coding OOK modulation. Then, we analyzed the power efficiency of ME-
coding OOK using the proposed realistic energy consumption models based on two
efficient OOK transmitters and one receiver. Two low complexity and low energy con-
sumption transmitters were introduced. The first transmitter is also low cost for a wide
range of applications and has the shutdown mode as well, but with an important limi-

tation on the maximum bit rate. So as to overcome the disadvantage and further reduce
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the energy consumption, the second transmitter is brought in with energy consumption
in the p.J/bit domain. Besides, the method of selecting the optimal coding size k was
presented as well. At last, the work is completed with the energy consumption of a
low cost receiver. The analysis of the energy consumption of a realistic transmitter and

receiver prove the energy efficiency of ME-Coding.

Finally we proposed more complex applications of the proposed energy transmis-
sion techniques. Firstly, we investigated a basic ARQ error control protocol which
can be used in wireless sensor applications to improve the reliability of the transmis-
sion. We analyzed this protocol and, using the developed power consumption models,
we showed that ME coding can be an interesting option in that context. The second
application is a practical simple communicating device supplied by limited energy har-
vesting, for which a real demonstrator was developed. We presented a power model
of this device, including the micro-controller and the transmitter and showed that low
duty cycle modulation (orthogonal modulations) can largely reduce the power con-
sumption and increase the number of information bits that can be transmitted with a

small amount of energy.

6.2 Future works

At this point of the work, we can mention different ideas for further research.

More investigation on low duty cycle modulations

We have shown the interest of low duty cycle modulation (ME coding and or-
thogonal modulations) in term of transmit energy and mainly in circuit energy. More
investigation can be done on channel coding associated to these modulations in order
to find the trade-off between the complexity increase and the consumed energy. If now
we consider a multiple access channel, it can be interesting to evaluate the contribu-
tion of these modulations to the reduction of the multi-user interference. Indeed, using
these modulations, the activity of one user on the channel is less so we can expect a
reduction of its contribution to the interference. This work has already been proposed
in the case of CDMA but this subject can be addressed more deeply for different access
methods or multiple access control protocols. Finally, there are lot of similarities be-

tween low duty cycle modulation and ultra wide band modulations. This aspect must
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be more investigated.

MAC layer consideration

Energy efficient communication require the coordination among the involved sen-
sor nodes. Medium Access Control (MAC) synchronizes the channel access in an en-
vironment where numerous nodes access a shared communication medium. The MAC
layer has a major role in making the network more power-efficient. A large amount
of energy can be saved at this layer. Therefore, an efficient MAC layer protocol is

interesting to be explored for the application of the proposed transmission methods.

Hardware implementation

A number of research works have theoretically proven the advantages of ME-
Coding scheme and we have shown results of energy efficiency analysis using energy
models derived the realistic radio devices. We have used circuits which are available
for OOK modulations but not specifically designed for ME coding. We have shown
the limitations of these devices, especially in the shutdown mode, for the bit rate and
peak power. From our study, we can propose specifications for new efficient circuits
matched to ME-coding. Using these circuits new prototypes could be developed for

applications in a wide range of domains, from smart home to safety, health-care etc...



Index of value definition

Value Definition
E, Energy per bit
k Number of source bits/Coding size
n Number of chips
P, Error rate
P, Bit error rate
Vs Symbol SNR
Vb Bit SNR
Es Symbol energy
by Bit energy
P.g Error probability of high chip
P Error probability of low chip
Egiort Start up energy
FEy, Energy consumption of transmitter
E,,

Energy consumption of receiver
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APPENDIX A. INDEX OF VALUE DEFINITION

Value Definition
totart Start up time
tie Time duration of transmitter
tre Time duration of receiver
P Output power
P, Circuit power
Td Duty cycle
Ts Ratio of switch time on total time
Th Ratio of high chip duration on total time
N, Switch number

Distance

Number of information bit




Optimization of the coding size

In mathematics, the Lambert W function [79, 80, 81], also called the omega func-
tion or product logarithm, is a set of functions, namely the branches of the inverse
relation of the function f(z) = ze* where e is the exponential function and z is any

complex number. In other words

z= fHze?) = W (2¢7) (B.1)

By substituting = = W (z) in the above equation, we get the defining equation for

the W function (and for the W relation in general:

z=W(z)e"® (B.2)

for any complex number z.

Diagram of the real branches of the Lambert W function is shown in Fig.B.1.

Many equations involving exponentials can be solved using the W function. The
general strategy is to move all instances of the unknown to one side of the equation
and make it look like Y = XeX at which point the W function provides the value of
the variable in X.

In other words :

Y =Xe¥ &= X=W,(Y) (B.3)
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_ i i i i i
—0.5 0.0 0.5 1.0 1.5 2.0 2.5 3.0

Figure B.1: Diagram of the real branches of the Lambert W function

Generally, for the equation

where p > 0 and ¢, a # 0

can be transformed via the substitution

md

—t = mx + — (B.5)
c
into
WZR:—%W%g (B.6)
giving
1
¢ = Wi(Rlnp) (B.7)
Inp

which yields the final solution

W __mlnp n_de
o W=EEp ) d (B.8)

mlnp c

So from Equation (4.17) in section 4.4 as follow

a A

) S ( PO’LLt
kE+0b A d,in

) (B.9)

2k
( MREgTy
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can be rewritten as

N N. Nb
P < —(k+b)=—k+— (B.10)
a a a
A P
h N: 2 ou
where N = () TRy Th
N Nb
Let p:2,m:1,n:(),c:—,d:7.

a
Equation (B.9) can be solved for k:

47Tdmin 2 MRICBTO

) o )—b (B.11)

1
< —— Wi(=In2a2°"
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where W (z) is the Lambert function.






Résumé étendu (French extended

abstract)

Introduction

Les progres technologiques ont permis le développement d’applications de cap-
teurs sans fil. Les capteurs densément distribués, généralement utilisés pour la col-
lecte des données, la surveillance environnementale, I’automatisation industrielle ou la
sécurité, impliquent le plus souvent de faibles débits de données et de faibles portées de
transmission. Malgré les avancées technologiques logicielles et matérielles, 1’ efficacité
énergétique demeure une contrainte importante pour la conception des réseaux de
capteurs sans fil. Pour ces applications, les nceuds sont généralement déployés avec
des ressources énergétiques réduites et le remplacement d’une batterie peut s’avérer
coliteux. Plusieurs méthodes peuvent étre utilisées pour minimiser la consommation
d’énergie dans les réseaux de capteurs sans fil. Dans cette these, nous nous concentrons
sur la couche physique et sur la réduction de la consommation d’énergie des méthodes
de transmission en utilisant des modulations a faible énergie et faible rapport cyclique.
Cette solution pour améliorer I’efficacité énergétique d’un nceud se fait au détriment

de I’efficacité spectrale.
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Efficacité énergétique des méthodes de transmission

Dans un premier temps, nous nous intéressons a 1’efficacité énergétique des méth-
odes de transmission. Shannon a montré qu’il existe un compromis entre 1’efficacité
énergétique et I’efficacité spectrale pour des communications fiables. En effet, con-
sidérant uniquement 1’énergie transmise, la réduction de 1’énergie par bit est obtenue
au détriment de I’efficacité spectrale. Parmi les différentes modulations, la modulation
BPSK (Binary Phase Shift Keying) est préférée pour les applications nécessitant de
faibles débits de données et ayant des contraintes énergétiques, de part sa simplicité
et son efficacité énergétique. Une modulation simple comme I’OOK (On-Off Keying)
ne semble pas intéressante a cause de ses mauvaises performances en termes de taux
d’erreur. Cependant, le codage a minimum d’énergie (codage ME) permet de réduire
la consommation lorsqu’il est employé avec une modulation OOK. Le principe est de
coder les bits sources (0 ou 1) par des mots de code comportant le moins possible de
1.

Le codage ME propose de réduire la consommation en générant des mots de code
possédant au maximum un 1. La distance entre ces mots ne permet donc pas de dé-
tecter ou de corriger systématiquement des erreurs. Mais, en utilisant une détection
sur I’ensemble du code en réception, il est possible d’obtenir certaines corrections
d’erreurs. Cette correction reste cependant limitée et il est possible de combiner le
codage ME avec un schéma de correction d’erreurs comme un codage convolutif ou
un codage par bloc. Malheureusement, 1’utilisation supplémentaire d’un code cor-
recteur d’erreurs ajoute de la complexité dans les circuits, augmente la longueur des
mots de code et ajoute des 1 dans les mots émis, ce qui va a I’encontre de la réduction
de consommation recherchée.

A I’aide de résultats théoriques, confortés par des simulations, nous montrons que,
dans le cas d’un canal BBAG (Bruit Blanc Additif Gaussien), le codage ME permet
d’améliorer les performances obtenues pour une modulation OOK. Pour un taux de
codage suffisamment grand, le codage ME donne de meilleurs résultats en termes
d’énergie par bit que la modulation BPSK, au prix, cependant, d’une plus faible effi-

cacité spectrale. Ces résultats ne se retrouvent pas dans le cas d’un canal de Rayleigh.

Modeles de consommation énergétique

Les résultats précédents sont obtenus en considérant seulement 1’énergie émise.
L’énergie consommée par les circuits €lectroniques n’est pas prise en compte, ce qui

ne nous permet pas d’obtenir des conclusions quant a la consommation du capteur
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(nceud). Nous introduisons donc des modeles de consommation énergétique. En se
basant sur I’architecture d’un capteur typique, nous présentons un modele de consom-
mation énergétique général pour un capteur fonctionnant en mode émission/réception
et un modele de consommation énergétique pour un lien de communication compor-
tant un émetteur et un récepteur. Malheureusement, les modeles de consommation
classiques ne sont pas adaptés a la modulation OOK et les résultats de simulation
obtenus ne mettent pas en évidence I’efficacité du codage ME.

Nous proposons donc un modele de consommation énergétique pour lequel la con-
sommation des circuits lors de 1I’émission d’un O est plus faible que lors de I’émission
d’un 1. Pour étre plus précis dans ce modele, nous considérons en plus 1’énergie con-
sommée lors de la transition d’un état bas a un état haut et réciproquement. Le rapport
cyclique est également introduit dans ce modele, ce qui permettra facilement de passer
de la modulation OOK au codage ME pour n’importe quel taux de codage. Ce modele
est validé par comparaison avec circuit réel : I’émetteur OOK MAX1472. La puissance
consommée par I’émetteur est similaire a celle obtenue par notre modele quelque soit
la puissance d’émission et quelque soit le rapport cyclique du signal émis. Les résul-
tats montrent également que 1’énergie consommée lors de la transition d’un état vers
un autre est négligeable et peut donc étre ignorée.

Pour rendre le codage ME encore plus performant, un modele de consommation
énergétique "shutdown" est proposé. Ce modele consiste a éteindre (mettre en veille)
les circuits électroniques lors de I’émission d’un O et de les réalimenter pour 1’émission
d’un 1. Pour ce modele, outres 1’énergie consommeée lors des transitions et le rapport
cyclique, le temps de réveil des circuits électroniques est également pris en compte.
Toujours en considérant I’émetteur OOK MAX1472, nous remarquons que bien que la
puissance consommée soit réduite lors de 1’utilisation du mode "shutdown", le temps

de réveil des circuits est un facteur limitant quant au débit des données a transmettre.

Analyse de Defficacité énergétique pour le codage a minimum d’énergie

Une fois le modele de consommation énergétique posé et validé, nous pouvons
analyser ’efficacité énergétique du codage ME pour de véritables circuits adaptés a
la modulation OOK. Pour ce faire, nous considérons un émetteur OOK a faible com-
plexité qui est le circuit MAX1472 et un récepteur associé le MAX7033 ainsi qu’un
émetteur OOK tres faible puissance qui a ’avantage d’étre plus performant en con-
sommation d’énergie et d’autoriser des débits plus elevés.

Le circuit MAX 1472 est un émetteur OOK fonctionnant dans la bande de fréquence
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allant de 300 MHz a 450 MHz et supportant des débits allant jusqu’a 100 kbit/s. Sa
puissance de sortie maximale est de +10 dBm. Il est composé principalement d’un
amplificateur de puissance et d’un synthétiseur de fréquences. A 1’aide des mod-
¢les validés dans le chapitre précédent, nous établissons un modele pour une émission
OOK simple et un modele pour le mode d’émission "shutdown". Les résultats obtenus
pour une émission OOK simple montrent que lorsque nous considérons uniquement
I’énergie émise, le codage ME est plus performant que la modulation OOK. A par-
tir d’un certain taux de codage, ses performances deviennent meilleures que celles
obtenues pour la modulation BPSK. Lorsque la consommation d’énergie totale est
considérée, le codage ME est également plus performant que la modulation OOK et
I’énergie consommeée par bit décroit au fur et a mesure que le taux de codage diminue.
Cependant, la limitation de puissance d’émission du circuit impose un taux de codage
limite pour une distance d’émission donnée. Pour le mode d’émission "shutdown", le
codage ME est encore plus performant mais est limité a de plus faibles débits a cause
du temps de réveil des composants €lectroniques (220 us). Finalement, en prenant en

compte 1’énergie des circuits, un débit optimal peut étre déterminé.

Pour passer outre la limitation de débit du circuit et le temps de réveil assez con-
séquent, nous nous sommes intéressés a un second émetteur OOK tres faible puissance.
Il fonctionne a la fréquence de 433 MHz pour un débit allant jusqu’a 10 Mbit/s et une
puissance de sortie équivalente a -12,7 dBm. Il permet d’atteindre une efficacité én-
ergétique de 52 plJ/bit en modulation OOK. Le temps de réveil avoisinant les 70 ns,
ce circuit permet d’atteindre des débits plus élevés en mode "shutdown". Une fois le
modele de consommation énergétique établi, 1’efficacité du codage ME est démontrée.
Plus le taux de codage est faible, plus I’efficacité énergétique est grande et plus la dis-
tance de transmission est réduite puisque le circuit fonctionne a puissance d’émission
fixe. Pour une distance de transmission donnée et une qualité de service fixée, il est
possible de déduire un taux de codage optimal permettant de minimiser I’énergie par
bit consommée.

Le dernier circuit étudié est le récepteur MAX7033 fonctionnant dans la bande
de fréquence allant de 300 MHz ¢ 450 MHz. 1l peut étre associé € un émetteur OOK.
Tout comme précédemment, nous pouvons trouver un modele pour une réception OOK
simple et un modele pour un mode de réception "shutdown". Dans ce dernier cas, les
circuits électroniques sont éteints (mis en veille) des la réception d’un 1. La réception
en mode "shutdown" permet d’économiser pres de la moitié de la consommation en-
ergétique du récepteur. Sinous examinons la consommation globale de I’ensemble du

lien de communication (émetteur plus récepteur) pour un débit de 100 kbit/s, nous re-
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marquons que 1’énergie consommée par le récepteur est tres faible et que les résultats
sont similaires a ceux obtenus pour 1I’émetteur seul. Une étude de la consommation
énergétique totale de I’ensemble (émetteur plus récepteur) en fonction du débit montre
qu’il est possible de déterminer un débit optimal minimisant 1’énergie consommée to-
tale. Pour un débit plus petit que cette valeur optimale, la consommation du récepteur
est dominante alors que pour un débit plus grand, c’est la consommation de I’émetteur

qui domine.

Protocoles de controle d’erreurs et application

Le codage ME permet de réduire la consommation énergétique. Le combiner avec
un protocole de contrdle d’erreurs permet d’améliorer les performances en termes de
taux d’erreurs au détriment d’une surconsommation énergétique due a la redondance
d’information introduite. Dans certains cas de figure, cela pourrait étre avantageux.
Nous proposons donc d’étudier I’intégration d’une méthode simple : le protocole ARQ
(Automatic Repeat reQuest). La combinaison du CRC (Cyclic Redundancy Check) et
de I’ARQ est spécifiée dans le standard IEEE 802.16. Par soucis de simplification,
nous considérons que le CRC peut détecter toutes les erreurs de transmission et que le
nombre de retransmission n’est pas limité. Un modele de consommation énergétique
se basant sur ces hypothéses est présenté. Nous observons que pour le modA“le de
consommation considéré, le nombre moyen optimal de répétitions est égal a 1. Bien
que la puissance créte soit plus importante dans le cas du codage ME que dans le cas
de la modulation OOK, 1I’énergie totale moyenne par bit nécessaire reste inférieure. Le

codage ME reste donc une solution efficace dans ce contexte.

Pour montrer que la méthode proposée peut tre implémentée dans un environ-
nement réel, la derniere partie de la these présente un émetteur OOK efficace en énergie
autoalimenté. Cet émetteur est une télécommande basée sur un élément piézoélec-
trique. Apres avoir établi le modele de consommation de 1’émetteur accompagné du
microcontrdleur, I’énergie totale par bit est évaluée dans le cas d’une modulation OOK
orthogonale. Cette énergie décroit lorsque le débit augmente et lorsque I’ordre de la
modulation orthogonale augmente, ce qui permet d’accroitre le nombre de bits pou-
vant étre transmis pour une énergie disponible donnée. Finalement, un démonstrateur

expérimental réalisé au sein du laboratoire est présenté.
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Conclusion et perspectives

Dans cette these, nous nous sommes concentrés sur la couche physique et sur la ré-
duction de la consommation d’énergie des méthodes d’émission en utilisant des mod-
ulations a faible énergie. Une premiere étude a permis de déduire que pour un canal
BBAG, le codage a minimum d’énergie basé€ sur la modulation OOK est efficace én-
ergétiquement, mais au prix d’une efficacité spectrale réduite. Seule la puissance de
transmission a été considérée et la consommation des circuits électroniques n’a pas
été prise en compte. Ensuite, des modeles de consommation d’énergie différents ont
été introduits afin d’obtenir une analyse de I’efficacité énergétique d’émetteurs réal-
istes. Le fait que le codage a minimum d’énergie améliore I’efficacité énergétique a été
confirmé et les limites des circuits électroniques pratiques ont été mises en évidence.
Enfin, le protocole réseau a été abordé par I’introduction du protocole de contrdle
d’erreurs ARQ. Finalement, I’efficacité énergétique d’une télécommande autonome a
été améliorée en utilisant la modulation orthogonale OOK et un véritable démonstra-
teur a été présenté.

La combinaison avec un codage de canal, la capacité de réduction de I’interférence
multi-utilisateur des modulations a faible rapport cyclique, la prise en compte de la
couche MAC (Medium Access Control) et I’'implémentation matérielle sont trois des

perspectives envisageables pour ce travail.
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Résumé

Les progrés technologiques ont permis le
développement d'applications de capteurs sans fil.
Les capteurs densément distribués impliquent le
plus souvent de faibles débits de données et de
faibles portées de transmission. L'efficacité
énergétique demeure une contrainte importante pour
la conception des réseaux de capteurs sans fil. Pour
ces applications, les noeuds sont généralement
déployés avec des ressources énergétiques réduites
et le remplacement d'une batterie peut étre codteux.
Plusieurs méthodes peuvent étre utilisées pour
minimiser la consommation d'énergie dans ces
réseaux. Dans cette thése, nous nous concentrons
sur la couche physique et sur la réduction de la
consommation d'énergie des méthodes de
transmission en utilisant des modulations & faible
énergie. Une premiére étude nous permet de
déduire que pour un canal BBAG, le codage a
minimum d’énergie basé sur la modulation OOK est
efficace énergétiquement, mais au prix dune
efficacité spectrale réduite. Seule la puissance de
transmission est considérée et la consommation des
circuits électroniques n’'est pas prise en compte.
Ensuite, des modéles de consommation d'énergie
différents sont introduits afin d’obtenir une analyse
de l'efficacité énergétique de transmetteurs réalistes.
Le fait que le codage a minimum d’énergie améliore
I'efficacité énergétique est confirmé et les limites des
circuits électroniques pratigues sont mises en
évidence. Enfin, le protocole réseau est abordé par
l'introduction du protocole de contrdle d'erreurs
ARQ. Finalement, [efficacité énergétique d'une
télécommande autonome est améliorée en utilisant
la modulation orthogonale OOK et un véritable
démonstrateur est présente.

Mots clés
Réseaux de capteurs sans fil, efficacité énergétique,
OOK, codage a minimum d’énergie.

Abstract

Technological advances have resulted in the
development of wireless sensor applications. The
densely distributed sensors, generally used for data
gathering, environmental monitoring, industrial
automation or surveillance, involve often low data
rates and low transmission ranges. Despite the
progress in software and hardware technologies,
the energy efficiency is still one of the important
constraints for the design of Wireless Sensor
Network (WSN). For wireless sensor applications,
nodes are usually deployed with reduced energy
resources and without capability of battery
replacement. Several techniques could be used to
minimize the energy consumption of WSN. In this
thesis we focus the physical layer and we propose
to reduce the energy consumption by using low
energy coding schemes. Firstly, a study allows us to
deduce that in AWGN channel, Minimum-Energy
Coding based on OOK modulation is energy
efficiency, but at the price of lower spectrum
efficiency. Only the transmission power is
considered and the consumption of electronic
circuits is not taken into account. Then, different
energy consumption models are introduced to
achieve energy efficiency analysis using realistic
devices. The fact that Minimum-Energy coding
based on OOK improves the energy efficiency
performance is confirmed and the limits of practical
circuits are highlighted. At last, the network protocol
is addressed by introducing the ARQ error control
protocol. Finally, the energy efficiency of an
autonomous remote control is improved by using
OOK orthogonal modulation and a real
demonstrator is realized.

Key Words
Wireless sensor networks (WSNS),
efficiency, OOK, Minimum energy coding.
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